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Abstract. Fourier $M^p$ multiplier criteria are given for radial functions on $\mathbb{R}^n$ in case $1 < p \leq q < \infty$ and for arbitrary functions if additionally $p < q$; here some results of P. I. Lizorkin [11] and A. Bonami and J. L. Clerc [1] are covered. The method of proof consists of a direct reduction to fractional Riesz integrals ($p < q$) or to singular integrals ($p = q$ with the aid of Bochner–Riesz kernels; Fourier transforms of the latter ones are generated by appropriate partial integrations of the multipliers in question. Thus both theories of singular and weakly singular integrals including recent results in weighted $L^p$ spaces can be applied immediately.

1. Introduction. In this paper we want to give further evidence of the central role which is played by (spherical and product) Bochner–Riesz kernels in Fourier multiplier theory, in particular by their dilations (see [13]). The Fourier transforms of these kernels result from appropriate partial integration of the multipliers in question; thus the frequently used method of partial integration (summation) is the basis for the following. Here we discuss multipliers of type $(p, q)$, $1 < p \leq q < \infty$. If $p < q$, we can quite simply reduce the multiplier problem to a discussion of weakly singular integrals, i.e., to fractional Riesz integrals. If $p = q$ (radial functions), the reduction to singular integrals has to be slightly modified. A further advantage of the present approach is to be seen in the fact that one can also immediately apply recent results of Muckenhoupt–Wheeden [12] and Coifman–Fefferman [4] concerning weakly singular and singular integrals on weighted Lebesgue spaces thus yielding multiplier criteria for weighted $L^p$ spaces. We mention that we do not need Littlewood–Paley functions which are used in some definitions of Marcinkiewicz type multiplier criteria.

The following notations will be used: $v, w, y \in \mathbb{R}^n$, $s, t, u \in \mathbb{R}$; $j = (j_1, \ldots, j_n)$ denotes a multiindex with non-negative integral $j_k$, absolute value $|j| = j_1 + \ldots + j_n$, $D' = \partial_1^{j_1} \partial_2^{j_2} \ldots \partial_n^{j_n}$; $S$ is the set of all infinitely differentiable functions, rapidly decreasing at infinity, $S'$ its
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dual. On $L^1(R^n)$ define the Fourier transformation by

$$\mathcal{F}[f](\xi) = f^*(\xi) = (2\pi)^{-n/2} \int f(x) e^{-i\xi \cdot x} \, dx.$$  

$m \in S^*$ is called a multiplier of type $(p, q)$: $m \in \mathcal{M}^p_q$, if

$$||\mathcal{F}^{-1}[m \mathcal{F}[f]]||_q \leq C ||f||_p,$$

$\mathcal{F}^{-1}$ denoting the inverse transformation on $S'$ and $C$ being independent of $f \in S$.

2. Radial multipliers $(p < q)$. As already mentioned above we will essentially use Bochner–Riesz kernels in the proofs to follow. In case of radial multipliers the spherical version is convenient. For $a > 0$ it is defined by ($J_a$ being the Bessel function; see e.g. [16], p. 154, p. 171)

$$r_a(x) = C_a |x|^{-a-n/2} J_{a+n/2}(|x|), \quad J_a(t) = O(t^{-a/2})$$

$t \to \infty$, $u > 1/2$ fixed. Its Fourier transform is given by

$$r_a^*(t) = (\max(1 - e^t, 0))^a.$$

For sufficiently smooth functions $e(t)$ on $(0, \infty)$ set

$$N_a^p(e) = \sup_{t>0} |e^{\ast a + h} e(t)|.$$

Theorem 1. Let $0 < b < 1$, $e(t)$ be a function on $(0, \infty)$ such that $N_a^p(e) \leq M$ as well as $N_b^p(e) \leq M$, where $k$ is the least integer greater than $n/2 - nb - 1/2$ if $0 < b < 1/2 - 1/(2n)$ and $k = 0$ otherwise. Then $e^{(p)}(x) \in \mathcal{M}^p_q$, where $1 < p < q < \infty$ and $1/q = 1/p - b$.

Proof. The hypothesis clearly implies

$$\lim_{t \to \infty} e(t) = 0, \quad \int e^{(k+1)}(t) \, dt < \infty$$

for each $c > 0$. But this is sufficient (see [17], p. 25) for the representation

$$e(t) = \frac{\pm 1}{I(k+1)} \int_0^t (s-t)^k \, ds \, e(s) \quad (t > 0).$$

With the aid of (2.3) the inverse Fourier transform of $e^{(p)}(x)$ in $S'$ may be evaluated (here the first interchange of integration order is justified on account of the absolute convergence of the double integral):

$$\langle \mathcal{F}^{-1}[e^{(p)}], f \rangle = \langle e^{(p)}, f^* \rangle \langle f, S \rangle$$

$$= C \int \int \int (s-t)^k e(s-t) \, ds \, ds \, ds$$

$$= C \int \int s^k e(s-t) \, ds \, ds$$

$$= C \int \int s^k e(s-t) \, ds \, ds.$$

To obtain the last equality we used Parseval's formula and an interchange of integration order (again justified by absolute convergence—the inner integral can be estimated by $C |s|^{n(p-1)}$). Hence

$$(2.4) \quad \mathcal{F}^{-1}[e^{(p)}] = C \int \int s^k e(s-t) \, ds \, ds$$

$$\leq C \int \int |s|^{n(p-1)} \, ds \, ds$$

$$\leq C \int \int |s|^{n(p-1)} \, ds \, ds.$$  

Here the last integral is independent of $|s|$ and the parameter $k$ in the hypothesis is chosen in such a way that the integral converges absolutely. Thus $|\mathcal{F}^{-1}[e^{(p)}]|(y) \leq C |y|^{n(p-1)}$ and the assertion follows by the Hardy–Littewood–Sobolev theorem (see [14], p. 119)

$$\| \mathcal{F}^{-1}[e^{(p)}] * f \|_q \leq C \int \int \int |y|^{n(p-1)} \, ds \, ds \, ds.$$  

Our intention is to improve Theorem 1 by replacing $N_a^p(e)$ by a weaker integral condition and by diminishing the differentiation order. The latter can be achieved by introducing fractional derivatives; With J. Cosserat 1941 define (cf. [17], p. 31) a fractional derivative of order $\alpha$, $0 < \alpha < 1$, by

$$e^{(\alpha)}(t) = \lim_{\alpha \to \alpha} \frac{d}{dt} \int_0^t (s-t)^{-\alpha} e(s) \, ds,$$

whenever the right-hand side exists, and fractional derivatives of higher order $a, a = k + \alpha$, by

$$e^{(\alpha)}(t) = \int \frac{d}{dt} \int (s-t)^{-\alpha} e(s) \, ds.$$.  

Now introduce the classes \( (b > 0) \)
\[
\text{WBV}_b^1 = \{ s \in \text{BV}_{loc}(0, \infty); \lim_{t \to \infty} s(t) = e(\infty) = 0, \\
|e|_{1,b} = \sup_{m \geq 1} \int_0^m |\dot{s}(t)| < \infty, m \in \mathbb{Z} \}
\]
and for \( a > 0 \)
\[
\text{WBV}_b^{a+1} = \{ e \in C^1(0, \infty); e^{(0)}, \ldots, e^{(a-1)} \in \text{AC}_{loc}(0, \infty), e^{(a)} \in \text{BV}_{loc}(0, \infty), \\
|e|_{a+1,b} = \sup_{m \geq 1} \int_0^m |\dot{s}^{(a)}(t)| < \infty, m \in \mathbb{Z} \}.
\]
(Note, \( \text{BV}_b^a \) in [2] and [18] is defined as above with \(|e|_{a+1,b} \) replaced by \( \int |\dot{s}^{(a)}(t)|; \) \( e \in \text{WBV}_b^{a+1} \) says that \( e \) is weakly of bounded variation of order \( a \) with respect to the weight \( \rho \); see also the following lemma.)

**Lemma 1.** \( \text{WBV}_b^{a+1} = \text{WBV}_a^{b+1} \) for \( 0 \leq a' < a, b > 0 \).

**Proof.** \( e \in \text{WBV}_b^{a+1} \) implies for each \( c > 0 \) (\( m_c \), denoting the largest integer such that \( 2^m \leq c \))
\[
\int_0^c \rho \left| \dot{s}^{(a+1)}(t) \right| dt \leq \sum_{m_c} \int_0^{2^{m_c}} \rho \left| \dot{s}^{(a)}(t) \right| dt \\
\leq |e|_{a+1,b} \sum_{m_c} (2^m)^{-1} < \infty.
\]
Hence, by (17), Lemma 3.15, one has for each \( t > 0, -1 \leq a' < a, \) the representation
\[
e^{(a+1)}(t) = C_{a,a'} \int_0^t (s - t)^{a-a'} \dot{s}^{(a)}(s) \frac{ds}{s}
\]
and therefore,
\[
\int_0^c \rho \left| \dot{s}^{(a)}(t) \right| dt \leq C_{a,a'} \int_0^c |\dot{s}^{(a)}(t)| + \int_0^c \left( s - t \right)^{a-a' - 1} |\dot{s}^{(a)}(s)| dt + \\
+ C_{a,a'} \int_0^c \rho \left| \dot{s}^{(a+1)}(t) \right| dt \\
\leq C_{a,a'} |e|_{a+1,b} \int_0^c \left( 1 + \sum_{m_c} 2^{-m} \right) dt \leq C_{a,a'} |e|_{a+1,b}
\]
uniformly in \( m_c \), i.e., the assertion.

We are now able to deduce

**Theorem 1.** Let \( 0 < b < 1 \), let \( e \in \text{WBV}_b^{a+1} \), for some \( a > n/2 - nb - 1/2 \) if \( b \leq 1/2-1/2n \) and \( a > 0 \) otherwise. Then \( e(s) \in M_s^a \), where \( 1 < p < q < \infty \) and \( 1/q = 1/p - b \).

**Proof.** The above lemma gives us the representation (2.6) for \( s = e(t) \)
and hence
\[
F^{-1}[e(s^a)](x) = C_{a,a'} \int_0^c \rho \left| s^{a-a'} \phi(s^a(t)) \dot{s}^{(a)}(s) \right| dt,
\]
because
\[
|F^{-1}[e(s^a)](x)| \leq C |s|^m \left( \sum_{m_c} \rho \left| \dot{s}^{(a+1)}(t) \right| dt \right) \leq C |s|^m \sum_{m_c} \rho \left| \dot{s}^{(a+1)}(t) \right| dt
\]
with uniformly convergent sum (when the parameter \( a \) is chosen as in the hypothesis), since on account of (2.1) the single terms of the sum are dominated by \( C |s|^m \left( \sum_{m_c} \rho \left| \dot{s}^{(a+1)}(t) \right| dt \right) \), \( a > n/2 - nb - 1/2 \). The assertion now follows as in Theorem 1.

What is annoying about Theorem 1' is the fact that given a radial function \( e(\cdot) \) one has to examine \( e(\cdot \rho) \). In the case \( a = k \) integer, it easily follows with the aid of Lemma 1 that \( |e(\cdot \rho)|_{a+1, b a} \leq C M \) if \( a(1+1/a) \leq M \).

**Corollary.** Let \( 0 < b < 1 \), \( e(t) \) be a function on \( (0, \infty) \) with
\[
e(\infty) = 0, \sup_{m} \int_0^{2^m} \rho \left| \dot{s}^{(a)}(t) \right| dt < \infty
\]
for \( k \) as in Theorem 1. Then \( e(\cdot \rho) \in M_s^a \), \( 0 < 1/q = 1/p - b, p > 1 \).

**Remark. a)** Let us mention that the assumption \( b > 0 \) allows this straightforward reduction of the multiplier problem to the Hardy–Littlewood–Sobolev theorem. The latter theorem is an easy consequence (see Hedberg [5]) of the fact that the spherical maximal function is a bounded operator on \( L^p \), \( p > 1 \) (see e.g., [14], p. 5).

b) Hörmander [6] proved: If \( 1 < p \leq 2 < q < \infty \), then \( |e|^{n_0} e \in L^q \) implies \( e \in L^p \) (not necessarily radial). It is clear that this criterion in the preserved \( (p, q) \)-range is much better than Theorem 1'. Interpolation between these two results should give an improvement of Theorem 1' with respect to differentiation order.

c) The straightforward estimate \( |F^{-1}[e(s^a)](y)| \leq C |y|^m \) has the further advantage that one can directly apply weighted versions of the Hardy–Littlewood–Sobolev theorem due to Stein–Weiss [15] and Muckenhoupt–Wheeden [12].

**Theorem 1".** Let \( 0 < b < 1 \) and \( e(t) \) satisfy the conditions of Theorem 1'.

1) \( 1/q \leq \frac{1}{p-b + (\alpha + \beta)/n} \), \( \alpha < n/p', \beta < n/q, \alpha + \beta > 0 \), and \( 1/q = 1/p - b + (\alpha + \beta)/n \), then
\[
|F^{-1}[e(s^a)](x)| \lesssim |f(x)|_{L^p} \lesssim C |f(x)|_{L^p}.
\]
(ii) [12] Assume \(1 < p < q < \infty\), \(1/p - 1/q = b\), and \(V(s)\) is a non-negative function on \(\mathbb{R}^n\) such that for every cube, \(Q(\{s\})\) denotes the Lebesgue measure of \(Q\),

\[
\left( \frac{1}{|Q|} \right) \int_{Q} \left[ V(s) \right]^{p} ds \leq \left( \frac{1}{|Q|} \right) \int_{Q} \left[ V(s) \right]^{p'} ds \leq K \left( \frac{1}{p} + \frac{1}{p'} = 1 \right),
\]

\(K\) independent of \(Q\). Then there is a \(C\), independent of \(f\), such that

\[
\|F^{-1}[\hat{e}(v)] * f(s) \|_q \leq C \| f(s) \|_p \| V(s) \|_q.
\]

\(d)\) It is interesting to note what happens in the limit cases \(p = 1\) and \(b = 0\).

If \(p = 1\), then \(b = 1/q'\), and Theorem 1 in [2] tells us:

Let \(e \in BV_{\infty}', \text{i.e. essentially}\)

\[
e(\infty) = 0,
\]

\[
0 \leq \sum_{n=\infty}^{\infty} |e^{(n)}(t)| < \infty,
\]

with \(a\) as in Theorem 1. Then \(e(v) \in M^{*}_{\alpha}(0, \infty)\).

This theorem nicely shows how much stronger we have to choose our hypotheses in order to cover also the case \(p = 1\). The case \(b = 0\) is treated in the following section.

3. Radial multipliers \((p = q)\). Here it is convenient to introduce the classes

\[
WBV_{n} = \left\{ e \in L^{p}(0, \infty); \| e \|_{L^{p}} = \sup_{m \in \mathbb{N}} \int_{0}^{\infty} |e(t)| dt < \infty \right\}
\]

and for \(a > 0\)

\[
WBV^{a}_{n} = \left\{ e \in L^{p}(0, \infty); \| e^{(a)} \|_{\alpha} = \sup_{m \in \mathbb{N}} \int_{0}^{\infty} t^{a} |e^{(a)}(t)| dt < \infty \right\}.
\]

(See [12], pp. 34–35, it follows for each \(a', 0 \leq a' < a\), that \(d^{(a')}(t)\), \(d^{(a'+1)}(t)\) exist almost everywhere and

\[
d^{(a')}(t) = C \int_{0}^{t} \frac{|d^{(a)}(s)|}{s^{a}} ds \quad (0 < r \leq a' + 1)
\]

for almost all \(t\). Since \((d^{(a')}(t) = d^{(a)}(t)\)) a.e., the assertion now follows in case \(0 \leq a' < a \leq 1\) analogously to Lemma 1. If \(a > 1\), one first shows (3.1) (see [17], p. 36), hence \(WBV_{\alpha} \subset WBV_{\alpha+1}\) and iteratively \(WBV_{\alpha} \subset WBV_{\alpha+k}\) with \(0 < a - k < 1\). Applying the known results in the latter case leads to (2.6) for \(-1 < a - k < 1\) otherwise, and hence the assertion for arbitrary \(0 \leq a < \alpha\).

Theorem 2. Let \(e \in WBV_{\alpha+1}\) for some \(a > (n - 1)/2\). Then \(e(v) \in M^{*}_{\alpha}\), \(1 < p < \infty\).

The proof differs from that of Theorem 1' for we do not have (2.6) for \(a' = -1\) at our disposal. But all we need is (2.7). To this end, let \(G(t) = C^{\alpha} + \frac{1}{t^{a}}\) for \(0 < t < 1\), \(G(t) = 0\) for \(1 < t < \infty\). For integral \(a\) this follows immediately by Leibniz' rule using

\[
\left| \int_{0}^{t} \frac{d^{(a)}(u)}{u} \right| \leq C \int_{0}^{t} \frac{|d^{(a)}(u)|}{u} du < \infty,
\]

for arbitrary \(a' > 0\) (see e.g. [19]) and Lemma 2. For fractional \(a'\) proceed analogously to [18], Lemma 1.1(iv), where one has again to use (3.2) and Lemma 2.
Now \( e_k(t) = 0 \) for \( t > 2a \); therefore, (2.6) holds for each \( e_k \) (\( a' = -1 \)) and hence (2.7) for \( x' \neq 0 \) with \( e \) replaced by \( e_k \) (take in the proof of Theorem 1 only \( f_k \) with support disjoint from the origin), because

\[
|F^{-1}[e_k(x)](y)| \leq C|y|^{-n} \left( \sum_{k=1}^n \sup_{x \in R^3} |(V \hat{e})(y)| \omega_k |r_k(y)| \right)
\]

with the sum uniformly convergent in \( x' \neq 0 \) by (2.1) if \( a > (n-1)/2 \).

Now \( e(x) \mapsto e(x') \) bounded and pointwise, i.e. in \( S' \), and therefore \( F^{-1}[e(x)] \) tends in \( S' \) towards \( F^{-1}[e(x')] \). On the other hand, for \( f \in S' \) with support disjoint from the origin,

\[
< F^{-1}[e(x)], f > \rightarrow \int \int \left| \int \int S_{a'}(\hat{e})(y) dy \right| dx
\]

i.e. for \( a \neq 0 \) the distribution \( F^{-1}[e(x')] \) has the representation (2.7).

It is not hard to check that Hörmander's condition

\[
t^n \int |F^{-1}[\phi(y)] - F^{-1}[\phi(x')]| dy \leq C
\]

is satisfied for \( |y| \leq 1 \), all \( t > 0 \) and \( a > (n-1)/2 \). Since \( e(x') \in L^1_0(R^n) \), i.e. \( e(x') \in M_1 \), the assertion follows by Hörmander [6], Theorem 2.1.

By the above, it is clear that for \( a > (n-1)/2 \)

\[
|F^{-1}[e(x)](x)| \leq C|y|^{-n} |r_k(y)|
\]

Furthermore, by assumption,

\[
|e(x)| \leq M.
\]

In order to apply a recent result of Coifman–Fefferman [4] on singular integrals in weighted \( L^1 \)-spaces it remains to prove that for \( |y| \leq |x|/2 \)

\[
|F^{-1}[e(x)](x) - F^{-1}[e(x')](x-y)| \leq C|y|^{-n-1}.
\]

By Taylor's formula and the representation (2.7) this can be shown to be true for \( a > (n+1)/2 \), i.e., the differentiation order is increased by one.

**Theorem 2'.** [4] Let \( e \in \text{WBV}_{a+1}, a > (n+1)/2, \) and let \( V(x) \in L^1_0(R^n) \) be non-negative such that for every cube, \( Q, \)

\[
\left( \frac{1}{|Q|} \int Q V(x) dx \right) \left( \frac{1}{|Q|} \int Q V^{(a-1-\delta)} dx \right)^{p-1} \leq K,
\]

\( K \) being independent of \( Q \). Then, for \( 1 < p < \infty, \)

\[
\int |F^{-1}[e(x)](x) - f(x)|^p V(x) dx \leq C_p \int |f(x)|^p V(x) dx.
\]

Again the question arises whether Theorem 2 and 2' remain true for \( e(|x|) \). We only treat the case a being an integer.

**Lemma 2'.** Let \( \Phi(t) \) be a non-negative, strictly monotone increasing function with \( \lim_{t \to 0} \Phi(t) = 0 \) and \( \lim_{t \to \infty} \Phi(t) = \infty \), and let \( \Phi \) possess \( (a+1) \) continuous derivatives (a integer) on \((0, \infty)\) with

\[
|\Phi^{(a+1)}(t)| \leq \lambda \Phi'(t) \quad (i = 0, \ldots, a).
\]

Then \( e(t) \in \text{WBV}_{a+1} \) implies \( e(\Phi(t)) \in \text{WBV}_{a+1} \).

**Proof.** Analogously to (17), p. 38, it easily follows that

\[
\frac{1}{\Phi^{(a+1)}} \int \int \frac{d}{dT} \Phi(t) \leq C \int \int \Phi^{(a+1)}(t).
\]

Now \( \Phi \) satisfies the so-called \( \Delta_2 \)-condition: \( \Phi(2t) \leq K \Phi(t) \) for all \( t > 0 \) (see [7], p. 24), because the hypothesis implies

\[
\Phi(t) \leq (D+1) \Phi(t)
\]

(see (17), p. 29), and hence

\[
\log \frac{\Phi(2t)}{\Phi(t)} = \int_t^2 \frac{\Phi'(s)}{\Phi(s)} ds \leq \int_t^{D+1} \frac{ds}{s} = \log 2^{D+1}.
\]

This \( \Delta_2 \)-condition allows the final estimate

\[
\frac{1}{\Phi^{(a+1)}} \int \int \Phi^{(a+1)}(t) \leq K^{a+2} \int \int \Phi^{(a+1)}(t) \leq C \left( \Phi^{a+2} \right).
\]

**Corollary.** Let \( \Phi \) be as in Lemma 2' and

\[
|e(t)| \leq M, \quad \sup_{t \leq 1} \int \int |\Phi^{(a+1)}(t)| < \infty
\]

for integral \( k > (a-1)/2 \). Then \( e(\Phi(x)) \in M^p, 1 < p < \infty \). In particular, \( e(x) \in M^p \).

The result \( e(|x|) \in M^p \) is essentially due to Bonami-Cleve [1]; for compact Lie groups see Cleve [3]. Let us observe that a sufficient condition for radial \( M^p \)-multiplier is

\[
|e(t)| \leq M, \quad \int \int |\Phi^{(a)}(t)| < \infty \quad (a > (n-1)/2)
\]

(see (17), Theorem 5.10).
4. Arbitrary multipliers ($1 < p < q < \infty$). If $\varepsilon(u)$ is not necessarily radial, there are $M^2$ multiplier criteria ($p < q$) due to Lizorkin [10], [11] and Flettman [9] (the latter one is based upon Hörmander's $M^2$ multiplier criterion). Here we want to prove a special case of Lizorkin's results by a direct reduction to the coordinatewise fractional integral (0 < b < 1)
\[ E^b f(x) = \int_{\mathbb{R}^n} |y|^b \cdots |y|^b f(x-y) dy, \]
which satisfies for some constant $C$ independent of $f \in \mathcal{S}$
\[ \|E^b f\|_p \leq C \|f\|_p \quad (1 < p < q < \infty, 1/q = 1/p - b). \]
(see [13], Theorem 5.2.12)

**Theorem 3.** Let $0 < b < 1$, $\varepsilon(u)$ be one time differentiable on $v_i \neq 0$, $1 \leq i \leq n$, such that the differentiation order may be interchanged and
\[ \sum_{i=1}^{n} |v_i|^{b+1} |D^i \varepsilon(u)| \leq M \]
is uniformly bounded for $v_i \neq 0$, where the coordinates $f_i$ of the multiindex $j$ are $0$ or $1$. Then $\varepsilon(u) \in M^2$ with $1 < p < q < \infty$, $1/q = 1/p - b$.

**Proof.** (i) One may restrict oneself to functions $\varepsilon(u)$ even in each coordinate: For, as may be seen by induction, one can decompose $\varepsilon(u)$ into 2$^n$ terms $\varepsilon_0(u)$ with $\varepsilon_i(u)$ even in $i$'th coordinate, $0 \leq i \leq n$, and odd one in the remaining $n'$, where $n = n' + n''$, further,
\[ \varepsilon_0(u) = 2^{-n} \sum_{\omega} \varepsilon(\pm v_1, \ldots, \pm v_n), \]
where the sum is extended over all combinations of the $n$ variables $v_1, \ldots, v_n$, hence consisting of $2^n$ terms. Now, choosing $\text{sgn} v_i$ appropriately: $\varepsilon_0(u) = \text{sgn} v_1 \cdots \text{sgn} v_n \varepsilon_0^*(u)$, one obtains functions $\varepsilon_0^*(u)$ even in each coordinate.

Defining for $f \in \mathcal{S}$, $C$ a suitable constant,
\[ f_i(u) = C \text{PV} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} f(x-t_1 e_1 - \cdots - t_n e_n) \, dt_1 \cdots dt_n, \]
($e_i$ being the unit vector on the $i$-axis), one knows that $f_i(u)$ exists in $L^p$, $1 < p < \infty$, and has Fourier transform
\[ \text{sgn} v_1 \cdots \text{sgn} v_n f^*(u). \]
Hence, for $f \in \mathcal{S}$,
\[ E^{-1}[f^*] = \int_{\mathbb{R}^n} |v|^b \cdots |v|^b f^*(x-v) dv, \]
(4.3)
and we have to discuss $\varepsilon_0^*$.

(ii) Set $\varepsilon_0^*(u) = \varepsilon(u)$. By (4.2) it follows that
\[ \|E^b f\|_p \leq C \|f\|_p \quad (1 < p < q < \infty, 1/q = 1/p - b). \]
(4.4)
\[ \|E^b f\|_p \leq C \|f\|_p \quad (1 < p < q < \infty, 1/q = 1/p - b). \]
i.e., $\varepsilon(u)$ satisfies the hypotheses of the theorem. In particular, since $\varepsilon(u)$ is even in each coordinate, it follows by partial integration that
\[ \varepsilon(u) = C \int_{\mathbb{R}^n} \int_{|v|}^{\infty} \int_{|v|}^{\infty} D^b \varepsilon(u) du. \]
(4.5)
Evaluating the inverse Fourier transform (analogous to Theorem 2) leads to
\[ f_i(u) = C \int_{\mathbb{R}^n} \int_{|v|}^{\infty} \int_{|v|}^{\infty} \frac{\sin|v_i|uv_i}{v_i} D^b \varepsilon(u) du. \]
Hence, by (4.4),
\[ \|E^{-1} \varepsilon(u)(x)\|_p \leq C' M \|v_i|^{b-1} \cdots |v_n|^{b-1} \]
uniformly in $i, 1 \leq i \leq 2^n$, and therefore, by (4.1) and (4.3),
\[ \|E^{-1} \varepsilon(u)\|_p \leq C' M \sum_{i=1}^{n} \|f_i\|_p \leq CM \|f\|_p, \]
$C$ being independent of $f \in \mathcal{S}$, $b, p, q$ being as in the hypotheses.

Analogous to Theorem 1' one may weaken the hypotheses: introduce a dyadic decomposition of $\mathbb{R}^n$ as is done on p. 103 in [14], i.e., decompose $\mathbb{R}^n$ into disjoint rectangles $\Delta$ which are Cartesian products of intervals $[2^i, 2^{i+1}]$ and $[2^{i-1}, 2^i]$. Now regard for every $n' < n, \mathbb{R}^n$ is embedded in $\mathbb{R}^n$ in the obvious way: $\mathbb{R}^n$ is the subspace of all points of the form $(x_1, \ldots, x_n, 0, \ldots, 0)$.

**Theorem 3'.** Let $0 < b < 1$, $\varepsilon(u)$ be continuous for $v_i \neq 0$, one time differentiable in each coordinate such that the differentiation order may be interchanged. Further,
(i) $\|v_i|^{b-1} \cdots |v_n|^{b-1} \varepsilon(u)\|_p \leq M$,
(ii) $\sup_{|v_i|^{b-1} \cdots |v_n|^{b-1}} \int_{\mathbb{R}^n} D^b \varepsilon(u) du \leq M$
(0 < $n' < n$, if $n' = n$ the "sup" sign is omitted) as $\Delta$ ranges over dyadic rectangles of $\mathbb{R}^n$.
(iii) The condition analogous to (ii) is valid for every one of the $n!$ permutations of the variables $v_1, \ldots, v_n$. 
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Then $\phi(x) \in M^p$, where $1 < p < q < \infty$ and $1/q = 1/p - b$.

The proof is only a combination of the methods applied in the proofs of Theorems 1' and 3; therefore we omit it.

Remark: a) As already mentioned, Theorem 3 is due to Lizorkin [10], [11] who obtains it as a special case of sharper results. Since his methods cover also the case $b = 0$, his argumentation is naturally more complicated. Lizorkin's basic idea consists in the superrising of some 'elementary' transformations, essentially coordinatewise Riesz potentials and Hilbert transforms. Our method is a modification of Lizorkin's one for we emphasize the important role played by partial integrations (by which the Fourier transforms of Bochner-Riesz kernels are generated) and give a direct reduction of the multiplier problem to problems concerning weakly singular and singular integrals.

b) A remark analogous to the first Remark a) holds (one has to replace the spherical maximal function by the maximal function with respect to rectangles whose sides are parallel to the axis; see [14], p. 24).

c) There exist variants of the Hardy-Littlewood-Sobolev theorem with coordinatewise weights (see e.g. Oikikhoth [13], Theorem 4.5.14). These allow us to formulate an analogue to Theorem 1''(i), but we omit it.

d) There remains the question what happens in the limit cases $p = 1$ and $b = 0$.

If $p = 1$, then $b = 1/q'$ and a result in [18] tells us: Under the hypotheses of Theorem 3', where

$$
\int_\mathbb{R}^n |\ldots| \, dx_1 \ldots \, dx_n
$$

is to be replaced by

$$
\int_\mathbb{R}^n |\ldots| \, dx_1 \ldots \, dx_n
$$

it follows that $e(x) \in M^p$, where $1 < q < \infty$ and $1/q = 1 - b$.

Theorem 3' remains valid when setting formally $b = 0$ (see [14], Theorem 6', IV). This is the standard Marcinkiewicz Fourier multiplier criterion on $L^p(E^n)$, $1 < p < \infty$, due to Krée [8].
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