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Abstract. The following results concerning boundary behavior of subharmonic functions in the unit ball of \( \mathbb{R}^n \) are generalized to nontangential accessible domains in the sense of Jerison and Kenig [7]: (i) The classical theorem of Littlewood on the radial limits. (ii) Ziemer’s theorem on the \( L^p \)-nontangential limits. (iii) The localized version of the above two results and nontangential limits of Green potentials under a certain nontangential condition.

1. Introduction. In [7], Jerison and Kenig defined a class of bounded domains, the so-called nontangential accessible (NTA) domains, in \( \mathbb{R}^n \) for which nontangential approach regions are meaningful, and extended certain classical results on the boundary behavior of harmonic functions in the upper half-space of \( \mathbb{R}^n \) to this type of domains. In this paper we consider subharmonic functions and generalize three types of classical results on boundary behavior of subharmonic functions in the unit ball or the upper half-space of \( \mathbb{R}^n \) to NTA domains.

First, a classical theorem of Littlewood [9] states that if \( u \) is subharmonic in the unit disc and has a nonnegative harmonic majorant then \( u \) has a finite radial limit almost everywhere on the unit circle. The generalization to balls or upper half-spaces in higher dimensions is standard. In [3], Dahlberg studied this problem in Lipschitz domains and proved that the same conclusion is true for “radials” consisting of nontangential straight lines so that the directions of these lines vary Lipschitz continuously. In order to generalize this result to more general nonsmooth domains, the first question one needs to answer is what is the appropriate analogue of radial approach. In Definition 3.1 we define nontangential radials in NTA domains. Radials of this type, in general, are twisting (but not too much) and are possibly disconnected.
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The generalized Littlewood theorem (Theorem 4.1) in our setting reads as follows: If a subharmonic function in an NTA domain \( D \) has a nonnegative harmonic majorant, then it has a finite radial limit almost everywhere with respect to the harmonic measure of \( D \) on the subset \( \partial D \) on which a nontangential mapping is defined. The basic idea of the proof of this result goes back to Littlewood’s original paper [9], that is, by use of the Riesz decomposition theorem and Fatou’s theorem, one can reduce the matter to showing that every Green potential has radial limit zero. In doing this it is necessary to consider “nonsingular” and “singular” parts of a Green potential separately (see §4 for this terminology). For the “nonsingular” part, the argument of Dahlberg in [3] continues to work in our case. However, the unit normal vector field of the boundary of a Lipschitz domain was heavily used there in order to deal with the “singular” part, and thus the extension to NTA domains requires a new approach. The idea of handling this part comes from Ulrich’s paper [14], where the radial limits of Möbius invariant subharmonic functions in the unit ball of \( \mathbb{C}^n \) are studied. On the other hand, it is Jerison and Kenig’s work [7] on the estimates for the harmonic measure of an NTA domain that opens the way for us to carry out Ulrich’s idea.

Secondly, it is well-known that subharmonic functions in a domain, in general, have no nontangential limits on the boundary. However, some types of limits between radial limit and nontangential limit exist. One of the examples is the so-called nontangential limit in the \( L^p \) metric (with respect to the Lebesgue measure), or, in short, \( L^p \)-nontangential limit (see Definition 6.1), which was first studied by Ziemke [18]. (For some other types of limits of subharmonic functions we refer to [17].) Our second result is an extension of Ziemke’s theorem (Theorem 6.2) which states that if a subharmonic function in an NTA domain has a nonnegative harmonic majorant then it has \( L^p \)-nontangential limit almost everywhere with respect to the harmonic measure for the \( p \) in the range of \( 1 \leq p < n/(n-2) \).

Finally, a remarkable result of Carleson [1] is that the nontangential lower (or upper) boundedness of a harmonic function in the upper half-space implies that it has a nontangential limit almost everywhere on the boundary. The same result is true for NTA domains (see [7]). The key technique is to construct a so-called sawtooth region over the boundary. For a subharmonic function, the similar result holds if nontangential limits are replaced by radial limits as shown in [3] for Lipschitz domains. On the other hand, as we mentioned above, a Green potential (and hence a subharmonic function) has no nontangential boundary limit in general, because of the wild behavior of “singular” parts of Green potentials. But if some condition is imposed to control this kind of behavior then it will have nontangential boundary limits. Several authors have studied these problems in various domains (see [15] for upper half-spaces and [3] for Lipschitz domains, for example). In the last part of this paper, we consider these two problems in NTA domains. The first one (Theorem 8.3) can be considered as a localized version of Theorems 4.1 and 6.2 and the second is given in Theorem 8.5.

This paper is organized as follows. In §2, we recall the definition of an NTA domain in \( \mathbb{R}^n \) and two important facts about the harmonic measure of an NTA domain, which we need in the sequel. In §3, we give the definition of nontangential radial mappings, and we show that the radials of straight lines in Lipschitz domains studied in [3] are nontangential radials in our sense.

The generalized Littlewood theorem is proved in §4, where a key estimate (Lemma 4.4) is assumed. In §6, we prove Lemma 4.4, which states that the radial maximal function of the “singular” part of a Green potential is weak-\( L^1 \) with respect to the harmonic measure. §§6 and 7 are devoted to proving the generalization of Ziemke’s theorem. Finally, in §8, we consider Carleson’s type results, namely, boundary limits of subharmonic functions under nontangential conditions.
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2. Notation and preliminaries. The ball centered at \( x \in \mathbb{R}^n \) with radius \( r > 0 \) will be denoted by \( B(x, r) = \{ y \in \mathbb{R}^n : |x - y| < r \} \). For a bounded domain \( D \) in \( \mathbb{R}^n \), the surface ball centered at \( Q \in \partial D \) with radius \( r > 0 \) is defined by \( \Delta(Q, r) = B(Q, r) \cap \partial D \). For a point \( X \in D \), we shall denote by \( \delta(X) = d(X, \partial D) \), the Euclidean distance from \( X \) to the boundary \( \partial D \) of \( D \).

We now recall the definition of NTA domains (see [7; 16]): A bounded domain \( D \) in \( \mathbb{R}^n \) is said to be nontangential accessible (or NTA) if there exist constants \( C_D > 1 \) and \( \tau_D > 0 \) such that the following three conditions are satisfied:

1. **Corkerue condition.** If \( Q \in \partial D \) and \( 0 < r < \tau_D \), then there is a point \( A_r(Q) \in D \) such that

\[
|A_r(Q) - Q| < r, \quad \delta(A_r(Q)) > C_D^{-1}r.
\]

2. **Complement condition.** The complement of \( D \) satisfies (1).

3. **Harnack chain condition.** If \( X, Y \in \partial D \) with

\[
|X - Y| \leq 2^k \min\{\delta(X), \delta(Y)\},
\]

for some positive integer \( k \), then there is a positive integer \( m \leq C_D k \) and a sequence \( \{Z_j\}_{j=0}^{m} \subset D \) such that \( Z_0 = X \), \( Z_m = Y \), and \( |Z_{j-1} - Z_j| < \frac{1}{2} \delta(Z_j) \).
For a fixed NTA domain $D$, let $G(X, Y)$ denote the Green function of $D$. We shall use the convention that the Green function is positive and hence superharmonic. For $X \in D$, we let $\omega^X$ be the harmonic measure of $D$ at $X$, that is, the unique probability Borel measure on $\partial D$ so that for each Borel subset $E$ of $\partial D$, $\omega^X(E)$ is the value at $X$ of the solution of the Dirichlet problem with the boundary data $\chi_E$, where $\chi_E$ is the characteristic function of $E$. (It is known that NTA domains are regular for the Dirichlet problem, see [7].)

The following two estimates for the harmonic measure of an NTA domain $D$ are extremely useful for us: The first one is known as Dahlberg's comparison theorem ([7, Lemma 4.8]), which states that if $X \in D \setminus B(Q, 2r)$, then

\[ C^{-1} G(X, A_r(Q)) \leq t^{2-n} \omega^X(\Delta(Q, r)) \leq C G(X, A_r(Q)), \]

for some constant $C$ depending only on $C_D$.

The second one is the doubling property ([7, Lemma 4.9]), that is, for all $Q \in \partial D$ and $r > 0$,

\[ \omega^X(\Delta(Q, 2r)) \leq C \omega^X(\Delta(Q, r)), \]

for some constant $C$ depending only on $C_D$ and $X$.

In what follows we shall use $C$ and $c$ to denote positive constants which are not necessarily the same at any two occurrences, and the dependency of a constant will be specified in the appropriate context. For an NTA domain $D \subset \mathbb{R}^n$, by the phrase "a constant depends on $D$" we mean that the constant depends on the structure constant $C_D$ in the definition of NTA domains, on the dimension $n$, and sometimes on a fixed point $O \in D$. We also use the notation $q_1 \lesssim q_2$ to mean that there is a constant $c$, depending only on $D$ (or the dependency of the constant is clear from the context), such that $q_1 \leq c q_2$, and the notation $q_1 \asymp q_2$ to mean that $q_1 \lesssim q_2$ and $q_2 \lesssim q_1$. For instance, (2.2) and (2.3) could be rewritten as $t^{2-n} \omega^X(\Delta(Q, r)) \asymp G(X, A_r(Q))$ and $\omega^X(\Delta(Q, 2r)) \lesssim \omega^X(\Delta(Q, r))$, respectively.

3. Nontangential radial mappings

Definition 3.1. Let $D$ be an NTA domain in $\mathbb{R}^n$ with constants $C_D$ and $r_D$. Let $E \subset \partial D$ be a Borel set, and $q$ be a number depending only on $E$ such that $0 < q \leq C_D^{-1} r_D$. A mapping

\[ \gamma : E \times [0, q) \to D \]

is called nontangentially radial (abbreviated NTR) if the following two conditions are fulfilled:

1. **Corkscrew condition.** For any $Q \in E$, if we set $\gamma_Q(t) = \gamma(Q, t)$, then the locus of $\gamma_Q$, $\{\gamma_Q(t) : t \in [0, q)\}$, is a corkscrew at $Q$, that is, $\gamma_Q(0) = Q$ and

\[ |\gamma_Q(t) - Q| < t, \quad \delta(\gamma_Q(t)) > C_D^{-1} t \]

for all $t \in (0, q)$.

2. **Radial condition.** There exists a constant $L > 0$ such that

\[ |\gamma_Q(t) - \gamma_P(s)| \geq L^{-1} |Q - P| \]

for all $Q, P \in E$ and $s, t \in [0, q)$.

We can piece local NTR mappings together to obtain a global one on $\partial D$ in the following way:

**Definition 3.2.** We say that an NTA domain $D \subset \mathbb{R}^n$ is nontangential radial (abbreviated NTR) if there are countably many Borel sets $E_k \subset \partial D$, $k = 1, 2, \ldots$, such that

1. $\{E_k\}$ are mutually disjoint and the set $\partial D \setminus \bigcup E_k$ has $\omega$-measure zero.
2. On each $E_k$ there is an NTR mapping $\gamma_k : E_k \times [0, q_k) \to D$.
3. The family of NTR mappings $\gamma = \{\gamma_k\}_{k=1}^\infty$ is compatible in the following sense: There exists a constant $L > 0$ such that if $Q \in E_j$, $t \in [0, q_j)$ and $P \in E_k$, $s \in [0, q_k)$ then

\[ |\gamma_j(Q, t) - \gamma_k(P, s)| \geq L^{-1} |Q - P| \]

for any pair of indices $j$ and $k$.

**Remarks 3.3.** (a) The mapping $\gamma_Q$ is not necessarily continuous and hence its locus is possibly disconnected.

(b) For technical reasons we shall assume that $q$ is small enough so that there is a point $O \in D$ such that $\delta(\partial D) > 2C_D^{-1} q$.

(c) It is obvious that the class of NTR domains is invariant under bi-Lipschitz homeomorphisms of $\mathbb{R}^n$. This fact implies that every chord-arc domain in $\mathbb{R}^2$ is an NTR domain, since it has been proved in [8] that any chord-arc domain is the image of the unit disk (or the upper half-plane in the unbounded case) under a global bi-Lipschitz homeomorphism. However, chord-arc domains are not Lipschitz in general.

(d) The radial condition (2) in Definition 3.1 is equivalent to the condition (2') below, which is more geometrical and is also in the form we actually want to use in obtaining radial limits of subharmonic functions.

In order to introduce the condition (2') we need some notation: For a fixed NTR mapping $\gamma$, let $R' \gamma$ be the image of $\gamma$, i.e.,

\[ R' \gamma = \{X \in D : X = \gamma_Q(t) \text{ for some } Q \in E \text{ and } t \in (0, q)\}, \]
and let \( \pi : R^n \to E \) be the projection along \( \gamma \), which is defined by
\[
\pi(\gamma_Q(t)) = Q, \quad Q \in E, \quad t \in (0, \varrho).
\]
For any subset \( F \subset D \), we define \( \pi F = \pi(F \cap R^n) \).

It is easy to verify the following

**Lemma 3.4.** Let \( D, E \) and \( \gamma \) be as in Definition 3.1. Then the condition (2) is equivalent to the following condition:

(2') The projection \( \pi : R^n \to E \) is well-defined and there is a constant \( L' > 0 \) such that if \( Q \in E \) then
\[
\pi B(\gamma_Q(t), r) \subset \Delta(Q, L'r)
\]
for all \( r > 0 \).

Moreover, the two constants, \( L \) in (3.2) and \( L' \) in (3.5), coincide.

In [3], Dahlberg studied nontangential radials of straight lines on Lipschitz domains. The following proposition shows that these are indeed NTR mappings in our sense.

**Proposition 3.5.** Let \( D \) be a Lipschitz domain in \( R^n \), and \( E \subset \partial D \) be Borel measurable. Suppose for some \( \varrho > 0 \), \( \gamma : E \times [0, \varrho) \to D \) is given by
\[
\gamma(Q, t) = Q + te(Q),
\]
where \( e \) is a Lipschitz continuous mapping from \( E \) to the unit sphere \( S^{n-1} \) in \( R^n \) so that \( e(Q) \) is the axis of symmetry of an open truncated circular cone \( T_{\varrho}^Q \) in \( D \) at \( Q \in E \). Then \( \gamma \) is an NTR mapping on \( E \), provided \( \varrho \) is small enough.

**Proof.** The corkscrew condition (1) is obvious. We now verify the radial condition (2).

Let \( Q, P \in E \) and \( 0 < s \leq t < \varrho \) be given. It follows from the interior and exterior conditions of Lipschitz domains that there is a number \( \sigma \) with \( 0 < \sigma < 1 \) such that \( |e(P, Q - P)| < \sigma|Q - P| \). Writing \( t = 1|Q - P| \) for some \( t > 0 \), we have
\[
|te(Q) + Q - P| = (t^2 + 2te(Q, Q - P) + |Q - P|^2)^{1/2} \\
\geq (1 + t^2 - 2\sigma^2)|Q - P| \geq (1 - \sigma^2)|Q - P|.
\]

Next, using the fact that \( e \) is Lipschitz continuous, i.e., there is a constant \( \kappa > 0 \) such that \( |e(Q) - e(P)| \leq \kappa|Q - P| \), we then get
\[
|\gamma_Q(t) - \gamma_P(s)| = |Q + te(Q) - P - se(P)| \\
\geq |Q + (t - s)e(Q) - P| - |s|e(Q) - e(P)| \\
\geq (1 - \sigma^2 - \kappa \varrho)|Q - P|.
\]

This gives condition (2) with \( L = 1 - \sigma^2 - \kappa \varrho \), if \( \varrho \) is sufficiently small so that \( 1 - \sigma^2 - \kappa \varrho > 0 \).

### 4. Radial boundary limits

**Theorem 4.1.** Let \( D \) be an NTA domain in \( R^n \) and \( u \) be a subharmonic function on \( D \) which has a nonnegative harmonic majorant. If \( E \subset \partial D \) is Borel measurable such that there is an NTR mapping \( \gamma \) on \( E \), then the \( \gamma \)-radial limit \( \lim_{t \to 0} u(\gamma_Q(t)) \) exists and is finite for \( \omega \)-almost all \( Q \in E \).

In order to prove this theorem, we need to introduce a splitting of the Green function \( G \) of the NTA domain \( D \). For a fixed number \( 0 < \alpha \leq 1/2 \), we define
\[
G_{0,\alpha}(X, Y) = G(X, Y)X_{\alpha\delta(X)}(X)',
\]
and
\[
G_{1,\alpha}(X, Y) = G(X, Y)X_{\alpha\delta(X)}(X)',
\]
where \( X, Y \in D \). If \( \Gamma \mu \) is a Green potential in \( D \), we set
\[
G_i,\alpha(\mu)(X) = \int_D G_i,\alpha(X, Y) d\mu(Y), \quad i = 0, 1.
\]

We then have \( \Gamma \mu = G_{0,\alpha}(\mu) + G_{1,\alpha}(\mu) \). We shall call \( G_{0,\alpha}(\mu) \) the singular part and \( G_{1,\alpha}(\mu) \) the nonsingular part of the Green potential \( \Gamma \mu \), respectively.

We next recall that for an NTA domain \( D \) in \( R^n \), a non tangential region at \( Q \in \partial D \) of opening \( \alpha > 1 \) is defined by
\[
\Gamma_\alpha(Q) = \{ X \in D : |X - Q| < \alpha \delta(X) \}.
\]

We say that a function \( u \) defined in \( D \) has nontangential limit \( \xi \) if for any \( \alpha > 1 \), \( u(X) \) restricted to \( \Gamma_\alpha(Q) \) converges to \( \xi \) as \( X \to Q \). It was shown in [7] that every positive harmonic function in an NTA domain has finite nontangential limit \( \omega \)-a.e. on \( \partial D \).

We remark that our notation of \( \Gamma_\alpha(Q) \) is slightly different from the one used in [7]. We also notice that \( \Gamma_\alpha(Q) \) might be empty if \( \alpha \) is close enough to 1. But, for large \( \alpha \), say \( \alpha > C_D \), the nontangential region \( \Gamma_\alpha(Q) \) is always nonempty for all \( Q \in \partial D \).

As far as boundary limits are concerned, the nonsingular part of a Green potential behaves like a harmonic function, as is shown in the following lemma, the proof of which is taken from [3].

**Lemma 4.2.** Let \( D \) be an NTA domain and \( \Gamma \mu \) be a Green potential on \( D \). Then for any \( \alpha \) with \( 0 < \alpha \leq 1/2 \), the nonsingular part \( G_{1,\alpha}(\mu) \) as defined above has nontangential limit 0 \( \omega \)-a.e. on \( \partial D \).

**Proof.** It was shown in [10] (see also [4, Theorem 1 XII.18]) that \( \Gamma \mu \) has fine limit 0 \( \omega \)-a.e. on the Martin boundary of \( D \) and hence on the
topological boundary $\partial D$ of $D$, since it has been proved that these two boundaries coincide for the NTA domain $D$ (see [7, Theorem 5.9]).

Let $X \in D$ and denote by $\nu$ the restriction of $\mu$ to the set $D \cap B(X, \frac{1}{2}\delta(X))$. Then $G_\nu$ is harmonic in $B(X, \frac{1}{2}\delta(X))$. It follows from Harnack's inequality that $G_\nu \geq G_\nu(X) = G_{1,\nu}(X) \geq G_\nu(X, \frac{1}{2}\delta(X))$. Since $G_\mu \geq G_\nu$ we have

$$G_\mu(Y) \geq G_{1,\nu}(X) \quad \text{for all } Y \in B(X, \frac{1}{2}\delta(X)).$$

Suppose now that there is a sequence $\{X_k\}^\infty_{k=1}$ of points in $D$ such that $X_k \to Q \in \partial D$ nontangentially but $G_{1,\nu}(X_k) \geq m > 0$ for all $k$. Then it follows from (4.5) that $G_\mu \geq m \in \bigcup B_k$, where $B_k = B(X_k, \frac{1}{2}\delta(X_k))$. However, the "bubble set" $\bigcup B_k$ is not semi-thin at $Q$ as shown in [13] for NTA domains, so $G_\nu$ cannot have fine limit 0 at $Q$, which is a contradiction.

In the rest of the section, we shall fix $\nu = (2C_D)^{-1}$ and write $G_0 = G_{0,\nu}$ and $G_1 = G_{1,\nu}$.

To control the boundary behavior of the singular part of a Green potential we need the following:

**Definition 4.3.** Let $D, E, \gamma$ and $\varrho$ be as in Definition 3.1. For a Green potential $G_\mu$ in $D$, we define the (nontangential) radial maximal function $M_\mu$ of the singular part $G_0\mu$ of $G_\mu$ by

$$M_\mu(Q) = \sup_{0 < t < \varrho} G_0\mu(\gamma(t)), \quad Q \in E,$$

The major step of the proof of Theorem 4.1 is the following:

**Lemma 4.4.** Let $D, E, \gamma$ and $\varrho$ be as in Definition 3.1 and let $O \in D$ be as in Remarks 3.3(b). Suppose that $G_\mu$ is a Green potential on $D$. Then the radial maximal function $M_\mu$ of $G_\mu$ is weak-L$^1(\omega^\nu)$. More precisely, there exists a constant $C > 0$, depending only on $D$, such that

$$\omega^\nu([Q \in E : M_\mu(Q) > \lambda]) \leq \frac{C}{\lambda} G_\mu(O)$$

for all $\lambda > 0$.

Thus the theorem will follow if we can prove that $\lim_{t \to 0} G_0\mu(\gamma(t)) = 0$ for $\omega$-almost all $Q \in E$. To prove this we need to show that for any $\varepsilon > 0$,

$$\omega^\nu([Q \in E : \limsup_{t \to 0} G_0\mu(\gamma(t)) > \varepsilon]) < \varepsilon$$

for some point $O \in D$.

Now, let $O \in D$ be as in Remarks 3.3(b). Without loss of generality, we may assume that $G_\mu(O) < \infty$, since the Green potential is finite in a dense subset of $D$. Let $\varepsilon > 0$ be given. Choose a relatively compact subdomain $\Omega$ of $D$ so that

$$G_\nu(O) < \frac{\varepsilon^2}{C},$$

where $\nu$ is the restriction of $\mu$ to the set $D \setminus \Omega$ and $C$ is in Lemma 4.4. Since the Green potential $G_\mu(\Omega)$ has uniform boundary limit 0 by [6, Theorem 6.23], we have

$$[Q \in E : \limsup_{t \to 0} G_0\mu(\gamma(t)) > \varepsilon] = [Q \in E : \limsup_{t \to 0} G_\nu(\gamma(t)) > \varepsilon]$$

$$\subset [Q \in E : M_\nu(Q) > \varepsilon].$$

Therefore, applying Lemma 4.4 to the measure $\nu$, we obtain

$$\omega^\nu([Q \in E : \limsup_{t \to 0} G_0\mu(\gamma(t)) > \varepsilon]) \leq \omega^\nu([Q \in E : M_\nu(Q) > \varepsilon])$$

$$\leq \frac{C}{\varepsilon} G_\nu(O) < \varepsilon.$$

Thus, (4.8) is established and hence the theorem follows.

An immediate consequence of Theorem 4.1 and the definition of NTR domains (Definition 3.2) is the following:

**Corollary 4.5.** If $D$ is an nTR domain with an nTR mapping $\gamma$ on $\partial D$, then every nonnegative harmonic majorant has a finite $\gamma$-radial limit $\omega$-a.e. on $\partial D$.

5. Proof of Lemma 4.4. We shall consider the case of $n \geq 3$ only, but when $n = 2$ all of the results in this section remain true and the proofs are similar. We keep the notation of the last section.

We need several additional lemmas on which the final proof will be based. We always assume the hypothesis of Lemma 4.4 and recall that $\nu = (2C_D)^{-1}$.

**Lemma 5.1.** For $\sigma > 0$, define

$$M_\sigma(Q) = \sup_{0 < t < \sigma} \mu(B(\gamma(t), \sigma)), \quad Q \in E,$$

$$M_\nu(Q) = \sup_{0 < t < 1} \mu(B(\gamma(t), t)), \quad Q \in E.$$
Then
\begin{equation}
M_0 \mu(Q) \lesssim \sum_{j=0}^{\infty} 2^j M_{\sigma_j} \mu(Q), \quad Q \in E,
\end{equation}
where \(\sigma_j = \lambda^{2/(2-n)}\), \(j = 0, 1, 2, \ldots\).

**Proof.** Let \(Q \in E\) and \(0 < t < \rho\) be fixed. We notice
\[
G(\gamma_Q(t), Y) \lesssim |\gamma_Q(t) - Y|^{2-n}
\]
for all \(Y \in B(\gamma_Q(t), \sigma t)\). Therefore, a simple calculation gives
\[
G_\mu(\gamma_Q(t)) \lesssim \int_{B(\gamma_Q(t), \sigma t)} |\gamma_Q(t) - Y|^{2-n} \, d\mu(Y)
\]
\[
\approx \int_{B(\gamma_Q(t), \sigma t)} \int_{B(\gamma_Q(t), \sigma t) \cap B(\gamma_Q(t), r)} r^{1-n} \, dr \, d\mu(Y)
\]
\[
= \int_0^\infty r^{1-n} \mu(B(\gamma_Q(t), \sigma t) \cap B(\gamma_Q(t), r)) \, dr
\]
\[
= \sum_{j=0}^{\infty} \sigma_{j}^{1-t} \int_0^{\infty} r^{1-n} \mu(B(\gamma_Q(t), r)) \, dr
\]
\[
+ \mu(B(\gamma_Q(t), \sigma t)) \int_0^{\infty} r^{1-n} \, dr
\]
\[
\approx \sum_{j=0}^{\infty} 2^j t^{2-n} \mu(B(\gamma_Q(t), \sigma_{j} t))
\]
where Fubini’s theorem was used to change the order of integration. (5.2) follows from this by taking the sup over \(0 < t < \rho\). \(\blacksquare\)

**Lemma 5.2.** Let \(\lambda > 0\), \(0 < \sigma < 1\), and set
\[
E_\sigma(\lambda) = \{Q \in E : M_{\sigma} \mu(Q) > \lambda\},
\]
and
\[
R_\sigma(\lambda) = \{\gamma_Q(t) \in R^1 : t^{2-n} \mu(B(\gamma_Q(t), \sigma t)) > \lambda\},
\]
where \(R^1\) is given by (3.4). Then
\[
\pi(R_\sigma(\lambda)) = E_\sigma(\lambda).
\]
Moreover, there are countably many points \(\{A_i \in R_\sigma(\lambda) : A_i = \gamma_{Q_i}(t_i), \quad t_i = 1, 2, \ldots\}\) such that \(B(A_i, \sigma t_i)\) are mutually disjoint and
\[
R_\sigma(\lambda) \subset \bigcup_{i=1}^{\infty} B(A_i, 5\sigma t_i) \cap D.
\]

**Proof.** The first statement is obvious and the second is the standard covering lemma of Vitali type (see [12], for example).

**Lemma 5.3.** Let \(\lambda > 0\) and \(0 < \sigma < 1\). Then there is a constant \(\beta > 0\), depending only on \(D\), such that
\[
\omega^{\phi}(E_\sigma(\lambda)) \lesssim \frac{1}{\lambda^{\sigma n+\beta-2}} G_{\mu}(O),
\]
where \(O \in D\) is as in Remarks 3.3(b).

**Proof.** First we claim that there is a constant \(\beta > 0\) such that if \(Q \in E\) then
\[
G(O, \gamma_Q(\sigma t)) \lesssim \sigma^\beta G(O, Y),
\]
for all \(Y \in B(\gamma_Q(t), \sigma t)\).

To prove (5.6), we fix \(Q \in E\) and let \(0 < t < \rho\). According to the localization theorem of NTA domains ([7, Theorem 3.11]), there is an NTA domain \(\Omega \subset D\), whose constant \(C_\Omega\) is independent of \(Q\), such that
\[
B(Q, 2\rho) \cap D \subset \Omega \subset B(Q, 2\rho) \cap D.
\]
Then \(G(O, \cdot)\) is a positive harmonic function in the NTA domain \(\Omega\) by the choice of the point \(O \in D\), and vanishes identically on \(\partial \Omega \cap B(Q, 2\rho)\) \((= \partial D \cap B(Q, 2\rho))\). By Lemma 4.4 of [7] and the Harnack chain condition for the NTA domain \(\Omega\), we find, since \(0 < t < \rho\), that
\[
G(O, X) \leq G(O, A_\sigma(\Omega)) \lesssim G(O, Y)
\]
for all \(X \in \overline{B(Q, t)} \cap D\) and \(Y \in B(\gamma_Q(t), \sigma t)\), where \(A_\sigma(\Omega)\) is a \(t\)-nontangential point of \(Q\) in \(\Omega\) as in the definition of NTA domains. However, Lemma 4.1 of [7] states that there exists \(\beta > 0\) which depends only on \(D\) such that
\[
G(O, \gamma_Q(\sigma t)) \lesssim \left(\frac{|\gamma_Q(\sigma t) - Q|}{t}\right)^\beta\sup\{G(O, X) : X \in \partial B(Q, t) \cap D\}.
\]
Therefore, (5.6) follows from the above two estimates, since \(|\gamma_Q(\sigma t) - Q| < \sigma t\).

Next, if \(\gamma_Q(t) \in R_\sigma(\lambda)\), then
\[
\mu(B(\gamma_Q(t), \sigma t)) > \lambda t^{n-2}.
\]
This together with (5.6) implies that
\[
\int_{B(\gamma_Q(t), \sigma t)} G(O, Y) \, d\mu(Y) \gtrsim \frac{1}{\sigma^\beta} G(O, \gamma_Q(\sigma t)) \mu(B(\gamma_Q(t), \sigma t))
\]
\[
> \frac{\lambda}{\sigma^\beta} t^{n-2} G(O, \gamma_Q(\sigma t)).
\]
Thus, if $A_t \in R_\alpha(\lambda)$ is as in Lemma 5.2, we have

$$t_i^{-n-2}G(O, A^*_t) \lesssim \frac{\sigma_i}{\lambda} \int_{B(A_t, \sigma_i)} G(O, Y) \, d\mu(Y),$$

where we have denoted $\gamma Q_t(\sigma_i)$ by $A^*_t$.

Finally, the radial condition (2') of the NTR mapping $\gamma$ implies that

$$\pi B(A_t, 5\sigma_i) \subset \Delta(Q_i, 5\sigma_i).$$

The doubling property of $\omega^O$ and Dahlberg's comparison theorem give

$$\omega^O(\Delta(Q_i, 5\sigma_i)) \lesssim \omega^O(\Delta(Q_i, \sigma_i)), $$

and

$$\omega^O(\Delta(Q_i, \sigma_i)) \approx t_i^{-n-2}G(O, A^*_t).$$

Thus, by using Lemma 5.2 together with the above facts and (5.7), we obtain

$$\omega^O(E_{\sigma}(\lambda)) \leq \sum_{i=1}^{\infty} \omega^O(\pi B(A_t, 5\sigma_i)) \leq \sum_{i=1}^{\infty} \omega^O(\Delta(Q_i, 5\sigma_i))$$

$$\lesssim \sum_{i=1}^{\infty} \omega^O(\Delta(Q_i, \sigma_i)) \approx \sum_{i=1}^{\infty} (\sigma_i)^{n-2}G(O, A^*_t)$$

$$\approx \frac{\sigma_i^{n+1-\beta-2}}{\lambda} \int_{B(A_t, \sigma_i)} G(O, Y) \, d\mu(Y) \leq \frac{1}{\lambda} \sigma_i^{n+1-\beta-2}G(\mu)(O).$$

The last inequality is because the family $\{B(A_t, \sigma_i)\}$ is mutually disjoint. This concludes the proof. ■

**Proof of Lemma 4.4.** Pick a number $\varepsilon$ with $0 < \varepsilon < \beta/(n-2)$. Then by Lemma 5.1, we have

$$M_0 \mu \leq C \sum_{j=0}^{\infty} 2^{j} M_{\sigma_j} \mu = C \sum_{j=0}^{\infty} 2^{-\varepsilon j/2} (1+\varepsilon)^j M_{\sigma_j} \mu$$

$$\leq \frac{C}{1 - 2^{-\varepsilon}} \sup_{k \geq 0} (\gamma^{j+\varepsilon} M_{\sigma_j} \mu),$$

where the constant $C$ depends only on $D$. We next observe that

$$\{Q \in E : M_0 \mu(Q) > \lambda\} \subset \bigcup_{j=0}^{\infty} E_{\sigma_j}(C 2^{-(1+\varepsilon)j} \lambda),$$

where $E_{\sigma}(\lambda)$ is given by (5.3). Thus, we are able to apply Lemma 5.3 and

obtain

$$\omega^O(\{Q \in E : M_0 \mu(Q) > \lambda\}) \leq \sum_{j=0}^{\infty} \omega^O(E_{\sigma_j}(C 2^{-(1+\varepsilon)j} \lambda))$$

$$\leq \frac{C}{\lambda} \sum_{j=0}^{\infty} \sigma_j^{n+1-\beta-2} 2^{j(1+\varepsilon)}$$

$$= \frac{C}{\lambda} \sum_{j=0}^{\infty} \sigma_j^{n-2} \approx \frac{C}{\lambda} G(\mu)(O).$$

The proof is therefore complete. ■

6. **Lp-nontangential boundary limits**

**Definition 6.1.** Let $D$ be an NTA domain in $\mathbb{R}^n$, and $1 \leq p < \infty$. We say that a function $u$ defined in $D$ has an $L^p$-nontangential limit $\zeta$ at $Q \in \partial D$ if

$$\lim_{t \searrow 0} \frac{1}{|I^*_t(Q)|} \int_{I^*_t(Q)} |u(X) - \zeta|^p \, dX = 0$$

for all $\alpha > 1$, where $I^*_t(Q) = I_\alpha(Q) \cap B(Q, t)$ and $|I^*_t(Q)|$ denotes the Lebesgue measure of the set $I^*_t(Q)$.

As was pointed out in [18], at least formally, the ordinary nontangential limit may be viewed as a limiting case of the $L^p$-nontangential limit as $p \searrow \infty$. It is also clear that the ordinary nontangential limit is stronger than the $L^p$-nontangential limit, that is, if $u$ converges nontangentially to a $\zeta$ at $Q \in \partial D$ then $u$ has $L^p$-nontangential limit $\zeta$ there. Hence, every positive harmonic function on $D$ has finite $L^p$-nontangential limit $\omega$-a.e. on $\partial D$. The same is true for the nonsingular part of a Green potential (see Lemma 5.2).

The following theorem is an extension of Ziemak's result ([18]) to NTA domains. For the case of Lipschitz domains in the plane see [18] where conformal mappings were used. We remark that it has been shown in [18] that the range of the exponent $p$ which appears in the statement of the theorem is sharp. We also notice that the $L^p$-nontangential limit of $u$ necessarily coincides with the $\gamma$-radial limit of $u$ $\omega$-a.e. on the set on which the NTR mapping $\gamma$ is defined.

**Theorem 6.2.** Let $D$ be an NTA domain in $\mathbb{R}^n$. If $u$ is subharmonic in $D$ and has a nonnegative harmonic majorant, then $u$ has finite $L^p$-nontangential limit $\omega$-a.e. on $\partial D$, provided $1 \leq p < n/(n-2)$.

In order to prove the theorem, we need to prepare some lemmas. The first lemma may have some independent interest.
Lemma 6.3. Suppose $G_\mu$ is a Green potential in $D$. Then for fixed $O \in D$ and $\alpha > C_D$,

$$\int_{\partial D} \int_{\Gamma_\alpha(O)} \delta(X)^{2-n} \, d\mu(X) \, d\omega^O(Q) \lesssim G_\mu(O).$$

In particular,

$$\int_{\Gamma_\alpha(O)} \delta(X)^{2-n} \, d\mu(X) < \infty$$

$\omega$-a.e. for $Q \in \partial D$.

Proof. The second assertion follows from the first if we choose $O \in D$ so that $G_\mu(O) < \infty$.

We now prove (6.2). We shall use the following notation: For $X \in D$ and $\alpha \geq C_D$, we let

$$\tilde{\Gamma}_\alpha(X) = \{ Q \in \partial D : X \in \Gamma_\alpha(Q) \}.$$

We denote by $\tilde{X}$ a point of $\partial D$ closest to $X$, that is, $\tilde{X} \in \partial D$ with $|\tilde{X} - X| = \delta(X)$, it then follows from the triangle inequality that $\tilde{\Gamma}_\alpha(X) \subset B(\tilde{X}, (1 + \alpha)\delta(X))$.

We next recall that Dahlberg's comparison theorem implies that

$$\delta(X)^{2-n} \omega^O(\Delta(X, \delta(X))) \lesssim G(O, X)$$

for all $X \in D$. We notice that the last inequality is trivial on the set $\{X \in D : \delta(X) \geq r_0\}$, where $r_0 = \frac{1}{2} \min\{r_D, \delta(O)\}$, since on this set $G(O, \cdot)$ is uniformly bounded away from 0 and $\delta(X)^{2-n} \omega^O(\Delta(X, \delta(X))) \leq r_0^{2-n}$.

Now the above facts together with the doubling property of $\omega^O$ show that

$$\delta(X)^{2-n} \omega^O(\tilde{\Gamma}_\alpha(X)) \lesssim \delta(X)^{2-n} \omega^O(\Delta(X, \delta(X))) \lesssim G(O, X).$$

Therefore, by using Fubini's theorem, we obtain

$$\int_{\partial D} \int_{\Gamma_\alpha(O)} \delta(X)^{2-n} \, d\mu(X) \, d\omega^O(Q) = \int_D \delta(X)^{2-n} \omega^O(\tilde{\Gamma}_\alpha(X)) \, d\mu(X)$$

$$\lesssim \int_D G(O, X) \, d\mu(X) = G_\mu(O),$$

as we desired. \[\Box\]

Once again, we shall split the subharmonic function $u$ in the theorem into several parts, and as before, the interesting part will be the singular part of the corresponding Green potential in the splitting. The main estimate we need in the proof of Theorem 6.2 is the following:

Lemma 6.4. Given $1 \leq p < \frac{n}{(n-2)}$ and $\alpha > C_D$, there exist constants $C > 0$ and $\beta > \alpha$, depending only on $\alpha$, $p$ and $D$, such that, if $G_\mu$ is a Green potential in $D$ then

$$\frac{1}{|\Gamma_\alpha^*(O)|} \int_{\Gamma_\alpha^*(Q)} (G_0\mu(X))^p \, dX \leq C \left( \int_{\Gamma_\alpha^*(Q)} \delta(Y)^{2-n} \, d\mu(Y) \right)^p$$

for all $t > 0$ and $Q \in \partial D$, where $G_0 = G_{0,\alpha}$ is defined by (4.1) with $\alpha = (8C_D\alpha)^{-1}$.

We leave the proof of the lemma to the next section, and now we assume this to complete the proof of Theorem 6.2.

Proof of Theorem 6.2. Let $\alpha > C_D$ be fixed. By the same consideration as in the proof of Theorem 4.1, it suffices to prove that every Green potential $G_\mu$ has $L^p$-nontangential limit $0$ $\omega$-a.e. on $\partial D$. To this end, we use the splitting $G_\mu = G_{\alpha,\mu} + G_{1,\mu}$, where $G_0 = G_{0,\alpha}$ and $G_1 = G_{1,\alpha}$ are defined by (4.1) and (4.2), respectively, with the choice of $\alpha = (8C_D\alpha)^{-1}$. By Lemma 4.2, $G_1\mu$ has nontangential limit $0$ $\omega$-a.e. and hence has $L^p$-nontangential limit $0$ $\omega$-a.e. We now look at $G_\alpha\mu$. We need to show that there is $O \in D$ such that

$$\omega\left( \left\{ Q \in D : \limsup_{r \to 0} \frac{1}{|\Gamma_\alpha^*(Q)|} \int_{\Gamma_\alpha^*(Q)} (G_0\mu(X))^p \, dX > \varepsilon \right\} \right) < \varepsilon$$

for any $\varepsilon > 0$.

Now, let $O \in D$ be fixed such that $G_\mu(O) < \infty$. For a given $\varepsilon > 0$, the same reason as in the proof of Theorem 4.1 allows us to assume that

$$G_\mu(O) < \varepsilon \left( \frac{\varepsilon}{C} \right)^{1/p},$$

where the constant $C$ is as in Lemma 6.4. We set

$$E_\varepsilon = \left\{ Q \in \partial D : \int_{\Gamma_\alpha^*(Q)} \delta(Y)^{2-n} \, d\mu(Y) \left( \frac{\varepsilon}{C} \right)^{1/p} \right\},$$

where $\beta > \alpha$ corresponds to the given $\alpha$ as in Lemma 6.4. Applying Lemmas 6.4 and 6.3, we finally obtain

$$\omega\left( \left\{ Q \in D : \limsup_{r \to 0} \frac{1}{|\Gamma_\alpha^*(Q)|} \int_{\Gamma_\alpha^*(Q)} (G_\mu(X))^p \, dX > \varepsilon \right\} \right)$$

$$\leq \omega\left( \left\{ Q \in \partial D : C \left( \int_{\Gamma_\alpha^*(Q)} \delta(Y)^{2-n} \, d\mu(Y) \right)^p > \varepsilon \right\} \right).$$
\[
N = \left[ \left( \frac{(\sigma_{j-1} + \frac{1}{2}\kappa \sigma_{j})t}{\frac{1}{4}\kappa \sigma_{j} t} \right)^{n} \right] = \left[ \left( \frac{4C_{D}}{\kappa} + 1 \right)^{n} \right],
\]

where \([q]\) denotes the largest integer dominated by \(q\).

We now verify the properties of \(B = \bigcup_{i=1}^{n} B_{i}\) listed in the lemma:

(1) To choose \(\lambda\), let \(j\) be fixed and let \(B(Z, s) \in B_{j}\), i.e., \(Z \in R_{j}(Q)\) and \(s = \kappa \sigma_{j} t\). If \(X \in B(Z, s)\), then, since \(\sigma_{j} t \leq |Z - Q| < \alpha \delta(Z)\) and \(\kappa < \alpha^{-1}\), we have

\[
\delta(X) \geq \delta(Z) - |X - Z| > (\alpha^{-1} - \kappa) \sigma_{j} t > 0.
\]

On the other hand, we have

\[
\delta(X) \leq |X - Q| \leq |X - Z| + |Z - Q| \leq (2C_{D} + \kappa) \sigma_{j} t,
\]

as \(|Z - Q| < \sigma_{j} - t = 2C_{D} \sigma_{j} t\). Thus,

\[
B(X, (8C_{D} \alpha)^{-1} \delta(X)) \subset B(X, (8C_{D} \alpha)^{-1} (2C_{D} + \kappa) \sigma_{j} t) \subset B(Z, \lambda s),
\]

where we have chosen

\[
\lambda = 1 + (4\kappa \alpha)^{-1} + (8C_{D} \alpha)^{-1}.
\]

A similar estimate shows that (2) is valid if we choose

\[
\beta = \frac{2\kappa + C_{D} + (8C_{D} \alpha)^{-1} (2C_{D} + \kappa)}{(2\alpha)^{-1} - 2(1 + 8C_{D} \alpha)^{-1} \kappa},
\]

(3) follows from (1) and (2) immediately. One can easily check that, if \(B(Z, s)\) is as above and \(X \in B(Z, \lambda s)\), then

\[
2(1 + (8C_{D} \alpha)^{-1}) \delta(X) < |X - 1 + 2C_{D} + (4\kappa \alpha)^{-1} + (8C_{D} \alpha)^{-1} s|.
\]

To prove (4), it suffices to show that there is a constant \(C\), depending only on \(\alpha\) and \(D\), such that

\[
\sum_{B \in B_{j}} |B| \leq C |R_{j}(Q)|
\]

for all \(j = 1, 2, \ldots\). The last inequality will follow if we can show that \(R_{j}(Q)\) contains a ball with radius comparable with \(\sigma_{j} t\). But this fact is a consequence of the definition of NTA domains. To be precise, first we take an integer \(k > 1\) large enough so that

\[
\frac{C_{D} + 2^{-k}}{1 - 2^{-k}} < \alpha.
\]

This is possible since \(\alpha > C_{D}\) by our assumption. Next, we choose \(\varepsilon\) with

\[
0 < \varepsilon < 1 \text{ close enough to } 1 \text{ so that}
\]

\[
2^{\varepsilon} (1 - 2^{-k}) > 1,
\]

and finally we take \(k\) even larger to make

\[
2^{\varepsilon} (C_{D} + 2^{-k}) < 2C_{D}.
\]
Now, by the definition of NTA domains, for $Q \in \partial D$, and $r = 2^s C_D \sigma_j t$, there is $A \in D$ with
\[ |A - Q| < 2^s C_D \sigma_j t, \quad \delta(A) > 2^s \sigma_j t. \]
We claim that $B(A, 2^{s-k} \sigma_j t) \subset R_j(Q)$. To see this, let $X \in B(A, 2^{s-k} \sigma_j t)$. Then
\[ \delta(X) \geq \delta(A) - |A - X| > 2^s (1 - 2^{-k}) \sigma_j t. \]
Thus,
\[ |X - Q| \leq |X - A| + |A - Q| < 2^s (C_D + 2^{-k}) \sigma_j t < \frac{C_D + 2^{-k}}{1 - 2^{-k}} \delta(X) < \alpha \delta(X). \]
Moreover,
\[ |X - Q| < 2^s (C_D + 2^{-k}) \sigma_j t < 2C_D \sigma_j t = \sigma_j t. \]
Finally,
\[ |X - Q| \geq |A - Q| - |X - A| \geq \delta(X) - |A - X| > 2^s (1 - 2^{-k}) \sigma_j t > \sigma_j t. \]
These show that $X \in R_j(Q)$.

**Proof of Lemma 6.4.** Let $\mathcal{B}$ be a covering of $\Gamma_{\alpha}(Q)$ as in Lemma 7.1. We first claim that for each $B(Z, s) \in \mathcal{B}$ we have
\[ \left( \int G_0 \mu(X)^p \, dX \right)^{1/p} \leq \frac{1}{|\Gamma_{\alpha}(Q)|} \left( \int_1 \delta(Y)^{2-n} \, d\mu(Y) \right)^{1/p}. \]
To prove this, we first notice that if $x \in B(Z, s)$ then $G(X, Y) \sim |X - Y|^{2-n}$ for all $Y \in B(X, (8C_D \alpha)^{-1} \delta(X))$, and if $Y \in B(Z, \lambda s)$ then $B(Z, \lambda s) \subset B(Y, 2\lambda s)$. Thus, by using Fubini's theorem and Minkowski's inequality for integrals, together with the properties of $\mathcal{B}$ in Lemma 7.1, we get
\[
\int_{B(Z, s)} (G_0 \mu(X))^p \, dX \leq \int \left( \int_{B(X, (8C_D \alpha)^{-1} \delta(X))} |X - Y|^{2-n} \, d\mu(Y) \right)^p \, dX \\
\leq \int \left( \int_{B(Z, \lambda s)} |X - Y|^{2-n} \, d\mu(Y) \right)^p \, dX \\
\leq \left\{ \int \left( \int_{B(Z, \lambda s)} |X - Y|^{(2-n)p} \, dX \right)^{1/p} \, d\mu(Y) \right\}^p \\
\leq \left\{ \int \left( \int_{B(Y, 2\lambda s)} |X - Y|^{(2-n)p} \, dX \right)^{1/p} \, d\mu(Y) \right\}^p.
\]
Now, by using (7.6) and property (4) of $\mathcal{B}$ in Lemma 7.1, we obtain
\[
\frac{1}{|\Gamma_{\alpha}(Q)|} \int_{\Gamma_{\alpha}(Q)} (G_0 \mu(X))^p \, dX \leq \frac{1}{|\Gamma_{\alpha}(Q)|} \sum_{B \in \mathcal{B}} \int_{B} (G_0 \mu(X))^p \, dX \\
\leq \frac{C}{|\Gamma_{\alpha}(Q)|} \left( \sum_{B \in \mathcal{B}} |B| \right) \left( \int_{\Gamma_{\alpha}(Q)} \delta(Y)^{2-n} \, d\mu(Y) \right)^p \\
\leq C \left( \int_{\Gamma_{\alpha}(Q)} \delta(Y)^{2-n} \, d\mu(Y) \right)^p,
\]
where $\beta$ is as in Lemma 7.1 and the constant $C$ depends only on $\alpha, p$ and $D$ as we can see in the proof.

8. Boundary limits under nontangential conditions. First we recall a notation: If $D$ is an NTA domain in $\mathbb{R}^n$ then for a set $E \subset \partial D$ and $\alpha > 1$, we denote the sawtooth region of opening $\alpha$ over $E$ by
\[ S_\alpha(E) = \bigcup_{Q \in E} \Gamma_\alpha(Q). \]
If more than one domain is under consideration, we shall write $\Gamma_{\alpha, D}(Q)$ and $S_{\alpha, D}(E)$ to indicate the domain $D$ they belong to.

The following lemma is taken from [7] (Lemmas 6.1 and 6.3).

**Lemma 8.1.** Let $D$ be an NTA domain in $\mathbb{R}^n$, and $O \in D$ be a fixed point.

(i) For any $E \subset \partial D$ and $t, \varepsilon > 0$, $\beta > \alpha > C_D$, there exists a closed set $F \subset E$ and a number $r > 0$ such that $\omega^\varepsilon(E \setminus F) < \varepsilon$ and $S_\beta(F) \subset S_\alpha(E)$. (ii) For any $\alpha > C_D$, there exist $\beta, \theta > C_D$ such that for any closed set $F \subset \partial D$ there exists an NTA domain $\Omega \subset D$ which has the following properties:

1. $\partial D \cap \partial \Omega = F$;
2. $\Omega \subset S_{\beta, D}(F)$;
exists $\beta > C_D$ (depending on $Q$) such that

$$\int_{\Gamma_\alpha(Q)} g(X) \, dX < \infty.$$  

Then, for every $\varepsilon > 0$ and $\alpha > C_D$, there exists a closed set $F \subset E$ with $\omega^O(E \setminus F) < \varepsilon$ such that

$$\int_{\Gamma_\alpha(Q)} g(X) \, dX < \infty$$  

$\omega$-a.e. for $Q \in F$, where $O \in D$ is some fixed point.

Proof. Let $\alpha > C_D$ be given. For any $\varepsilon > 0$, by (8.2), there is a constant $C > 0$ and a Borel set $E_1 \subset E$ with $\omega^O(E \setminus E_1) < \frac{2\varepsilon}{3}$ such that

$$\int_{\Gamma_\alpha(Q)} g(X) \, dX < C$$  

for all $Q \in E_1$. By Lemma 8.1, there is a closed set $E_2 \subset E_1$ satisfying $\omega^O(E_2 \setminus E_1) < \frac{\varepsilon}{3}$ such that $S_\alpha(E_2) \subset S_\beta(D)$. Next, by a well-known fact on points of density, there is a constant $c > 0$ and a closed set $F \subset E_2$ such that $\omega^O(E_2 \setminus F) < \frac{\varepsilon}{3}$ and

$$\omega^O(F) \geq \omega^O(D) 

$$  

for all $Q \in F$ and $r > 0$.

Now, let $X \in S_\beta(F)$. Choose $P \in F$ so that $X \in \Gamma_\beta(P)$. Let $\tilde{\Gamma}_\beta(X)$ be given by (6.4). Since $\tilde{\Gamma}_\beta(X) \supset E_2 \cup \Delta(P, \frac{1}{2} \delta(X))$, we have

$$\omega^O(\tilde{\Gamma}_\beta(X)) \geq \omega^O(D \cap (P, \frac{1}{2} \delta(X))).$$  

We next notice that $\Delta(X, \delta(X)) \subset \Delta(P, (2 + \frac{1}{2}) \delta(X))$ and $\tilde{\Gamma}_\beta(X) \subset \Delta(X, (1 + \alpha) \delta(X))$, where $X$ is a point of $\partial F$ so that $|X - \tilde{X}| = \delta(X)$. Thus, by the doubling property of $\omega^O$, we have

$$\omega^O(\tilde{\Gamma}_\beta(X)) \geq \omega^O(D \cap (P, \frac{1}{2} \delta(X)))$$  

$$\geq \omega^O(\Delta(P, (2 + \frac{1}{2}) \delta(X))) \geq \omega^O(\Delta(X, \delta(X)))$$  

$$\geq \omega^O(\Delta(X, (1 + \alpha) \delta(X))) \geq \omega^O(\tilde{\Gamma}_\alpha(X)).$$  

Finally, by Fubini's theorem, we find that

$$\int_F \int_{\Gamma_\alpha(Q)} g(X) \, dX \, d\omega^O(Q) = \int_{\Gamma_\alpha(Q)} \int_{\Gamma_\alpha(Q)} g(X) \, dX \, d\omega^O(Q)$$  

$$= \int_{\Gamma_\alpha(Q)} g(X) \omega^O(\tilde{\Gamma}_\alpha(X)) \, dX$$  

$$= \int_{\Gamma_\alpha(Q)} g(X) \omega^O(\tilde{\Gamma}_\alpha(X)) \, dX.$$
\[ \int_{\delta_B(B_0)} g(X) \omega^B(\delta_B(X)) \, dX \]
\[ = \int_{B_1} \int_{\Gamma_{B_1}(Q)} g(X) \, dX \, d\omega^B(Q) \]
\[ \leq \int_{B_1} \int_{\Gamma_{B_1}(Q)} g(X) \, dX \, d\omega^B(Q) \leq C. \]

From this (8.3) follows. \( \blacksquare \)

The following theorem asserts that under certain conditions on the measure \( \mu \) the Green potential \( G\mu \) does have nontangential limit \( \omega \)-a.e. on the boundary. It has been shown in [15] that the range of the exponent \( p \) in the theorem is the best possible.

**Theorem 8.5.** Let \( D \) be an NTA domain in \( \mathbb{R}^n \) and let \( G\mu \) be a Green potential in \( D \). Suppose that \( d\mu(X) = f(X) \, dX \) for some nonnegative measurable function \( f \) defined on \( D \). Suppose that there is a Borel set \( E \subset \partial D \) and a number \( p > n/2 \) such that for each \( Q \in E \) there exists \( \beta > C_D \) such that

\[ \int_{\Gamma_{\alpha}(Q)} \delta(X)^{2p-n} f(X)^p \, dX < \infty. \]

Then \( G\mu \) has nontangential limit \( 0 \) \( \omega \)-a.e. on \( E \).

**Proof.** Let \( \alpha > C_D \) be given. We want to show that \( G\mu \) has limit 0 in \( \Gamma_{\alpha}(Q) \) \( \omega \)-a.e. for \( Q \in E \).

Let \( O \in D \) be fixed. For any given \( \varepsilon > 0 \), applying the last lemma to \( g(X) = \delta(X)^{2p-n} f(X)^p \) gives a constant \( C > 0 \) and a set \( F \subset E \) with \( \omega^D(E \setminus F) < \varepsilon \) such that

\[ \int_{\Gamma_{\alpha}(Q)} \delta(X)^{2p-n} f(X)^p \, dX < C \]

for all \( Q \in F \).

As before we split \( G\mu \) into two parts \( G_{0}\mu + G_{1}\mu \), where \( G_0 = G_{0,\varepsilon} \) and \( G_1 = G_{1,\varepsilon} \) are given by (4.1) and (4.2), respectively, with \( \varepsilon \) small enough so that \( B(X, \varepsilon \delta(X)) \subset \Gamma_{\alpha}(Q) \) for all \( X \in \Gamma_{\alpha}(Q) \) and \( Q \in F \). By Lemma 4.2, \( G_{1}\mu \) has nontangential limit 0 \( \omega \)-a.e. For the singular part \( G_{0}\mu \), we use Hölder's inequality and notice that \( \delta(Y) \approx \delta(X) \) for \( Y \in B(X, \varepsilon \delta(X)) \) and \( X \in \Gamma_{\alpha}(Q) \). We then have

\[ (G_0\mu(X))^p \lesssim \left( \int_{B(X, \varepsilon \delta(Y))} |X - Y|^{2-n} f(Y) \, dY \right)^p \]

\[ \lesssim \left( \int_{B(X, \varepsilon \delta(Y))} |X - Y|^{(2-n)p/(p-1)} \, dY \right)^{p-1} \left( \int_{B(X, \varepsilon \delta(Y))} f(Y)^p \, dY \right) \]

\[ \lesssim \delta(X)^{2p-n} \int_{B(X, \varepsilon \delta(Y))} f(Y)^p \, dY \]

\[ \lesssim \int_{\Gamma_{\alpha}(Q) \cap B(X, \varepsilon \delta(Y))} \delta(Y)^{2p-n} f(Y)^p \, dY \to 0 \]

as \( \delta(X) \to 0 \). Therefore \( \lim_{X \to Q} G\mu(X) = 0 \) with \( X \in \Gamma_{\alpha}(Q) \) for all \( Q \in F \). The theorem is therefore proved. \( \blacksquare \)
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Operators on spaces of analytic functions

by
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Abstract. Let $M_z$ be the operator of multiplication by $z$ on a Banach space of functions analytic on a plane domain $G$. We say that $M_z$ is polynomially bounded if $\|M_z\| \leq C\|p\|_G$ for every polynomial $p$. We give necessary and sufficient conditions for $M_z$ to be polynomially bounded. We also characterize the finite-codimensional invariant subspaces and derive some spectral properties of the multiplication operator in case the underlying space is Hilbert.

Introduction. Consider a Banach space $E$ of functions analytic on a plane domain $G$, such that for each $\lambda \in G$ the linear functional $e_\lambda$ of evaluation at $\lambda$ is bounded on $E$. Assume further that $E$ contains the constant functions and that multiplication by the independent variable $z$ defines a bounded linear operator $M_z$ on $E$. In case $E = \mathcal{H}$ is a Hilbert space the continuity of point evaluations along with the Riesz representation theorem imply that for each $\lambda \in G$ there is a unique function $k_\lambda \in \mathcal{H}$ such that $f(\lambda) = \langle f, k_\lambda \rangle, f \in \mathcal{H}$. The function $k_\lambda$ is the reproducing kernel for the point $\lambda$.

A complex-valued function $\varphi$ on $G$ for which $\varphi f \in E$ for every $f \in E$ is called a multiplier of $E$ and the collection of all multipliers is denoted by $\mathcal{M}(E)$. Each multiplier $\varphi$ of $E$ determines a multiplication operator $M_\varphi$ on $E$ by $M_\varphi f = \varphi f, f \in E$. Each multiplier is a bounded analytic function on $G$. In fact $\|\varphi\|_G \leq \|M_\varphi\|$. A good source on this topic is [7].

Twenty years after the appearance of [7] it is reasonable to expect some words explaining the motivation of such a study and of any developments in the area. The description of invariant subspaces in abstract spaces has in fact appeared under some additional hypotheses and one of the first results (for simply connected domains) seems to be [6]. This kind of Beurling's theorem
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1991 Mathematics Subject Classification: Primary 47B37; Secondary 47A25.

Key words and phrases: spaces of analytic functions, polynomially bounded, multipliers, spectral properties, cyclic subspace.

Research partially supported by a grant (no. 67-SC-520-276) from Shiraz University Research Council.