We show that the transference method of Coifman and Weiss can be extended to Hardy and Sobolev spaces. As an application we obtain the de Leeuw restriction theorems for multipliers.

1. Introduction. In 1977, R. Coifman and G. Weiss (see [CW1]) proved the transference theorem in the setting of $L^p$ spaces for $1 \leq p \leq \infty$. As a first application of this result, they were able to show the classical theorem of K. de Leeuw [D] on restriction of multipliers; namely, if $m$ is a nice function such that $m \in M_p(\mathbb{R}^N)$, then its restriction $(m(n))_n$ is in $M_p(\mathbb{Z}^N)$, with norm bounded by $\|m\|_{M_p(\mathbb{R}^N)}$, where for a general locally compact group $G$, we say that $m \in M_p(G)$ if its inverse Fourier transform $K = \hat{m}$ is a convolution operator on $L^p(\hat{G})$, with $\hat{G}$ the dual group of $G$. In this case, the norm of this convolution operator is denoted by either $N_p(K)$ or $\|m\|_{M_p(G)}$.

This theory has been widely extended by N. Asmar, E. Berkson and T. A. Gillespie in a collection of papers (see [ABG1] and [ABG2]) where they carefully study transference for maximal operators and transference of weak type inequalities.

On the other hand, L. Colzani (see [C]) proved, using direct arguments, that if $m$ is a multiplier on $H^p(\mathbb{R}^N)$ and $m$ is a continuous function, then $(m(n))_n$ is a multiplier on $H^p(\mathbb{T}^N)$, in the sense that the operator

$$(SP)(x) = \sum_{n=-M}^{M} m(n)a_ne^{2\pi inx}$$

(with $P$ the trigonometric polynomial $P(x) = \sum_{n=-M}^{M} a_ne^{2\pi inx}$) can be extended to a bounded operator on $H^p(\mathbb{T}^N)$.

We shall see that this is a consequence of the fact that the transference method of Coifman and Weiss can be applied to a more general class of spaces than $L^p$, including Hardy spaces and Sobolev spaces.
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This paper is organized as follows: In Section 2, we give the definition of transferred space and give several examples. Section 3 contains the main result of this paper for the case $p \geq 1$ and several applications. Section 4 is devoted to the case $0 < p < 1$ and Section 5 to the case of maximal operators and maximal spaces.

Although the theory can be developed for amenable groups ([CW1]), we shall restrict our attention to locally compact abelian groups where our theory can go a little further and where all of our examples belong.

As usual, $\tilde{f}(u) = f(u^{-1})$, $(\tau_u f)(u) = f(uu^{-1})$, and constants such as $C$ may change from one occurrence to the next.

2. Transferred space. Let $G$ be a locally compact abelian group and let $L^0(G)$ denote the set of all measurable functions on $G$. Consider a sublinear functional $S : A \rightarrow \mathbb{C}$, where $A \subset L^0(G)$.

Then, for $0 < p \leq \infty$, we define the space $H^p(S)$ as the completion of $$\{ f \in L^1(G) : S(\tau_{\tilde{f}}) \in L^p(G) \}$$ with respect to the “quasi-norm” $\|f\|_{H^p(S)} = \|S(\tau_{\tilde{f}})\|_{L^p(G)}$.

Consider now a $\sigma$-finite measure space $(\mathcal{M}, dx)$ and let $R$ be a representation of $G$ on $L^p(\mathcal{M})$ such that $R$ is uniformly bounded (see [CW1]); that is, there exists a constant $A$ such that, for every $f \in L^p(\mathcal{M})$ and every $u \in G$,

$$\|R_u f\|_{L^p(\mathcal{M})} \leq A \|f\|_{L^p(\mathcal{M})}. \quad (1)$$

Definition 2.1. We define the transferred space $H^p(S; R)$ of $H^p(S)$ by the representation $R$ as the completion of $$\{ f \in L^1(\mathcal{M}) : S(\tilde{R}_u f) \in L^p(\mathcal{M}) \}$$ with respect to the “quasi-norm” $\|f\|_{H^p(S; R)} = \|S(\tilde{R}_u f)\|_{L^p(\mathcal{M})}$.

Before going any further, we give some interesting examples of transferred spaces. Recall that the transferred operator $T_K$ is defined by (see [CW1])

$$(T_K f)(x) = \int_G K(u)(R_{u^{-1}} f)(x) \, du.$$

Examples 2.2. (1) If $S(f) = |f(e)|$, where $e$ is the identity element, then $H^p(S) = L^p(G)$, and if $R$ is any representation of $G$ acting on $L^p(\mathcal{M})$, then one can easily check that the transferred space is equal to $L^p(\mathcal{M})$.

(2) Consider $G = \mathbb{R}$, $\mathcal{M} = \mathbb{T}$, $(R_u f)(x) = f(x - u)$ and $S(f) = |f(0)| + |(Hf)(0)|$ where $H$ is the Hilbert transform. Then

$$H^1(S) = \{ f \in L^1(\mathbb{R}) : Hf \in L^1(\mathbb{R}) \} = H^1(\mathbb{R}),$$
and, following the computations in [CW1], we find that

\[ S(\tilde{R}_uf(x)) = |f(x)| + \left| \lim_{N \to \infty} \int_{1/N \leq |u| \leq N} f(x - u) \frac{du}{u} \right| \]

\[ = |f(x)| + \left| \lim_{N \to \infty} \int_{1/N \leq |u| \leq N} \pi \cot(\pi s)f(x - s) \, ds \right| = |f(x)| + |(C f)(x)|, \]

where \( C f \) is the conjugate function of \( f \). Therefore,

\[ H^1(S; R) = \{ f \in L^1(\mathbb{T}) : C f \in L^1(\mathbb{T}) \} = H^1(\mathbb{T}). \]

Similarly, using Miyachi’s theorem (see [M]), we conclude that, for \( 0 < p \leq 1 \), \( H^p(S) = H^p(\mathbb{R}) \), and \( H^p(S; R) = H^p(\mathbb{T}) \).

(3) Consider \( G = \mathbb{R}, \mathcal{M} = \mathbb{T}, (R_u f)(x) = f(x - u) \) and \( S(f) = |f(0)| + |f'(0)| \).

Then

\[ H^p(S) = \{ f \in L^p(\mathbb{R}) : f' \in L^p(\mathbb{R}) \} = W_{p,1}(\mathbb{R}), \]

and

\[ H^p(S; R) = \{ f \in L^p(\mathbb{T}) : f' \in L^p(\mathbb{T}) \} = W_{p,1}(\mathbb{T}). \]

That is, we get Sobolev spaces. Obviously, we can also obtain \( W_{p,k}(\mathbb{R}^N) \) and \( W_{p,k}(\mathbb{T}^N) \).

(4) Consider \( G = \mathbb{Z}, (R_n f)(x) = f(T^n x) \) with \( T \) an ergodic transformation and \( S((a_n)_{n}) = |a_0| + |\sum_{n\neq 0} a_n/n| \). Then \( H^1(S) = H^1(\mathbb{Z}) \) and \( H^1(S; R) \) turns out to be an ergodic Hardy space (see [CW2] and [CT])

\[ H^1(S; R) = \left\{ f \in L^1(\mathcal{M}) : \sum_n \frac{1}{n} f(T^n x) \in L^1(\mathcal{M}) \right\}. \]

(5) If \( G = \mathbb{R}, (R_t f)(x) = \frac{w(T^{t} x)}{w(x)} f(T^t x) \) with \( T \) an ergodic transformation on a measure space \( \mathcal{M} \) and \( w \) a weight on \( \mathcal{M} \), then for \( S(f) = |f(0)| + |(H f)(0)| \), the transferred space \( H^1(S; R) \) is the space of all functions \( F \in L^1(w) \) such that \( w F \) is in the ergodic Hardy space \( H^1; \) this space can be considered as a weighted ergodic Hardy space.

(6) Consider \( G = \mathbb{R}^N, \mathcal{M} = \mathbb{T}^N, (R_u f)(x) = f(x - u) \) and \( S f = \sup_{t > 0} |\varphi_t * f(0)| \), where \( \varphi \in S(\mathbb{R}^N) \) and \( \{\varphi = 1 \). Then \( H^p(S) = H^p(\mathbb{R}^N) \) and \( H^p(S; R) = H^p(\mathbb{T}^N) \).

(7) Let now \( G = \mathbb{R}, \mathcal{M} = \overline{\mathbb{R}}, \) the Bohr compactification of \( \mathbb{R} \) (see [HR]), and \( (R_t f)(x) = f(x - t) \). Then one can easily see that the transferred space of the Hardy space \( H^1(\mathbb{R}) \) is the space of all functions in \( L^1(\overline{\mathbb{R}}) \) such that \( \sum_{t \in \mathbb{R}} \text{sgn}(t) \hat{f}(t) e^{itx} \) is in \( L^1(\overline{\mathbb{R}}) \), which is \( H^1(\overline{\mathbb{R}}) \).

(8) Let \( G = \mathbb{R}^n, \mathcal{M} = \mathbb{R}^m \) with \( m < n \) and let \( R \) be the natural representation defined by \( (R_{(x_1, \ldots, x_n)} f)(y_1, \ldots, y_m) = f(y_1 - x_1, \ldots, y_m - x_m) \).
If $T_{R^n_j}$ is the transferred operator of the Riesz transform $R^n_j$ ($j = 1, \ldots, n$) in $\mathbb{R}^d$, then $T_{R^n_j} = 0$ if $j = m + 1, \ldots, n$ and $T_{R^n_j} = R^n_j$ if $j = 1, \ldots, m$. Therefore, the transferred space of $H^p(\mathbb{R}^n)$ by this representation is $H^p(\mathbb{R}^m)$ for every $0 < p \leq 1$.

Many other examples can be given in the setting of Triebel–Lizorkin spaces, Besov spaces, etc.

3. Main results for $p \geq 1$. Throughout this section we shall denote by $K*$ the convolution operator with kernel $K$, $T_K$ the transferred operator, $L^p(S)$ will be denoted by $H^p(K)$ and the transferred space $H^p(S; R)$ by $H^p(T_K)$, whenever $Sf = K * f$.

Case of a finite family of kernels and $p \geq 1$. Denote by $H^p(\{K_i\}_{i=1}^{n})$ the completion of 
\[ \{ f \in L^1(G) : K_i * f \in L^p(G), \forall i = 1, \ldots, n \} \]
under the norm $\sum_i \|K_i * f\|_p$, and similarly for $H^p(\{T_K_i\}_{i=1}^{n})$.

Theorem 3.1. Let $G$ be a locally compact abelian group and let $1 \leq p \leq \infty$. Let $K_i \in L^1(G)$ and $T_{K_i}$ be a collection of functions in $L^1(G)$ and assume that $K* : H^p(\{K_i\}_{i=1}^{n}) \rightarrow H^p(\{T_{K_i}\}_{i=1}^{n})$ has the property that there exist positive constants $\{A_i\}_{i}$ such that
\[ \sum_{j=1}^{m} \|K_j * f\|_p \leq \sum_{i=1}^{n} A_i \|K_i * f\|_p. \]

Then the transferred operator
\[ T_K : H^p(\{T_{K_i}\}_{i=1}^{n}) \rightarrow H^p(\{T_{K_j}\}_{j=1}^{m}) \]
is bounded, with
\[ \sum_{j=1}^{m} \|T_{K_j}f\|_p \leq BA^2 \sum_{i=1}^{n} A_i \|T_{K_i}f\|_p, \]
where $A$ is as in (1) and $B$ depends only on $n$ and $m$.

Proof. We prove this for $m = 1$. The proof for $m > 1$ is similar.

We first recall that since $K \in L^1(G)$, it is known (see [CW1]) that, for every $v \in G$ and every $f \in L^p(M)$,
\[ (R_v T_K f)(x) = \int K(u)(R_{vu^{-1}} f)(x) du = (T_K R_v f)(x), \quad \text{a.e. } x \in M. \]

Also, using the same idea, one can easily see that $T_K T_{K_2} = T_{K*K_2}$ and therefore, we can assume without loss of generality that $H^p(K_2) = L^p(G)$ and $H^p(T_{K_2}) = L^p(M)$. 
Now, since $K$ and $K_i^1 = K_i$ are in $L^1(G)$ we can approximate them by functions in $L^1(G)$ with compact support and hence standard arguments show that for every $\varepsilon > 0$ we can find functions $K_n$, $K_{i,n}$ in $L^1(G)$ with compact support such that

$$\|K_n * f\|_p \leq \sum_{i=1}^n A_i \|K_{i,n} * f\|_p + \varepsilon \|f\|_p.$$

Therefore, we can assume without loss of generality that $K$ and $K_i$ are compactly supported functions in $L^1(G)$.

Let $f \in L^p(M)$. By (1), we have

$$\|T_K f\|_p = \|R_{v^{-1}} R_v T_K f\|_p \leq A \|R_v T_K f\|_p.$$

Now, as in [CW1], we consider a compact set $C$ such that the identity element $e$ is in $C$, $\text{supp} K \subset C$ and $\text{supp} K_i \subset C$ for every $i = 1, \ldots, n$. Also, take a neighborhood $V$ of $e$ such that

$$\left(3\right) \frac{\mu(V C^{-1} C)}{\mu(V)} \leq 1 + \frac{\varepsilon}{\max\left(1, (A \|f\|_p \|K_i\|_1)^p\right)}.$$

Now, by (2),

$$\|T_K f\|_p \leq \frac{A^p}{\mu(V)} \int_V \left[ \int_G K(u)(R_{vu^{-1}} f)(x) du \right]^p dv \leq \frac{A^p}{\mu(V)} \int_V \left[ \int_G K(u) \chi_{VC^{-1}}(vu^{-1}) (R_{vu^{-1}} f)(x) du \right]^p dv dx$$

$$\leq \frac{A^p}{\mu(V)} \int_M \left[ \int_G K(u) \chi_{VC^{-1}}(vu^{-1}) (R_{vu^{-1}} f)(x) du \right]^p dv dx \leq \frac{A^p B}{\mu(V)} \int_M \sum_i A^p \|\chi_{VC^{-1}}(f)(x)\|^p_{H^p(K_i)} dx,$$

where the last inequality follows by applying the hypothesis to the function

$$h_x(u) = \chi_{VC^{-1}}(u)(R_u f)(x).$$

The last step is to show that, for every $i$,

$$\left(4\right) \int_M \|\chi_{VC^{-1}}(f)(x)\|^p_{H^p(K_i)} dx \leq \frac{A \mu(V) \|f\|^p_{H^p(T_{K_i})} + \varepsilon \mu(V)}{\mu(V)},$$

from which we can easily deduce the theorem.

To see this, we observe that $\|\chi_{VC^{-1}}(f)(x)\|^p_{H^p(K_i)} = \|K_i * h_x\|^p_{L^p(G)}.$
Now,
\[
\int_{\mathcal{M}} \|K_i * h_x\|^p_{L^p(G)} \, dx
\]
\[
= \int_{\mathcal{M}} \left[ \int_G \left( \int_V K_i(u) \chi_{VC^{-1}}(vu^{-1})(R_{vu^{-1}}f)(x) \, du \right)^p \, dv \right] \, dx
\]
\[
= \int_{\mathcal{M}} \left[ \int_V \left( \int_G K_i(u) \chi_{VC^{-1}}(vu^{-1})(R_{vu^{-1}}f)(x) \, du \right)^p \, dx \right] \, dv
\]
\[
+ \int_{\mathcal{M}} \left( \int_{VC^{-1}\setminus V} \left( \int_G K_i(u) \chi_{VC^{-1}}(vu^{-1})(R_{vu^{-1}}f)(x) \, du \right)^p \, dx \right) \, dv
\]
\[
= I + II,
\]
where the last equality follows since \( V \subset VC^{-1}C \).

Let us first estimate \( I \): since \( u \in C \) and \( v \in V \), we have \( vu^{-1} \in VC^{-1} \) and therefore
\[
I = \int_{\mathcal{M}} \left[ \int_V \left( \int_G K_i(u) (R_{vu^{-1}}f)(x) \, du \right)^p \, dx \right] \, dv
\]
\[
\leq \int_V \|T_{K_i} R_v f\|^p_p \, dv = \int_V \|R_v T_{K_i} f\|^p_p \, dv \leq A^p \mu(V) \|T_{K_i} f\|^p_p.
\]

To estimate \( II \), we proceed as follows:
\[
II = \int_{\mathcal{M}} \left[ \int_{VC^{-1}\setminus V} \left( \int_G K_i(u) \chi_{VC^{-1}}(vu^{-1})(R_{vu^{-1}}f)(x) \, du \right)^p \, dx \right] \, dv
\]
\[
\leq \|K_i\|^p_{p-1} \int_{VC^{-1}\setminus V} \left[ \int_G \left( |K_i(u)| \cdot |(R_{vu^{-1}}f)(x)| \right)^p \, du \right] \, dv
\]
\[
\leq \|K_i\|^p_{p-1} \int_{VC^{-1}\setminus V} |K_i(u)| \int_{VC^{-1}\setminus V} \|R_{vu^{-1}}f\|^p_p \, dv \, du
\]
\[
\leq A^p \|f\|^p_p \|K_i\|^p_p \mu(VC^{-1}C \setminus V).
\]

Therefore,
\[
\int_{\mathcal{M}} \|\chi_{VC^{-1}}(R.f)(x)\|^p_{H^p(K_i)} \, dx
\]
\[
\leq A^p \mu(V) \|T_{K_i} f\|^p_p + A^p \|f\|^p_p \|K_i\|^p_p \mu(VC^{-1}C \setminus V).
\]

Now, since, for every \( i \),
\[
\mu(VC^{-1}C \setminus V) = \mu(VC^{-1}C) - \mu(V) \leq \frac{\varepsilon \mu(V)}{(A \|f\|^p_p \|K_i\|^p_p)^p},
\]
where the kernels $K$ can transfer to deduce that $A$ is bounded with norm less than or equal to $K$ function such that norm, for every $p$ of spaces, by a limit process, since $T$ boundedness hypothesis to the function $CN$ with norm less than or equal to $T$ is given by $N$ with norm $N$ is a bounded operator with norm $\frac{\parallel V \parallel}{\parallel C \parallel}$ of $\frac{\parallel 1 \parallel}{\parallel 0 \parallel}$. The important thing is the norm of the transferred operator. 

Remark 3.2. We observe that, as it happens in the transference theorem of [CW1], the above theorem is not only a boundedness result, but the important thing is the norm of the transferred operator.

Applications. We now apply the previous results to the setting of Sobolev and Hardy spaces.

A. Sobolev spaces. Let $K$ be a function in $L^1(G)$ such that $K^* : H^p(K_1) \rightarrow L^p(G)$, with norm $N_p(K)$, where $K_1$ is not, in general, in $L^1$.

Assume that there exists an approximation of the identity $\varphi_n$ such that $\varphi_n \in L^1(G)$ and $K_1 \ast \varphi_n$ is a function in $L^1(G)$. Then, if we apply the boundedness hypothesis to the function $f \ast \varphi_n$ we get $\|(K \ast \varphi_n) \ast f\|_p \leq N_p(K) \|(K_1 \ast \varphi_n) \ast f\|_p$, where the kernels $K \ast \varphi_n$ and $K_1 \ast \varphi_n$ are functions in $L^1(G)$ and hence we can transfer to deduce that $T_{K_1 \ast \varphi_n} : H^p(T_{K_1 \ast \varphi_n}) \rightarrow L^p(M)$ is bounded with norm less than or equal to $A^2N_p(K)$. The boundedness of $T_K$ from $H^p(T_{K_1})$ into $L^p(M)$ can be deduced, in the case of Sobolev spaces, by a limit process, since $T_{K_1 \ast \varphi_n} f$ converges to $T_{K_1} f$ in the $L^p(M)$ norm, for every $p \geq 1$.

Theorem A.1. Let $1 \leq p$ and $r, s \in \mathbb{N}$. If $m \in L^\infty_{loc}$ is a normalized function such that $K = m$ has the property that $K^* : W_{r,s}(\mathbb{R}^N) \rightarrow W_{r,s}(\mathbb{R}^N)$ is a bounded operator with norm $N_p(K)$, then the transferred operator $T_K : W_{r,s}(\mathbb{T}^N) \rightarrow W_{r,s}(\mathbb{T}^N)$ is given by $T_K(\sum a_n c^{2\pi i nx}) = \sum m(n)a_n c^{2\pi i nx}$ and is a bounded operator with norm less than or equal to $CN_p(K)$, with $C$ only depending on $s$ and $r$.

Proof. We prove this in the case $s = 0$. The case $s \in \mathbb{N}$ is similar.

Take $\varphi_n(\xi) = n^N \varphi(n\xi)$ where $\varphi \in \mathcal{D}(\mathbb{R}^N)$ is such that $\int \varphi = 1$ and $\varphi \geq 0$. In this case $K_i = \delta_0^{(i)}$ for $|i| \leq r$, and hence, $K_i \ast \varphi_n = \varphi_n^{(i)} \in L^1(\mathbb{R}^N)$. Therefore we get the result in the case $K \in L^1(\mathbb{R}^N)$.

Now, for the general case we proceed as in Lemma 3.5 of [CW1]. Since $m$ is normalized and $m \in L^\infty_{loc}$, we see that $m_n = (K \ast \varphi_n)^{\wedge}$ is also normalized,
\( m_n \in L^\infty \) and we can find a sequence \((m^k_n)_k\) such that \( m^k_n(\xi) \to m_n(\xi) \) for every \( \xi \in \mathbb{R}^N \) and, if \( K^k_n = m^k_n \), then \( K^k_n \in L^1 \), and \( N_p(K^k_n) \leq N_p(K) \). Also, \( m_n(\xi) \to m(\xi) \) for every \( \xi \in \mathbb{R}^N \). From this, we deduce that \( T_K = \lim_{n,k} T_{K^k_n} \) and since \( K^k_n \) satisfies the right hypothesis we obtain the desired result. □

Similarly, in the context of the Bohr compactification \( \mathbb{R}^N \) of \( \mathbb{R}^N \), we get the following result:

**Theorem A.2.** Let \( 1 \leq p \) and \( r, s \in \mathbb{N} \). If \( m \in L^\infty_{\text{loc}} \) is a normalized function such that for \( K = \hat{m} \) the operator
\[
K^*: W^p_r(\mathbb{R}^N) \to W^p_s(\mathbb{R}^N)
\]
is bounded with norm \( N_p(K) \), then the transferred operator
\[
T_K: W^p_r(\mathbb{R}^N) \to W^p_s(\mathbb{R}^N)
\]
is given by \( T_K(\sum a_t e^{2\pi i t x}) = \sum t m(t) a_t e^{2\pi i t x} \) and is bounded with norm less than or equal to \( C_{r,s} N_p(K) \).

**Theorem A.3.** Let \( 1 \leq p, r, s \in \mathbb{N} \). If \( m \in L^\infty_{\text{loc}} \) is a normalized function such that for \( K = \hat{m} \) the operator
\[
K^*: W^p_r(\mathbb{R}^N) \to W^p_s(\mathbb{R}^N)
\]
is bounded with norm \( N_p(K) \), and \( \hat{K} \) is a convolution kernel on \( \mathbb{R}^M \) with \( M < N \) and \( \hat{K}(x) = m(\bar{x}, 0) \) where \( x = (\bar{x}, x^*) \in \mathbb{R}^M \times \mathbb{R}^{N-M} \), then the operator
\[
\hat{K}^*: W^p_r(\mathbb{R}^M) \to W^p_s(\mathbb{R}^M)
\]
is bounded with norm less than or equal to \( C_{r,s} N_p(K) \).

**Proof.** Observe that \( W^p_r(\mathbb{R}^M) \) is the transferred space of \( W^p_r(\mathbb{R}^N) \) under the representation of Example 2.2 (8), and argue as in Theorem A.1. □

**B. Hardy spaces \((p = 1)\).** Now assume that \( K \) is a function in \( L^1(\mathbb{R}^N) \) such that
\[
(5) \quad K^*: H^1(\mathbb{R}^N) \to H^1(\mathbb{R}^N)
\]
is bounded with norm \( N_1(K) \). The previous argument cannot be applied to this case because we cannot find an approximation of the identity \( \varphi_n \) such that \( H \varphi \) is in \( L^1 \) and \( \int \varphi = 1 \). However, we obtain the following result (see [C]).

**Theorem B.1.** If \( K \) is such that \( \hat{K} = m \) is a normalized function and
\[
K^*: H^1(\mathbb{R}^N) \to H^1(\mathbb{R}^N)
\]
is bounded with norm \( N_1(K) \), then the transferred operator
\[
T_K \left( \sum a_n e^{2\pi i n x} \right) = \sum a_n m(n) e^{2\pi i n x}
\]
can be extended to a bounded operator from $H^1(\mathbb{T}^N)$ into $H^1(\mathbb{T}^N)$ with norm less than or equal to $N_1(K)$.

**Proof.** First assume that $K \in L^1$ and $N = 1$ (a similar proof works for $N > 1$).

Let $P$ be a trigonometric polynomial of degree $j$ such that $P(0) = 0$. Let $\phi \in H^1(\mathbb{R})$ be such that $\hat{\phi}(n) = 1$ for every $0 < |n| \leq j$. Then both $K \ast \phi$ and $H \phi$ are functions in $L^1(\mathbb{R})$ and therefore

$$\|T_{K \ast \phi} P\|_{H^1(\mathbb{T})} \leq N_1(K)(\|T_\phi P\|_1 + \|T_{H \phi} P\|_1).$$

Since $T_{K \ast \phi} = T_K T_\phi$, $T_\phi P = P$ and $T_{H \phi} = T_{H} T_\phi$, we obtain the desired result.

Finally, every convolution kernel on $H^1(\mathbb{R})$ is also a convolution kernel on $L^2(\mathbb{R})$ and therefore $m \in L^\infty(\mathbb{R})$. Moreover, $\|m\|_\infty \leq N_1(K)$. Hence, if $a(x) = 1$, then $(T_K a(x) = m(0)$ and thus

$$\|T_K a\|_{H^1(\mathbb{T})} = |m(0)| \leq \|m\|_\infty \leq N_1(K).$$

To consider the general case $K \notin L^1$, we need the following technical lemma.

**Lemma.** If $K$ is a convolution operator on $H^1(\mathbb{R}^N)$ with norm $N_1(K)$, then there exists a sequence $(K_n)_n$ of compactly supported functions in $L^1(\mathbb{R}^N)$ such that $m_n(\xi) = K_n(\xi) \rightarrow m(\xi)$ for every $\xi \in \mathbb{R}^N$ and $N_1(K_n) \leq N_1(K)$.

**Proof.** We prove this for $N = 1$. The general case is similar. First, we know that $m$ is a continuous function on $\mathbb{R} \setminus \{0\}$. Let $\varphi \in \mathcal{S}(\mathbb{R})$ with compact support and $\varphi(\xi) = 1$ for every $\xi \in [-1,1]$. Define $\varphi^k(x) = \varphi(x/k)$ and $\varphi_k(x) = \varphi(kx)$. Set $m_k(x) = m(x)\varphi^k(x)(1 - \varphi_k(x))$. Then $m_k(x) \rightarrow m(x)$ as $k \rightarrow \infty$ for every $x \neq 0$, and $m_k$ is a multiplier on $H^1(\mathbb{R})$ with norm less than or equal to $CN_1(K)$, with $C$ only depending on $\varphi$.

Choose $\Psi \in \mathcal{S}(\mathbb{R})$ with compact support such that $\Psi(0) = 1$ and set $\Psi^n(\xi) = \Psi(\xi/n)$. Let $\phi_n(\xi) = e^{-2\pi i \xi \gamma} \Psi^n(\xi)$, and consider

$$m_{n,k}(x) = \int_{-\infty}^{\infty} x \hat{\phi}_n(s) m_k(s) \frac{ds}{s} = \int_{-\infty}^{\infty} t \hat{\phi}_n(t) m_k \left( \frac{x}{t} \right) \frac{dt}{t}.$$

Then

$$m_{n,k}(x) - m_k(x) = \int_{-\infty}^{\infty} t \hat{\phi}_n(t) \left( m_k \left( \frac{x}{t} \right) - m_k(x) \right) \frac{dt}{t} \left[ \int_{1-\delta}^{1+\delta} + \int_{-\infty}^{1-\delta} + \int_{1+\delta}^{\infty} \right],$$

with $\delta$ to be chosen.
Now, using the decay of \( \hat{\phi}_n \) we obtain
\[
\left| \int_{-\infty}^{1-\delta} t \hat{\phi}_n(t) \left( m_k \left( \frac{x}{t} \right) - m_k(x) \right) \frac{dt}{t} \right| \leq C \|m\|_\infty \frac{1}{n^{n \delta - 1}} \int_{-\infty}^{1-\delta} \frac{1}{|t-1|^M} dt,
\]
and the above expression converges to zero whenever \( M \) is large enough and \( n \) tends to infinity. Similarly for \( \int_{1+\delta}^{\infty} \). For the second term we use the continuity of \( m_k \) to deduce that given \( \varepsilon \) there exists \( \delta \) such that for every \( t \in (1-\delta, 1+\delta) \), \( |m_k(x/t) - m_k(x)| \leq \varepsilon \) and hence
\[
\left| \int_{1-\delta}^{1+\delta} t \hat{\phi}_n(t) \left( m_k \left( \frac{x}{t} \right) - m_k(x) \right) \frac{dt}{t} \right| \leq C \varepsilon \int_{-\infty}^{\infty} |\hat{\phi}_n(t)| dt = C \varepsilon.
\]
Now, since \( K_{n,k}(x) = \tilde{m}_{n,k}(x) = \int_{-\infty}^{\infty} \phi_n(sx) m_k(s) ds \), \( \phi_n \) has compact support and \( m_k(s) = 0 \) in a neighborhood of zero and for \( s \) large enough, we infer that \( K_{n,k} \) has compact support and obviously is in \( L^1(\mathbb{R}) \). Finally,
\[
\|K_{n,k} \ast f\|_1 = \int_{\mathbb{R}} \left| \int_{\mathbb{R}} m_{n,k}(\xi) \hat{f}(\xi)e^{-2\pi i x \xi} d\xi \right| dx
\]
\[
= \int_{\mathbb{R}} \left| \int_{\mathbb{R}} \left( \int_{\mathbb{R}} t \hat{\phi}_n(t) m_k(\xi/t) \frac{dt}{t} \right) \hat{f}(\xi)e^{-2\pi i x \xi} d\xi \right| dx
\]
\[
= \int_{\mathbb{R}} \left| \int_{\mathbb{R}} \hat{\phi}_n(t) \left( \int_{\mathbb{R}} m_k(\xi/t) \hat{f}(\xi)e^{-2\pi i x \xi} d\xi \right) dt \right| dx
\]
\[
\leq \int_{\mathbb{R}} \left| \hat{\phi}_n(t) \right| \left\| \int_{\mathbb{R}} m_k(\xi/t) \hat{f}(\xi)e^{-2\pi i x \xi} d\xi \right\| dt
\]
\[
\leq \int_{\mathbb{R}} \left| \hat{\phi}_n(t) \right| \left\| \int_{\mathbb{R}} m_k(y) t \hat{f}(ty)e^{-2\pi i t y} dy \right\| dt
\]
\[
\leq N_1(K_k) \|f\|_{H^1(\mathbb{R})} \leq CN_1(K) \|f\|_{H^1(\mathbb{R})},
\]
and hence, \( K_{n,k} \) satisfies the lemma.

The proof of Theorem B.1 now follows by standard approximation arguments.

Similarly, we get

Theorem B.2. If \( m \) is a normalized function such that for \( K = \tilde{m} \) the operator
\[
K^\ast : H^1(\mathbb{R}^N) \rightarrow H^1(\mathbb{R}^N)
\]
is bounded with norm \( N_1(K) \), then the operator
\[
T_K : H^1(\mathbb{R}^N) \to H^1(\mathbb{R}^N)
\]
defined by \( T_K(\sum a_t e^{2\pi i t x}) = \sum t^i m(t) a_t e^{2\pi i t x} \) is bounded with norm less than or equal to \( N_1(K) \).

**Theorem B.3.** If \( m \) is a normalized function such that for \( K = \check{m} \) the operator
\[
K \ast : H^1(\mathbb{R}^N) \to H^1(\mathbb{R}^N)
\]
is bounded with norm \( N_1(K) \), and \( \check{K} \) is a convolution kernel on \( \mathbb{R}^M \) with \( M < N \) and \( \check{K}(x) = m(\tau, 0) \) where \( x = (\tau, x^*) \in \mathbb{R}^M \times \mathbb{R}^{N-M} \), then the operator
\[
\check{K} \ast : H^1(\mathbb{R}^M) \to H^1(\mathbb{R}^M)
\]
is bounded with norm less than or equal to \( N_1(K) \).

If we want to use the techniques of Theorem B.1 to cover the case of Example 2.2(4), that is, to transfer the boundedness of a convolution operator from \( H^1(\mathbb{R}) \) to an ergodic Hardy space \( H^1(\mathcal{M}) \), we observe that, in general, it is not the case that, for every \( f \) in a dense set of \( H^1(\mathcal{M}) \), there exists \( \varphi \in H^1(\mathbb{R}) \) such that \( T_\varphi f = f \) with \( T_\varphi \) the transference operator of the convolution operator \( \varphi \ast \). Therefore, we can only show that, if \( N_1(K) \) is the norm of the convolution operator \( K \ast \) in \( H^1(\mathbb{R}) \), then, for every \( \varphi \in H^1(\mathbb{R}) \),
\[
\|T_{K \ast \varphi} f\|_{H^1(\mathcal{M})} \leq N_1(K) \|\varphi\|_{L^1(\mathcal{M})} + \|T_\varphi T_H f\|_{L^1(\mathcal{M})},
\]
where \( T_H \) is the transference operator of the Hilbert transform. From this, we can deduce that if \( m = \check{K} \) has compact support away from zero, then
\[
\|T_K f\|_{H^1(\mathcal{M})} \leq N_1(K) \|\varphi\|_{L^1(\mathcal{M})} + \|T_H f\|_{L^1(\mathcal{M})},
\]
since, in this case, there exists \( \varphi \in H^1(\mathbb{R}) \) such that \( K \ast \varphi = K \).

**4. Case of a finite family of kernels and \( 0 < p < 1 \).** Now consider a \( \sigma \)-finite measure space \( (\mathcal{M}, dx) \) and let \( R \) be a representation of \( G \) on \( L^p(\mathcal{M}) \) and on \( L^1(\mathcal{M}) \) such that \( R \) is uniformly bounded; that is, there exist constants \( A \) and \( B \) such that, for every \( f \in L^p(\mathcal{M}) \) and every \( u \in G \),
\[
\|R_u f\|_{L^p(\mathcal{M})} \leq A \|f\|_{L^p(\mathcal{M})},
\]
and, for every \( f \in L^1(\mathcal{M}) \),
\[
\|R_u f\|_{L^1(\mathcal{M})} \leq B \|f\|_{L^1(\mathcal{M})}.
\]

Under this last condition, the transferred operator \( T_K \) is well defined in a dense subset of the transferred space.

We observe that in this case the boundedness of \( T_K \) is not trivial even in the case of \( K \in L^1 \) with compact support since the Minkowski integral inequality does not hold.
This section is organized as follows: first we prove the transference theorem if one of the following conditions holds:

(a) $G$ is compact.
(b) $G$ is discrete.
(c) $\mathcal{M}$ is of finite measure.

Then, if $G$ and $\mathcal{M}$ are either $\mathbb{R}^N$, $\mathbb{Z}^m$ or $\mathbb{T}^k$, we can transfer as in the following diagram:

$$\mathbb{Z}^m \to \mathbb{R}^N \leftrightarrow \mathbb{T}^k \leftrightarrow \mathbb{Z}^m$$

and hence it remains to transfer from $\mathbb{R}^N$ to $\mathbb{Z}^m$, or more generally from $\mathbb{R}^N$ to any measure space $\mathcal{M}$.

The next step will be to show that under some conditions on the representation we can transfer from $\mathbb{R}^N$ to any measure space $\mathcal{M}$ either via the factorization

$$\mathbb{R}^N \to \mathbb{T}^k \to \mathcal{M}$$

and/or using the dilation structure of the group $\mathbb{R}^N$.

**Theorem 4.1.** Let $G$ be either a compact or a discrete abelian group, or let $\mathcal{M}$ be of finite measure, and let $0 < p < 1$. Let $K$, $\{K_1^i\}_{i=1,...,n}$ and $\{K_2^j\}_{j=1,...,m}$ be a collection of functions in $L^1(G)$ with compact support and assume that

$$K* : H^p(\{K_1^i\}_{i=1,...,n}) \to H^p(\{K_2^j\}_{j=1,...,m})$$

has the property that there exist positive constants $\{A_i\}$ such that

$$\sum_{j=1}^m \|K_2^j * K * f\|_p \leq \sum_{i=1}^n A_i \|K_1^i * f\|_p.$$ 

Then the transferred operator

$$T_K : H^p(\{T_{K_1^i}\}_i) \to H^p(\{T_{K_2^j}\}_j)$$

is bounded, with

$$\sum_{j=1}^m \|T_{K_2^j}T_K f\|_p \leq DA^2 \sum_{i=1}^n A_i \|T_{K_1^i} f\|_p,$$

where $A$ is as in (1) and $D$ depends only on $n$ and $m$.

**Proof.** As in Theorem 3.1, we prove this for $m = 1$.

(a) Assume first that $G$ is compact. Then we proceed as in Theorem 3.1 but, in this case, we can take $V = G$ and then the term $II$ is zero.
(b) If $G$ is discrete, and we argue as in Theorem 3.1, it remains to show that $II/\mu(V)$ can be made small enough. Now, since $p < 1$,

$$II = \int \left[ \int\int_{\mathcal{M} \times V_C \times V \setminus V} \left| K_1(u)\chi_{V_C^{-1}}(vu^{-1})(R_{vu^{-1}}f)(x) \right|^p \, du \right] \, dx$$

$$\leq \int \left[ \int\int_{\mathcal{M} \times V_C \times V \setminus V} |K_1(u)|^p \left| (R_{vu^{-1}}f)(x) \right|^p \, du \right] \, dx$$

$$\leq \int |K_1(u)|^p \left\{ \int_{V_C \setminus V} \left| R_{vu^{-1}}f \right|^p \, du \right\} \, dx$$

$$\leq A \| f \|_p \| K_1 \|_{\mu(C)^{1/(1/p)'}} \mu(V_C^{-1}C \setminus V),$$

and hence we can choose $V$ in such a way that $II/\mu(V)$ is arbitrarily small.

(c) If $\mathcal{M}$ is of finite measure, and we assume that $R$ acts on $L^1(\mathcal{M})$, then

$$II \leq (m(\mathcal{M}) \mu(V_C^{-1}C \setminus V))^{1/(1/p)'}$$

$$\times \left[ \int \left[ \int \left| K_1(u)\chi_{V_C^{-1}}(vu^{-1})(R_{vu^{-1}}f)(x) \right| \, du \right] \, dx \right]^p$$

$$\leq (m(\mathcal{M}) \mu(V_C^{-1}C \setminus V))^{1/(1/p)'} \mu(V_C^{-1}V \setminus V)^p \| K_1 \|_{\mu(1)}^p \| R_{vu^{-1}}f \|_1^p$$

$$\leq m(\mathcal{M}) \mu(V_C^{-1}C \setminus V) \| K_1 \|^p \| B \|_1^p,$$

and this expression converges to zero on choosing $V$ appropriately.

---

**Transference from $\mathbb{R}^N$ to $\mathcal{M}$.** Let us now consider the case of transference from $\mathbb{R}^N$ to a general measure space $\mathcal{M}$. Let $R$ be a representation from $\mathbb{R}^N$ into $L^p(\mathcal{M})$. Assume that one of the following two conditions hold:

(i) For every $f$ in a dense subset of $H^p(\{T_K\}_i)$, there exists $M > 0$ such that $R_Mf = f$. Then, if we define $(R^Mf)(x) = (R_{M\theta}f)(x)$ for $\theta \in [-1/2,1/2]^N = T^N$, we find that $R^M$ is a uniformly bounded representation of $T^N$ in $L^p(\mathcal{M})$.

If $(R_Mf)(x) = f(S_Mx)$, then $M$ may also depend on $f$ and $x$.

(ii) For every $f$ in a dense subset of $H^p(\{T_K\}_i)$, there exist $C > 0$ and $M_0 > 0$ such that, for every $M \geq M_0$,

$$\int_{\mathcal{M}} \left( \frac{1}{M^N} \int_{(-M,M)^N} \left| (R_{Mf})(x) \right| \, du \right)^p \, dx \leq C.$$

In the first case, consider a kernel $K \in L^1(\mathbb{R}^N)$ and set $K_M(x) = M^{-N}K(x/M)$. Let

$$\tilde{K}_M(\theta) = \sum_{m \in \mathbb{Z}^N} K_M(\theta + m).$$
be the periodic extension. Then for the transferred operator we have
\[
(T^R_{M}f)(x) = \int_{\mathbb{T}^N} \tilde{K}_M(\theta)(R^M_{\theta}f)(x) d\theta
\]
\[
= \int_{\mathbb{T}^N} M^{N} \sum_{m} K(M\theta + Mm)(R_{-M\theta}f)(x) d\theta
\]
\[
= \int_{[-M/2,M/2]^N} \sum_{m} K(u + Mm)(R_{-u}f)(x) du
\]
\[
+ \int_{[-M/2,M/2]^N} \sum_{m \neq 0} K(u + Mm)(R_{-u}f)(x) du
\]
\[
= I_M + II_M.
\]

Now, since the representation $R$ acts on $L^1(\mathcal{M})$ we see that, by the Minkowski integral inequality,
\[
\|II_M\|_1 \leq A \|f\|_1 \int_{[-M/2,M/2]^N} \sum_{m \neq 0} |K(u + Mm)| du
\]
\[
= A \|f\|_1 \int_{|u| \geq M/2} |K(u)| du,
\]
and therefore $\|II_M\|_1$ converges to zero as $M$ tends to infinity. Therefore, there exists a subsequence $M_k$ such that $II_{M_k}$ converges to zero almost everywhere. Since $I_M$ converges to the transferred operator $T^R_K$, we get
\[
(T^R_Kf)(x) = \lim_{k} (T^R_{M_k}f)(x).
\]

From this, we can deduce the following result,

**Theorem 4.2.** Let $G = \mathbb{R}^N$ and let $\mathcal{M}$ be a $\sigma$-finite measure space. Let $0 < p < 1$. Let $K$, $\{K^1_i\}_{i=1,...,n}$ and $\{K^2_j\}_{j=1,...,m}$ be a collection of functions in $L^1(G)$ with compact support and assume that
\[
K* : H^p(\{K^1_i\}_{i=1,...,n}) \rightarrow H^p(\{K^2_j\}_{j=1,...,m})
\]
has the property that there exist positive constants $\{A_i\}_i$ such that
\[
\sum_{j=1}^{m} \|K^2_j * K * f\|_p \leq \sum_{i=1}^{n} A_i \|K^1_i * f\|_p.
\]
If the representation $R$ satisfies condition (i) then the transferred operator
\[
T_K : H^p(\{T^K_1\}_i) \rightarrow H^p(\{T^K_2\}_j)
\]
is bounded, with
\[ \sum_{j=1}^{m} \|T_{K_j^2} K f\|_p \leq CA \sum_{i=1}^{n} A_i \|T_{K_i^1} f\|_p, \]

where A is as in (1) and C depends only on n and m.

**Proof.** As always, take \( m = 1 \) and \( H^p(\{K_j^2\}_{j=1,...,m}) = L^p \). Using the dilation structure of \( \mathbb{R}^N \) we see that, for every \( M > 0 \),
\[ \|K_M * f\|_p \leq \sum_{i=1}^{n} A_i \|(K_i^1)_M * f\|_p. \]

Since \( T^N \) is a measure space of finite measure, we can apply Theorem 4.1 to deduce that we can transfer the boundedness of \( K_M * \) to \( L^p(T^N) \) via the natural representation \( (S_u f)(\theta) = f(\theta - u) \). Hence, for every \( M, T_{K_M}^S \) is a bounded operator with
\[ \|T_{K_M}^S f\|_p \leq CA^2 \sum_{i} A_i \|T((K_i^1)_M) f\|_p. \]

But, since \( K \) and \( K_i^1 \) have compact support, for \( M \) large enough we have \( \tilde{K}_M(x) = K_M(x) \) for every \( x \in T^N \) and similarly for the kernels \( K_i^1 \). Now, since \( T_{K_M}^S = \tilde{K}_M * \), we see that if we take \( M \) large enough such that this condition holds and also that \( R_M f = f \), we get
\[ \|T_K f\|_p = \left\| \int_{\mathbb{R}^N} K(y)(R_{-y} f)(\cdot) \, dy \right\|_p \leq \sum_{i} A_i \left\| \int_{T^N} (K_i^1)_M(y)(R_{-y} f)(\cdot) \, dy \right\|_p. \]

**Theorem 4.3.** Under the hypothesis of Theorem 4.2, if the representation \( R \) satisfies condition (ii), then the transferred operator
\[ T_K : H^p(\{K_i^2\}_i) \rightarrow H^p(\{T_{K_i}^2\}_i) \]
is bounded, with
\[ \sum_{j=1}^{m} \|T_{K_j^2} K f\|_p \leq CA^2 \sum_{i=1}^{n} A_i \|T_{K_i^1} f\|_p, \]

where A is as in (1) and C depends only on n and m.

**Proof.** We follow the same steps as for Theorem 3.1.

Let \( f \in L^p(M) \). Take \( M \) large enough such that the supports of the functions \( K_M \) and \( (K_i^1)_M = (K_i)_M \) are contained in \((-\varepsilon, \varepsilon)^N\) for \( \varepsilon > 0 \) and
(ii) holds. Then, if \( V = (-1,1)^N \), we get

\[
\|T_K f\|_p^p = \left\| \int_{\mathbb{R}^N} K(y)(R_{-y} f)() dy \right\|_P^p = \left\| \int_{(-\varepsilon,\varepsilon)^N} K_M(y)(R_{-y}^M f)(x) dy \right\|_P^p
\]

\[
\leq \frac{A}{\mu(V)} \int_{\mathbb{R}^N} \left\| \int_{(-\varepsilon,\varepsilon)^N} K_M(y)(R_{v-y}^M f)(x) dy \right\|_P^p dx dv
\]

\[
= \frac{A}{\mu(V)} \int_{\mathbb{R}^N} \left\| \int_{\mathbb{R}^N} K_M(y)(v-y)(R_{v-y}^M f)(x) dy \right\|_P^p dx dv
\]

\[
\leq \frac{A}{\mu(V)} \int_{\mathbb{M}} \left[ \int_{(-1,1)^N} \left\| \int_{(-\varepsilon,\varepsilon)^N} K_M(y)(v-y)(R_{v-y}^M f)(x) dy \right\|_P^p dv \right] dx
\]

\[
\leq \frac{AP}{\mu(V)} \int_{\mathbb{M}} \left[ \sum_{i} A^p \left( \int_{(-1,1)^N} \left\| \int_{(-\varepsilon,\varepsilon)^N} (K_i)_M(y)(v-y)(R_{v-y}^M f)(x) dy \right\|_P^p dv \right) \right] dx
\]

Now, if we take \( h_x(y) = \chi_{(-\varepsilon,1+\varepsilon)}(y)(R_y^M f)(x) \) and \( V_x = (-1-2\varepsilon, 1+2\varepsilon)^N \setminus (-1,1)^N \), we get

\[
\\int_{\mathbb{M}} \left\| \sum_{i} (K_i)_M * h_x \right\|_P^P dx
\]

\[
= \int_{\mathbb{M}} \sum_{i} \left[ \int_{\mathbb{R}^N} \left\| \int_{(-\varepsilon,\varepsilon)^N} (K_i)_M(y)(v-y)(R_{v-y}^M f)(x) dy \right\|_P^p dv \right] dx
\]

\[
\leq \int_{\mathbb{M}} \sum_{i} \left[ \int_{(-1,1)^N} \left\| \int_{(-\varepsilon,\varepsilon)^N} (K_i)_M(y)(v-y)(R_{v-y}^M f)(x) dy \right\|_P^p dv \right] dx
\]

\[
+ \int_{\mathbb{M}} \left[ \int_{V_x(-\varepsilon,\varepsilon)^N} \left\| \int_{(-1,1)^N} (K_i)_M(y)(v-y)(R_{v-y}^M f)(x) dy \right\|_P^p dv \right] dx
\]

\[
= I + II.
\]

To estimate \( I \) we proceed as in Theorem 3.1, and for the second term,

\[
II \leq \|V_x\|_1^p \int_{\mathbb{M}} \left[ \int_{V_x(-\varepsilon,\varepsilon)^N} \left\| \int_{(-1,1)^N} (K_i)_M(y)(v-y)(R_{v-y}^M f)(x) dy \right\|_P^p dv \right] dx
\]

\[
\leq C\varepsilon^N \|K_i\|_1^p \int_{\mathbb{M}} \left( \int_{(-2,2)^N} \left\| (R_y^M f)(x) \right\|_P^p dx \right) dv
\]

\[
= C\varepsilon^N \|K_i\|_1^p \int_{\mathbb{M}} \left( \frac{1}{M_N} \int_{(-2M,2M)^N} \left\| (R_y f)(x) \right\|_P^p dx \right) dv \leq C(f)\|K_i\|_1^p \varepsilon^N.
\]

Letting \( \varepsilon \) tend to zero, we are done. \( \blacksquare \)
For the examples, it will be very convenient to get rid of the hypothesis of $K$ being with compact support. Because of the lack of the Minkowski integral inequality, we cannot argue as in the case $p \geq 1$. However, we are going to show that whenever $\mathcal{M}$ is of finite measure we do not need that condition on $K$. Then we shall prove that under certain conditions on the representation we can restrict ourselves to this case.

Assume then that $\mathcal{M}$ is of finite measure. Then, if $K_n$ is a sequence of functions in $L^1(G)$ such that $K_n$ has compact support and $K_n$ converges to $K$ in the $L^1$ norm, we have

$$||T_K f||_p^p \leq ||T_{K-K_n} f||_p^p + ||T_{K_n} f||_p^p \leq D ||T_{K-K_n} f||_1^p + ||T_{K_n} f||_p^p \leq D \varepsilon ||f||_1 + ||T_{K_n} f||_p^p.$$ 

Now,

$$||T_{K_n} f||_p^p \leq \frac{1}{\mu(V)} \int_V \int_G \left| \int_G \chi_{V C^{-1}}(vu^{-1})(R_{vu^{-1}} f)(x) du \right|^p dx dv$$

$$\leq \frac{1}{\mu(V)} \int \int_{\mathcal{M} V} \left| \int \mu(V) \chi_{V C^{-1}}(vu^{-1})(R_{vu^{-1}} f)(x) du \right|^p dx dv$$

$$\leq D \frac{1}{\mu(V)} \mu(V)^{1-p} \int \int_{\mathcal{M} V} \chi_{V C^{-1}}(vu^{-1})(R_{vu^{-1}} f)(x) du \right|^p dx dv \leq D \frac{1}{\mu(V)} \mu(V)^{1-p} \left( \int \int_{\mathcal{M} V} \chi_{V C^{-1}}(vu^{-1})(R_{vu^{-1}} f)(x) du \right)^p \leq D \int A_i^p \int \int_{\mathcal{M} V} \chi_{V C^{-1}}(vu^{-1})(R_{vu^{-1}} f)(x) du \right|^p dv dx.$$

Following the ideas in Theorem 3.1 and using the fact that, by density, we can consider $f \in L^1(\mathcal{M})$, we get the result by letting $\varepsilon$ tend to zero.

**Definition 4.4.** We say that $R$ acts locally on $L^p(\mathcal{M})$ if the following condition holds: Given a compact set $C$, and given $\varepsilon > 0$, there exists $V$ such that $\mu(V C^{-1}) \leq (1 + \varepsilon) \mu(V)$ and, for every finite family $\{K_i\}_i$ of kernels in $L^1$, there exists a positive constant $B$ such that, given any measurable set $M$ in $\mathcal{M}$ of finite measure and given any $u \in G$, there exists a measurable set $M_u$ such that $||R_u f||_{L^p(\mathcal{M})} \leq B ||f||_{L^p(\mathcal{M})}$ for every $f$ in a dense subset of $H^p(T_{K_i})$ and, for every neighborhood $V$ of the identity there exists another measurable set $M_V$ such that $M_V \subset M_V$ for every $v \in V$ and

$$\frac{|M_V|^{1-p} \mu(V C^{-1} \setminus V)}{\mu(V)} \leq \varepsilon.$$ 

In this case, we can reduce ourselves to the case of $\mathcal{M}$ of finite measure.
and therefore we do not need the hypothesis of $K$ being of compact support. To see this we just have to start computing $\|T_K f\|_{L^p(M)}$ for any $M$ of finite measure. Then

$$\|T_K f\|_{L^p(M)}^p \leq A^p \frac{1}{\mu(V)} \int_V R_v T_K f \|_{L^p(M_{v^{-1}})}^p dv \leq A^p \frac{1}{\mu(V)} \int_V R_v T_K f \|_{L^p(M_V)}^p dv,$$

and the rest of the proof follows as usual.

One can easily check that if $R$ is the representation of Example 2.2(8), then $R$ acts locally on $L^p(\mathbb{R}^m)$, and therefore, we can transfer from $R^N$ to $R^m (m < N)$ with $0 < p < 1$.

C. Hardy spaces ($p < 1$). Let $K$ be such that $m = \tilde{K}$ is a normalized function with $m(0) = 0$. Assume that

$$\|K * f\|_p \leq C\|Hf\|_p,$$

for some $p < 1$. As in Theorem B.1, let $P$ be a trigonometric polynomial of degree $j$ such that $P(0) = 0$. Let $\phi \in H^1(\mathbb{R}^N)$ be such that $\phi(n) = 1$ for every $0 < |n| \leq j$. Take $\phi_n$ converging to $\phi$ in the $L^1$ norm and such that $H\phi_n$ has compact support for every $n$. Then $K * \phi_n$ and $H\phi_n$ are functions in $L^1(\mathbb{R}^N)$ and the latter has compact support. Therefore

$$\|T_{K * \phi_n} P\|_{H^p(\mathbb{T}^N)} \leq C\|T_{H\phi_n} P\|_p.$$

But, since $m$ is normalized, we have $T_{K * \phi_n} = T_K T_{\phi_n}$. Taking the limit as $n \to \infty$ and using the fact that $T_{\phi} P = P$, we get the following result:

**Proposition C.1.** Let $K$ be such that $m = \tilde{K}$ is a normalized function with $m(0) = 0$. If $\|K * f\|_p \leq C\|Hf\|_p$, then

$$\left\| \sum m(n) a_n e^{2\pi i nx} \right\|_{L^p(\mathbb{T})} \leq C \left\| \sum \text{sgn}(n) a_n e^{2\pi i nx} \right\|_{L^p(\mathbb{T})}.$$ 

5. Maximal operators and maximal spaces. In this section, we consider the case where the operator $S$ is determined by an infinite collection of kernels $K_i$ in $L^1(G)$ with compact support; namely $Sf = \sup_i |K_i * f(0)|$. In this case, we write $H^p(S) = H^p(\{K_i\}_i)$.

Hence, if we have two collections of functions satisfying the above conditions, $\{K_i^1\}_i$ and $\{K_j^2\}_j$, and $K \in L^1(G)$ has the property that the convolution operator

$$K* : H^p(\{K_i^1\}_i) \to H^p(\{K_j^2\}_j)$$
is bounded with norm less than or equal to $N_p(K)$, then the maximal operator

$$\sup_j |K_j^2 * | : H^p(\{K_1^1\}_i) \to L^p(G)$$

is bounded with norm less than or equal to $N_p(K)$.

Therefore, we can reduce ourselves to the case of a maximal operator acting on a maximal space. Obviously this maximal space can be $L^p(G)$ and then our case will include the maximal transference of [ABG1]. For that reason, throughout this section we consider only representations such that

(i) $R_u$ is separation-preserving for every $u \in G$,
(ii) there exists $B$ such that $\|R_u f\|_{H^p(T_{K_1^1}^i)} \leq B\|f\|_{H^p(\{T_{K_1^1}^i\}_i)}$ for every $u \in G$ and every $f \in L^p(M)$, and
(iii) if $0 < p < 1$, then the representation $R$ also acts into $L^1(M)$.

**Theorem 5.1.** Let $G$ be a compact abelian group and let $0 < p < \infty$. Let $K_j^2$ and $K_1^1$ be two collections of functions in $L^1(G)$ and let $N_p(K)$ be the norm of the convolution operator

$$\sup_j |K_j^2 * | : H^p(\{K_1^1\}_i) \to L^p(G).$$

If $R$ is a representation from $G$ into $L^p(M)$ satisfying (i)–(iii), then the transferred operator

$$\sup_j |T_{K_j^2}| : H^p(\{T_{K_1^1}^1\}_i) \to L^p(M)$$

is bounded, with norm less than or equal to $ABN_p(K)$, where $A$ is as in (1) and $B$ as in (ii).

**Proof.** Since $R$ is separation-preserving, we get (see [ABG1])

$$R_u(\sup_j |(T_{K_j^2} f)(x)|) \leq \sup_j |(T_{K_j^2} R_u f)(x)|,$$

and therefore

$$\|\sup_j |T_{K_j^2} f|\|_p^p \leq A^p \int_G \|\sup_j |T_{K_j^2} R_u f|\|_p^p \, dv$$

$$= A^p \int_G \sup_j \left\| \int_M K_j^2(u)(R_{vu^{-1}} f)(x) \, dv \right\|_p^p \, dx \, dv$$

$$\leq A^p \int_M \sup_j \left\| \int_G K_j^2(u)(R_{vu^{-1}} f)(x) \, du \right\|_p^p \, dx$$

$$\leq (AN_p(K))^p \int_M \|(R f)(x)\|_{H^p(\{K_1^1\}_i)}^p \, dx,$$
where the last inequality follows by applying the hypothesis to the function
\[ h_x(u) = (R_u f)(x). \]

The last step is to show that
\[ \int_{\mathcal{M}} \| (R.f)(x) \|_{H^p(T_{K^1_i})}^p \, dx \leq B^p \| f \|_{H^p(T_{K^1_i})}^p. \]

Now,
\[ \int_{\mathcal{M}} \| (R.f)(x) \|_{H^p(T_{K^1_i})}^p \, dx = \int_{\mathcal{M}} \left( \int_G \left( \int_{\mathcal{M}} \left( \int_G K^j_i(u) (R_{vu^{-1}} f)(x) \, du \right)^p \, dv \right) dx \right) \, du \]
\[ = \int_G \left( \int_{\mathcal{M}} \left( \int_{\mathcal{M}} \left( \int_G K^j_i(u) (R_{vu^{-1}} f)(x) \, du \right)^p \, dx \right) du \right) \, dv \]
\[ = \int_G \| R_v f \|_{H^p(T_{K^1_i})}^p \, dv \leq B^p \| f \|_{H^p(T_{K^1_i})}^p, \]
where the last inequality follows by (ii).

If the group \( G \) is not compact, the proof is not so clear. Moreover, the natural extension of Theorem 3.1 does not work in general since condition (4) fails. However, we can formulate a quite general result that will be useful for our purpose.

**Theorem 5.2.** Let \( G \) be a locally compact abelian group and let \( 0 < p < \infty \). Let \( K^2_j \) and \( K^1_i \) be two collections of compactly supported functions in \( L^1(G) \) and let \( N_p(K) \) be the norm of the convolution operator
\[ \sup_j |K^2_j \ast | : H^p(K^1_i) \to L^p(G). \]

Let \( R \) be a representation from \( G \) into \( L^p(M) \) satisfying (i)–(iii). Let \( f \in H^p(T_{K^1_i}) \) satisfy the following condition: there exists \( B > 0 \) so that, for every compact \( E \subset G \) large enough, there exists \( \varphi_E \) such that \( \varphi_E(u) = 1 \) for every \( u \in E \), and
\[ \int_{\mathcal{M}} \| \varphi_E(R.f)(x) \|_{H^p(T_{K^1_i})}^p \, dx \leq B^p \mu(E) \| f \|_{H^p(T_{K^1_i})}^p. \]

Then
\[ \| \sup_j |T_{K^2_j} f| \|_p \leq B A^2 \| f \|_{H^p(T_{K^1_i})}, \]
with \( B \) as in (6) and \( A \) as in (1).

**Proof.** First, by Fatou’s lemma, it is enough to estimate the norm \( \| \sup_{j=1,...,N} |T_{K^2_j} f| \|_p \). Consider \( C \) such that \( \text{supp} K^2_j \subset C \) for every \( j = 1, \ldots, N \). Then we can adapt the proof of Theorem 3.1 quite easily to get
\[ \| \sup_{j=1,\ldots,N} |T_{K_j^2}f| \|_p \]
\[ \leq \frac{A^p}{\mu(V)} \int \| \sup_{j=1,\ldots,N} |T_{K_j^2}R_v f| \|_{H^p(T_{K_j^2}))}^p dv \]
\[ = \frac{A^p}{\mu(V)} \int \int \sup_{j=1,\ldots,N} \left\| K_j^2(u)(R_{vu^{-1}}f)(x) \right\|^p dx dv \]
\[ = \frac{A^p}{\mu(V)} \int \sup_{j=1,\ldots,N} \left\| K_j^2(u)\varphi_{V^{-1}}(vu^{-1})(R_{vu^{-1}}f)(x) \right\|^p dx dv \]
\[ \leq \frac{A^p}{\mu(V)} \int \left\| \varphi_{V^{-1}}(R_v f)(x) \right\|_{H^p(T_{K_j^2}))}^p dx, \]

where the last inequality follows by applying the hypothesis to the function
\[ h_x(u) = \varphi_{V^{-1}}(u)(R_v f)(x). \]

The last step is to show that
\[ \int_{\mathcal{M}} \left\| \varphi_{V^{-1}}(R_v f)(x) \right\|_{H^p(T_{K_j^2}))}^p dx \leq B^p A^p \mu(V)(1 + \varepsilon) \| f \|_{H^p(T_{K_j^2}))}^p, \]
but this follows by (6) and the choice of \( V \) such that \( \mu(V)/\mu(V) \leq 1 + \varepsilon. \]

As in Sections 2 and 4, if \( p \geq 1 \) or if \( \mathcal{M} \) is of finite measure (or it can be reduced to this case) and \( p < 1 \), we do not need the hypothesis on the support of \( K_j^2 \) but we do need it for the support of \( K_j^2 \) (see also [ABG1]).

**D. Maximal spaces and maximal operators.** We start with the result of [C] we mentioned in the introduction.

**Theorem D.1.** Let \( 0 < p < 1 \). If \( K \) is such that \( \hat{K} = m \) is a normalized function and the operator
\[ K* : H^p(\mathbb{R}^N) \to H^p(\mathbb{R}^N) \]
is bounded with norm \( N_p(K) \), then the operator
\[ T_K\left( \sum a_n e^{2\pi i x} \right) = \sum a_n m(n)e^{2\pi i x} \]
with \( m = \hat{K} \) can be extended to a bounded operator from \( H^p(\mathbb{T}^N) \) into \( H^p(\mathbb{T}^N) \) with norm less than or equal to \( N_p(K) \).

**Proof.** As for the case \( p = 1 \), first assume that \( K \in L^1 \).
Since $K^*$ is a convolution kernel in $L^2$, we see by interpolation that $K^*$ is also a convolution kernel in $H^1$.

Now, since we are transferring to a measure space of finite measure, we do not need any condition on the support of $K$ but, if we want to apply Theorem 4.1, we need to have that restriction on the kernels that define the space $H^p(\mathbb{R}^N)$. Since these kernels do not have compact supports, we are forced to use Theorem 5.2.

Take $a$ to be an atom in $H^p(\mathbb{T}^N)$. Then either $a = 1$ or $a$ is a $(p, q)$-atom. For the first case, we proceed as in Theorem B.1, since $\|T_Ka\|_{H^p(\mathbb{T}^N)} = |m(0)| \leq \|m\|_{\infty} \leq N_p(K)$, and for a general atom we observe that if $\mathbb{T}^N = (-1, 1)^N$, then the function $\chi_{(-M,M)^N}a$ is an atom in $H^p(\mathbb{R}^N)$ and
\[
\|\chi_{(-M,M)^N}a\|_{H^p(\mathbb{R}^N)} \leq CM^N \|a\|_{H^p(\mathbb{T}^N)}
\]
and therefore condition (6) holds. Hence $\|T_Ka\|_{H^p(\mathbb{T}^N)} \leq N_p(K)\|a\|_{H^p(\mathbb{T}^N)}$.

For the general case of a normalized multiplier we argue as in Theorem B.1. We illustrate this situation with the following example.

Let $\varphi \in L^1$ with compact support and consider the atomic and maximal versions of the space $H^p(\mathbb{R}^N)$ which of course are equivalent. Then, if $H^p(\mathbb{R}^N)$ denotes the atomic space, the operator
\[
\sup_t |\varphi_t * \cdot| : H^p(\mathbb{R}^N) \to L^p(\mathbb{R}^N)
\]
is bounded.

Now, since the atomic version of $H^p(\mathbb{T}^N)$ satisfies condition (6) we can transfer this maximal operator to obtain
\[
\|\sup_t |\varphi_t * F|\|_{L^p(\mathbb{T}^N)} \leq C\|F\|_{H^p(\mathbb{T}^N)},
\]
which is a well-known result.
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