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0. Introduction. Let $x$ be an irrational number. We will denote by $[a_0(x), \ldots, a_n(x), \ldots]$ its regular continued fraction expansion and by $p_n(x)/q_n(x) = [a_0(x), \ldots, a_n(x)]$ the $n$th convergent. The famous Theorem of P. Lévy [12] states that for almost all $x \in \mathbb{R}$ (in the sense of Lebesgue) we have

$$\lim_{n \to \infty} \frac{1}{n} \log q_n(x) = \frac{\pi^2}{12 \log 2}.$$ 

One can prove that for a quadratic number $x$, the above sequence $n^{-1} \log q_n(x)$ is always convergent (see Section 2). Its limit is denoted here by $\beta(x)$ and called the Lévy constant of $x$. We also define the length of $x$ as $\nu(x) = 2 \log \varepsilon_0(x)$ (the terminology will be explained in the course of the paper) where $\varepsilon_0(x) = \frac{1}{2}(u_0 + \sqrt{\Delta}v_0)$ is the fundamental solution of the Pell equation

$$X^2 - \Delta Y^2 = 4.$$ 

The number $\Delta$ is equal to $B^2 - 4AC$ where $Ax^2 + Bx + C = 0$ is the minimal equation of $x$ in $\mathbb{Z}$, that is, $A > 0$, $A, B, C \in \mathbb{Z}$ and $(A, B, C) = 1$.

Our main results in this paper are:

**Theorem I.**

$$\sum_{\nu(x) \leq X} \beta(x) \sim \frac{1}{4} e^X \quad (X \to +\infty).$$

**Theorem II.**

$$\sum_{\nu(x) \leq X} 1 \sim \frac{3 \log 2}{\pi^2} e^X \quad (X \to +\infty).$$

We sum over the quadratic numbers in $[0, 1]$ purely periodic called reduced in this paper. We will show later that for every $X \geq 0$, the set of
reduced quadratic numbers of length $\leq X$ is finite. Hence in Theorems I and II the summation is finite.

As a corollary of these theorems we obtain:

$$\lim_{X \to +\infty} \sum_{\varrho(x) \leq X} \frac{\beta(x)}{X} = \frac{\pi^2}{12 \log 2},$$

which corresponds to a conjecture of P. Liardet. This shows that in average, according to the length, the Lévy constants tend toward the “general” constant of P. Lévy’s Theorem. The method of proof of Theorem II stems from works of Pollicott [14] and Mayer [13]. The first section of this paper deals with the length of a quadratic number. In the second we define for every quadratic number $x$ the Lévy constant of $x$ and give some of its properties. Finally, the third part of the paper is devoted to the proof of Theorems I and II.

Acknowledgement. I should like to thank P. Liardet for his advice during the preparation of this paper. I thank also the referee for his helpful remarks.

Notations

- If $x$ is a quadratic number, its conjugate will be denoted by $x^*$.
- A quadratic number $x \in ]0, 1[$ is said to be reduced if its continued fraction expansion is such that $x = [0, a_1, \ldots, a_N]$.
- $T : ]0, 1[ \mapsto ]0, 1[$ is the transformation of continued fractions, that is, $T(0) = 0$ and $T(x) = 1/x - \lfloor 1/x \rfloor$ for $x \neq 0$. It is well-known that $T$ preserves Gauss’s measure $d\mu = dx / \log 2(1 + x)$ and that $T$ is ergodic with respect to this measure [1].
- We identify the linear fractional transformation $g(z) = (az + b)(cz + d)^{-1}$ where $a, b, c, d \in \mathbb{R}$ and $ad - bc = 1$ with the matrix
  \[ A = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in \text{PSL}(2, \mathbb{R}), \]
  and we denote by $R(g)$ the spectral radius of $A$. The transformation $g$ is said to be hyperbolic if $|a + d| > 2$ (it is equivalent to say that there are two fixed points in $\mathbb{R} \cup \{\infty\}$).
- An element $f \in \text{PSL}(2, \mathbb{Z})$ is said to be primitive if $f = h^n$ (with $h \in \text{PSL}(2, \mathbb{Z})$ and $n \geq 1$) implies that $n = 1$.
- $\text{GL}(2, \mathbb{Z})$ acts on the set of quadratic numbers by
  \[ Px = \frac{ax + b}{cx + d}, \quad P = \begin{pmatrix} a & b \\ c & d \end{pmatrix}. \]

Two quadratic numbers in the same orbit are said to be $\text{GL}(2, \mathbb{Z})$-equivalent. If we can choose $P$ in $\text{SL}(2, \mathbb{Z})$ we will say simply that they are equivalent.
1. The length of a quadratic number. In the introduction we have defined for every quadratic number $x$ the length of $x$ denoted by $\varrho(x)$. In this section we shall justify the use of the word length.

Let $H = \{(x, y) : y > 0\}$ be the hyperbolic plane with its classical complete metric $ds^2 = y^{-2}(dx^2 + dy^2)$. For this metric the curvature of $H$ is constant and equal to $-1$. Elements of $\text{PSL}(2, \mathbb{R})$ are isometries of $H$. The geodesics $\gamma : \mathbb{R} \to H$ for the hyperbolic metric are supported by vertical half-lines and the half-circles centered on the real axis. Let $M = H/\text{PSL}(2, \mathbb{Z})$ be the modular surface. It is a Riemann surface, the geodesics of $M$ are by definition the $p \circ \gamma$ where $\gamma : \mathbb{R} \to H$ is a geodesic of $H$ and $p : H \to M$ the canonical projection. The following theorem is known (see [16]) and gives the closed geodesics (i.e. periodic geodesics) on the modular surface. For the reader’s convenience we will give a complete proof of this theorem.

**Theorem 1.1.** (i) Let $\gamma$ be a geodesic of $H$ joining a quadratic number $x$ and its conjugate $x^*$. Then $p \circ \gamma$ is a closed geodesic of $M$ and all the closed geodesics on $M$ arise in this way.

(ii) The length of $p \circ \gamma$ is given by $\varrho(x) = 2\log \varepsilon_0(x)$.

**Remark.** The assertion (ii) justifies the use of the word length for $\varrho(x)$. For the proof of Theorem 1.1 we will need the following lemmas.

**Lemma 1.1** [11]. Let $x$ be a quadratic number. Then $\{g \in \text{PSL}(2, \mathbb{Z}) : g(x) = x\}$ is an infinite cyclic subgroup of $\text{PSL}(2, \mathbb{Z})$ and a generator is

$$U(x) = \begin{pmatrix} u_0 - Bv_0 & -Cv_0 \\ 2 & u_0 + Bv_0 \end{pmatrix}.$$ 

It will be noticed that the spectral radius of $U(x)$ is precisely $\varepsilon_0(x)$. The quantities $A, B, C, u_0, v_0$ and $\varepsilon_0(x)$ have been defined in the introduction.

**Lemma 1.2.** Let $\gamma_1, \gamma_2 : \mathbb{R} \to H$ be two geodesics such that $p \circ \gamma_1 = p \circ \gamma_2$. Then there exists a $g \in \text{PSL}(2, \mathbb{Z})$ such that $g \circ \gamma_1 = \gamma_2$.

**Proof.** This lemma is not entirely obvious since $p$ is not a covering. Since $\text{PSL}(2, \mathbb{Z})$ is countable and its every element (different from the identity) has at most one fixed point in $H$, there exists $t_0 \in \mathbb{R}$ such that $\gamma_1(t_0)$ is fixed by no element of $\text{PSL}(2, \mathbb{Z})$ different from the identity. Let $g \in \text{PSL}(2, \mathbb{Z})$ such that $\gamma_2(t_0) = g \circ \gamma_1(t_0)$. As every Fuchsian group, $\text{PSL}(2, \mathbb{Z})$ acts on $H$ properly and discontinuously [17]. Hence from the choice of $\gamma_1(t_0)$ there is an open set $U \subset H$ such that $\gamma_1(t_0) \in U$ and $g(U) \cap U = \emptyset$ for every $g \in \text{PSL}(2, \mathbb{Z})$ with $g \neq I$. Consider $\varepsilon > 0$ such that $\gamma_1([t_0 - \varepsilon, t_0 + \varepsilon]) \subset U$ and $\gamma_2([t_0 - \varepsilon, t_0 + \varepsilon]) \subset g(U)$. For all $t_0 - \varepsilon < t < t_0 + \varepsilon$ we can write $\gamma_2(t) = g_t \circ \gamma_1(t)$ with $g_t \in \text{PSL}(2, \mathbb{Z})$. Thus $\gamma_2(t) \in g_t(U) \cap g_t(U)$ and $g_t = g$ from the choice of $U$. The two geodesics $\gamma_2$ and $g \circ \gamma_1$ coincide.
1.2). By letting $g(z) = (az + b)(cz + d)^{-1}$ be a hyperbolic transformation from $\text{PSL}(2, \mathbb{Z})$ and $x, x^*$ its two fixed points. For all $z \in H$ in the half circle of $H$ having $x$ and $x^*$ as endpoints, we have $d(z, g(z)) = 2 \log R(g)$.

**Proof.** Use the expression of the hyperbolic distance with the cross-ratio. ■

**Lemma 1.3.** Let $g(z) = (az + b)(cz + d)^{-1}$ be a hyperbolic transformation from $\text{PSL}(2, \mathbb{Z})$ and $x, x^*$ its two fixed points. For all $z \in H$ having $x$ and $x^*$ as endpoints, we have $d(z, g(z)) = 2 \log R(g)$.

**Proof.** Use the expression of the hyperbolic distance with the cross-ratio. ■

**Proof of Theorem 1.1.** We may suppose $\|\gamma'(t)\| = 1$ relative to the hyperbolic metric. Let $g \neq I$ be an element of $\text{PSL}(2, \mathbb{Z})$ such that $g(x) = x$ (thus $g(x^*) = x^*$) (Lemma 1.1). From Lemma 1.3 we have $g \circ \gamma(t) = \gamma(t \pm 2 \log R(g))$, hence $p \circ \gamma$ is periodic and $2 \log R(g)$ is a period. Let now $L > 0$ be another period of $p \circ \gamma$ and $h$ a generator of $\{g \in \text{PSL}(2, \mathbb{Z}) : g(x) = x\}$. From the above $2 \log R(h)$ is also a period and there exists $k \in \text{PSL}(2, \mathbb{Z}), k \neq I$ such that $k \circ \gamma(t) = \gamma(t + L)$ (Lemma 1.2). By letting $t \to +\infty$ or $-\infty$ we notice that $k(x) = x$, thus $k = h^n$ for some $n \in \mathbb{Z} - \{0\}$. We deduce $k \circ \gamma(t) = \gamma(t \pm 2n \log R(h)) = \gamma(t + L)$, thus $L = 2|n| \log R(h)$ since $\gamma$ is injective. Hence $2 \log R(h)$ is the smallest period $> 0$ of $p \circ \gamma$. Since $\|\gamma'(t)\| = 1$, the length of $p \circ \gamma$ is precisely $2 \log R(h)$, and (ii) follows from Lemma 1.1.

It remains to prove the last assertion of (i). Let $p \circ \gamma$ be a closed geodesic with period $L \neq 0$. By Lemma 1.2, there exists $g \in \text{PSL}(2, \mathbb{Z}), g \neq I$, such that $g \circ \gamma(t) = \gamma(t + L)$. By letting $t \to +\infty$ and $-\infty$ we have $g(y) = y$ and $g(z) = z$ where $y, z (y \neq z)$ are the endpoints of $\gamma$. This proves that $y, z$ are conjugate quadratic numbers and completes the proof of the theorem. ■

2. The Lévy constant of a quadratic number. Let $x \in ]0, 1[$ be an irrational number. The following formula is fundamental in continued fraction theory:

$$x = \frac{p_{n-1}T^nx + p_n}{q_{n-1}T^nx + q_n} \quad (n \geq 0).$$

As in the introduction, $p_n/q_n$ is the $n$th convergent of $x$ and we put as usual $p_{-1} = 1$, $q_{-1} = 0$ and $p_0 = 0$, $q_0 = 1$. From (1) we obtain immediately

$$T^nx = -\frac{xq_n - p_n}{xq_{n-1} - p_{n-1}}.$$

This gives the useful lemma:

**Lemma 2.1.** For all $n \geq 0$, $xT^nx \ldots T^nx = (-1)^n(xq_n - p_n)$.

Applying again (1), we deduce for $n \geq 0$

$$q_n|xq_{n-1} - p_{n-1}| = \frac{q_n}{q_{n-1}T^nx + q_n}.$$
So
\[(2) \quad \frac{1}{2} \leq q_n |x q_{n-1} - p_{n-1}| \leq 1.\]
Thus Lemma 2.1 and Birkhoff's ergodic theorem show that for almost all \(x \in [0, 1]\)
\[
\lim_{n \to \infty} \frac{1}{n} \log |x q_{n-1} - p_{n-1}| = \int_0^1 \log x \, d\mu(x) = \frac{-\pi^2}{12 \log 2}.
\]
From the inequalities (2) we obtain the well-known Theorem of P. Lévy.

**Theorem 2.1** [12]. For almost all \(x \in \mathbb{R}\)
\[
\lim_{n \to \infty} \frac{\log q_n(x)}{n} = \frac{\pi^2}{12 \log 2}.
\]
From previous arguments, we notice that for an irrational number \(x \in (0, 1]\), the sequence \(n^{-1} \log q_n(x)\) is convergent if and only if \(n^{-1} \sum_{i=0}^{N-1} \log T^i x\) is convergent and in this case the two limits are opposite. From this, for a reduced quadratic number \(x = [0, a_1, \ldots, a_N]\) we will have
\[
\lim_{n \to \infty} \frac{1}{n} \log q_n(x) = \frac{-1}{N} \sum_{i=0}^{N-1} \log T^i x.
\]
Furthermore, if \(y, z\) are two \(\text{GL}(2, \mathbb{Z})\)-equivalent quadratic numbers, there exist integers \(a, b, j\) with \((a, b) \neq (0, 0)\) such that \(q_{n+j}(y) = ap_n(z) + bq_n(z)\) for all sufficiently large \(n\). Thus \(n^{-1} \log q_n(y) - n^{-1} \log q_n(z) = o(1)\). As every quadratic number is \(\text{GL}(2, \mathbb{Z})\)-equivalent to a reduced one we get:

**Proposition 2.1.** (i) For every quadratic number \(x\), the sequence \(n^{-1} \log q_n(x)\) is convergent. Its limit is denoted by \(\beta(x)\) and called the Lévy constant of \(x\).

(ii) If \(x = [0, a_1, \ldots, a_N]\) then \(\beta(x) = -\frac{1}{N} \sum_{i=0}^{N-1} \log T^i x\).

(iii) If \(x, y\) are two \(\text{GL}(2, \mathbb{Z})\)-equivalent quadratic numbers, then \(\beta(x) = \beta(y)\).

(iv) For every quadratic number \(x\) one has \(\beta(x) = \beta(x^*)\).

**Remark.** (i) and (ii) are results of H. Jager and P. Liardet [9]. The previous arguments give a new proof of these.

**Proof.** The only point which remains to prove is (iv). We can suppose that \(x\) is reduced, \(x = [0, a_1, \ldots, a_N]\). From Galois’s Theorem [4], \(-1/x^* = [0, a_N, \ldots, a_1]\). We put \(y = -1/x^*\) and write \(y = [0, b_1, b_2, \ldots]\). By a classical result
\[
\frac{q_{n-1}(y)}{q_n(y)} = [0, b_n, \ldots, b_1] \quad (n \geq 1).
\]
Writing \( v_n = [0, b_n, \ldots, b_1] \) we have for all \( 1 \leq r \leq N \) and \( k \geq 1 \)
\[
v_{Nk+r} = [0, a_{N-r+1}, \ldots, a_N, a_1 \ldots a_N, \ldots, a_1 \ldots a_N],
\]
with \( k \) blocks \( a_1 \ldots a_N \). Hence the sequence \( v_{Nk+r} \) converges to \( T^{N-r}(x) \) as \( k \to \infty \). Thus
\[
\lim_{n \to \infty} \frac{1}{n} \log q_n(y) = \lim_{n \to \infty} \frac{-1}{n} \sum_{i=1}^{n} \log v_i = \frac{-1}{N} \sum_{i=0}^{N-1} \log T^i x = \beta(x).
\]
From (iii) it follows that \( \beta(y) = \beta(x^*) \) and this completes the proof. ■

**Proposition 2.2.** Let \( x \) be a reduced quadratic number, \( x = [0, a_1, \ldots, a_N] \), where \( N \) is the minimal period length. Then the following assertions hold:

(i) \( \varrho(x) = 2 \log \varepsilon_0(x) = -2\alpha_N \sum_{i=0}^{N-1} \log T^i x \) with \( \alpha_N = 1 \) if \( N \) is even, 2 otherwise.

(ii) \( \beta(x) = -N^{-1} \sum_{i=0}^{N-1} \log T^i x \).

**Proof.** (ii) is already known. The assertion (i) follows from the following formula known as Smith’s formula [19] (see also [3] for another proof):
\[
\varepsilon_0(x) = \left\{ \begin{array}{ll}
(xT x \ldots T^{N-1} x)^{-1} & \text{if } N \text{ is even}, \\
(xT x \ldots T^{N-1} x)^{-2} & \text{if } N \text{ is odd}. \end{array} \right.
\]

Let \( x \) be a reduced quadratic number and let \( t \mapsto \gamma(t) \) be a geodesic in \( H \) parametrized by arc length joining \( x \) to \( x^* \left( < -1 \right) \) and oriented from \( x \) to \( x^* \). Such a geodesic will be called associated with \( x \). All other geodesics that have this property are of the form \( t \mapsto \gamma(t + k) \) with \( k \in \mathbb{R} \). There exists a unique primitive hyperbolic transformation \( g \) such that
\[
\gamma(t + 2 \log R(g)) = g(\gamma(t)) \quad (t \in \mathbb{R}).
\]
More precisely, \( g \) is one of the two primitive transformations leaving \( x \) fixed. We will say that \( g \) is the transformation associated with \( x \). If \( y \) is another reduced quadratic number with \( y = h(x) \left( h \in \text{PSL}(2, \mathbb{Z}) \right) \) then the transformation associated with \( y \) is \( hgh^{-1} \). Hence we have a map between the classes of equivalent reduced quadratic numbers and the conjugacy classes of hyperbolic primitive transformations. We denote it by \( \Lambda \).

**Proposition 2.3.** The map \( \Lambda \) is bijective. To the class determined by a reduced quadratic number \( x \) corresponds a conjugacy class \( \langle g(x) \rangle = 2 \log R(g) \).

**Proof.** Consider \( x, y \) whose associated transformations are precisely \( g \) and \( hgh^{-1} \). Let \( \gamma_1 \) (resp. \( \gamma_2 \)) be a geodesic of \( H \) associated with \( x \) (resp. \( y \)). We put \( L = 2 \log R(g) \). We have \( \gamma_1(t + L) = g\gamma_1(t) \) and \( \gamma_2(t + L) = hgh^{-1}\gamma_2(t) \). By letting \( t \to -\infty \), the second equality yields \( gh^{-1}y = h^{-1}y \). Thus \( h^{-1}y = x \) or \( x^* \). Suppose that \( h^{-1}y = x^* \) and put \( \gamma_3(t) = h^{-1}\gamma_2(-t) \).
We have $\gamma_3(t + L) = g^{-1}\gamma_3(t)$ and $\gamma_3$ is associated with $x$; this implies $g = g^{-1}$, hence $g^2 = I$, which is impossible since $g$ is hyperbolic. Hence $\Lambda$ is injective.

To prove the surjectivity of $\Lambda$, let $\langle g \rangle$ be a conjugacy class of primitive hyperbolic transformations. We can suppose that one of the fixed points of $g$ is a reduced quadratic number, say $x$. Let $\gamma$ be a geodesic associated with $x$; this implies $g = g^{-1}$, hence $g^2 = I$, which is impossible since $g$ is hyperbolic. Hence $\Lambda$ is injective.

3. Proofs of Theorems I and II. First we introduce some definitions. For a quadratic number $x$ we denote by $\text{per}(x)$ the least period length in its continued fraction expansion. It is convenient to define also the length of a finite word $m = a_1 \ldots a_N$ built on the alphabet $\mathbb{N} - \{0\}$ as $\varrho(m) = -2a_N \sum_{i=0}^{N-1} \log T^i x$ where $x = [0, a_1, \ldots, a_N]$. Notice that we do not necessarily have $\text{per}(x) = N$. We also put $|m| = N$ for short. From now on $m$ denotes a word. We show that there exist a finite number of words (and therefore of reduced quadratic numbers) of length $\leq X$.

**Proposition 3.1.** For all $X \geq 0$ the set of words $m$ such that $\varrho(m) \leq X$ is finite.

**Proof.** Let $m = a_1 \ldots a_N$ be a word with $\varrho(m) \leq X$ and put $x = [0, a_1, \ldots, a_N]$. We have

$$T^i x = [0, a_{i+1}, a_{i+2} + T^{i+2} x] < [0, a_{i+1}, a_{i+2} + 1],$$

hence

$$\varrho(m) > \sum_{i=0}^{N-1} \log \left( a_{i+1} + \frac{1}{a_{i+2} + 1} \right),$$

so that $1 \leq a_i < e^X$ for $i = 1, 2, \ldots, N$ and $N \log(1 + (e^X + 1)^{-1}) < X$, which proves the proposition.

Now we introduce the following functions:

$$\pi_0(X) = \sum_{\varrho(x) \leq X} 1, \quad \pi_1(X) = \sum_{\varrho(m) \leq X} 1, \quad \pi_2(X) = \sum_{\varrho(x) \leq X, \text{per}(x) \text{ odd}} 1,$$

$$\pi(X) = \sum_{2 \log R(g) \leq X} 1, \quad \theta(X) = \sum_{2 \log R(g) \leq X} 2 \log R(g).$$

Let us remember that for $\pi_0(X)$ the sum concerns all the reduced quadratic numbers whose length is $\leq X$. For $\pi(X)$ the sum concerns all the conjugacy
classes of primitive hyperbolic transformations of $\text{PSL}(2, \mathbb{Z})$. We recall that $R(g)$ means the spectral radius of $g$. The behaviour of $\pi(X)$ as $X \to \infty$ is given by the following theorem.

**Theorem 3.1.** $\pi(X) \sim e^X / X \ (X \to +\infty)$.

For a proof using Selberg’s trace formula see [8] (Theorem 3.5, p. 475). For another proof see [10].

**Proposition 3.2.** $\theta(X) \sim e^X \ (X \to +\infty)$.

**Proof.** Let $a = a(X) < X$ be a function which will be specified later. We have

$$\theta(X) \geq \sum_{a < 2 \log R(g) \leq X} 2 \log R(g) \geq a(\pi(X) - \pi(a)),$$

$$\theta(X) \geq \frac{a}{X} X \pi(X) - \frac{a \pi(a)}{e^a} e^{a - X}.$$

By taking $a = X - \log X$, we have from Theorem 3.1

$$\liminf_{X \to +\infty} \theta(X) e^{-X} \geq 1.$$

On the other hand, from the inequality $\theta(X) \leq X \pi(X)$ we deduce

$$\limsup_{X \to +\infty} \theta(X) e^{-X} \leq 1,$$

which completes the proof. $\blacksquare$

**Theorem 3.2.** $\sum_{\rho(x) \leq X} \beta(x) \sim \frac{1}{4} e^X \ (X \to +\infty)$.

**Proof.** Let $x = [0, a_1, \ldots, a_N]$ be a reduced quadratic number with $N = \text{per}(x)$. Notice that

(i) If $N$ is odd then $x$ and $Tx$ are equivalent.

(ii) If $N$ is even, $x$ and $Tx$ are not equivalent.

For (i) it is enough to remark that $Tx = [0, a_2, \ldots, a_N + x] = T_{a_2} \circ \ldots \circ T_{a_N}(x)$ where $T_a(x) = (x + a)^{-1}$. The assertion (ii) follows from the following result (see [7]) : $[b_0, b_1, \ldots]$ and $[c_0, c_1, \ldots]$ are equivalent if and only if there exist $p, q \in \mathbb{N}$ of the same parity such that $b_{p+i} = c_{q+i}$ for all $i \geq 0$. The set of reduced quadratic numbers equivalent to $x$ will be denoted by $\mathfrak{x}$. We have $\mathfrak{x} \subset \{x, Tx, \ldots, T^{N-1}x\}$ and furthermore every $T^i x$ for $i \geq 0$ is equivalent to $x$ or $Tx$. Thus if $N$ is odd card $\mathfrak{x} = N$, otherwise card $\mathfrak{x} = N/2$. Since $\rho(T^i x) = \rho(x)$ for all $i \geq 0$ we may define the length of the class $\mathfrak{x}$. Now consider the function

$$F(X) = \sum_{\rho(\tau) \leq X} \rho(\tau),$$
where $\tau$ runs through the set of classes. From Proposition 2.2 we deduce

$$F(X) = \sum_{N=1}^{\infty} \frac{\alpha_N'}{N} \sum_{\substack{x \text{ reduced} \per(x) = N \alpha \in \mathbb{Z} \leq X}} \frac{-2\alpha_N}{N} \sum_{i=0}^{N-1} \log T^i x,$$

where $\alpha_N' = 1$ if $N$ is odd, 2 otherwise. Hence $F(X) = 4 \sum_{x \leq X} \beta(x)$. From Proposition 2.3, we have $F(X) = \theta(X)$, and the proof follows from Proposition 3.2.

**Corollary 3.1.** $\pi_0(X) = O(e^X)$.

**Proof.** For all quadratic numbers $x$, we have the inequality $\beta(x) \geq \log G$ where $G = \frac{1}{2}(\sqrt{5} + 1)$. Indeed, $q_n(x) \geq q_n'$ with $q_0' = q_1' = 1$ and $q_{n+2} = q_{n+1} + q_n'$ for $n \geq 0$. Since the sequence $n^{-1} \log q_n'$ converges to $\log G$ the corollary is proved.

**Proposition 3.3.** $\pi_1(X) = \pi_0(X) + \pi_2(X) + o(e^X)$. In particular, $\pi_1(X) = O(e^X)$.

**Proof.** For $k \geq 1$, we put

$$\Xi_k(X) = \pi_0\left(\frac{X}{k}\right) + \pi_0\left(\frac{X}{k+1}\right) + \ldots$$

We have $\pi_0(X/r) = 0$ if $r\sigma > X$ where $\sigma$ denotes the smallest length for quadratic numbers. It can be seen that $\sigma = 4 \log G$ where $G = \frac{1}{2}(\sqrt{5} + 1)$. From $\pi_0(X) = O(e^X)$ we deduce easily $\Xi_k(X) = O(e^{X/k})$. We have

$$\sum_{g(m) \leq X} 1 = \sum_{\substack{(\alpha_N/\alpha) \leq X \leq X \in \mathbb{Z} \leq X \in \mathbb{Z}}} \sum_{k \geq 1} \sum_{p \in \per(x)} \sum_{N = k \cdot p} 1.$$

In the second and the last sum the summation is extended over the couples $(k, x)$ with $k \geq 1$. Since the last two sums are respectively dominated by $\pi_0(X/2) = O(e^{X/2})$ and $\Xi_3(2X) = O(e^{2X/3})$ the proposition is proved.

For $\Re(s) > 1$, we define

$$F(s) = \int_0^\infty e^{-st} d\pi_1(t) = \sum_m e^{-sg(m)}.$$

Since $\pi_1(X) = O(e^X)$ (Proposition 3.3), the integral and the series are absolutely convergent and $F$ is holomorphic for $\Re(s) > 1$. By definition of
the length of a word we have another expression for $F$:

$$F(s) = \sum_{n=1}^{\infty} \sum_{a_1, \ldots, a_n} (xT_{a_1} \ldots T_{a_n} x)^{2\alpha_n s}.$$  

The second sum is extended over all $a_1, \ldots, a_n \in \mathbb{N} - \{0\}$ and $x = x_{a_1, \ldots, a_n} = [0, a_1, \ldots, a_n]$ for short. We will show that $F$ extends meromorphically to the half plane $\text{Re}(s) > 1/2$ with only one pole on the line $\text{Re}(s) = 1$ which is simple, located at $s = 1$, with a residue equal to $(3 \log 2)/\pi^2$. The proof uses functional analysis and especially Fredholm’s theory. Let $1 < a < b < 3/2$. For $\lambda > 0$, we write $D_\lambda = \{z : |z - 1| \leq \lambda\}$. Let $E$ be the Banach space of functions continuous on $D_a$ and holomorphic in the interior. $E$ is endowed with the supremum norm. If $v$ is a Fredholm kernel, we denote as usual by $\|v\|$ its trace norm and by $\tilde{v}$ its associated operator. We refer to [6] and [5] for Fredholm’s theory. For $\text{Re}(s) > 1/2$, we consider the transfer operator of $E$ given by

$$L(s) = \sum_{n=1}^{\infty} L_n(s),$$

where

$$L_n(s)(f)(z) = f \left( \frac{1}{z + n} \right) \left( \frac{1}{z + n} \right)^{2s} (n \geq 1).$$

Remark 1. We write $T_n(z) = (z + n)^{-1}$. For all $n \geq 1$ we see easily that $T_n(D_{3/2})$ is contained in $\{z : z \neq 0, |z - 1| \leq 1\}$.

In the definition of $L_n$, we choose the principal branch of the logarithm. We also define, for $\text{Re}(s) > 1/2$, the Fredholm kernels

$$v_n(s) = \sum_{j=0}^{\infty} \lambda_{n,j}(s) \otimes e_j, \quad v(s) = \sum_{n=1}^{\infty} v_n(s),$$

where $e_j \in E$ is given by $e_j(z) = (z - 1)^j$ and $\lambda_{n,j} \in E^*$ by $\lambda_{n,j}(s)(f) = (j!)^{-1} g_n^{(j)}(1)$ with $g_n(z) = f(T_n(z))(T_n(z))^{2s}$. Let us show that $v_n(s)$ and $v(s)$ are well defined. From Remark 1, the function $g_n$ is holomorphic in $D_{3/2}$. Hence, from Cauchy’s inequalities

$$|\lambda_{n,j}(s)(f)| \leq \frac{1}{b^{j}} \max_{|z - 1| = b} |g_n(z)| \quad (f \in E).$$

But for all $z \in D_{3/2}$,

$$|g_n(z)| \leq \|f\|_\infty \frac{e^{-\text{Im}(2s) \text{Arg}(1/(z+n))}}{|z + n|^{2\sigma}} \leq \|f\|_\infty e^{\pi |\text{Im}(2s)|} |n - \frac{1}{2}|^{2\sigma}.$$
Hence by setting \( k(s) = e^{\pi |\text{Im}(2s)|} \),
\[
\|\lambda_{n,j}(s)\| \leq \frac{k(s)}{b^j(n - \frac{1}{2})^{2\sigma}} ,
\]
\[
\sum_{j=0}^{\infty} \|\lambda_{n,j}(s)\| |e_j| \leq \frac{k(s)}{(n - \frac{1}{2})^{2\sigma}} \sum_{j=0}^{\infty} (a/b)^j < +\infty .
\]
Hence, \( v_n(s) \) is well defined. Since
\[
\sum_{n=1}^{\infty} \|v_n(s)\|_1 \leq \sum_{n=1}^{\infty} \frac{1}{n - \frac{1}{2}}^{2\sigma} \sum_{j=0}^{\infty} (a/b)^j < +\infty ,
\]
the Fredholm kernel \( v(s) \) is also well defined.

Remark 2. We have \( \tilde{v}(s) = L(s) \) and \( \tilde{v}_n(s) = L_n(s) \) from the Taylor development. For the following theorem recall that there is a product on Fredholm kernels which is defined by
\[
(\lambda \otimes x) \cdot (\mu \otimes y) = \lambda(y)\mu \otimes x ,
\]
for all \( \lambda, \mu \in E^* \) and \( x, y \in E \).

Theorem 3.3. (i) For every \( s \) with \( \text{Re}(s) > \frac{1}{2} \), \( v(s) \) is a Fredholm kernel of order 0.
(ii) For every \( n \geq 1 \), the trace of \( v^n(s) \) is given by
\[
\text{Tr}(v^n(s)) = \sum_{a_1,\ldots,a_n} \frac{(\prod_{i=0}^{n-1} T_i x)^{2s}}{1 - (-1)^n T^n x} ,
\]
with \( x = x_{a_1,\ldots,a_n} = [0, a_1, \ldots, a_n] \). The sum is extended over all \( a_1,\ldots,a_n \in \mathbb{N} - \{0\} \).

Proof. (i) \( v(s) = \sum_{n=1}^{\infty} v_n(s) = \sum_{j=0}^{\infty} \mu_j(s) \otimes e_j \) with \( \mu_j(s) = \sum_{n=1}^{\infty} \lambda_{n,j}(s) \). We have
\[
\|\mu_j(s)\| \leq \sum_{n=1}^{\infty} \|\lambda_{n,j}(s)\| \leq \frac{k(s)}{b^j} \sum_{n=1}^{\infty} \frac{1}{(n - \frac{1}{2})^{2\sigma}} .
\]
Hence for all \( \varepsilon > 0 \), \( \sum_{j=0}^{\infty} \|\mu_j(s)\|^\varepsilon \|e_j\|^\varepsilon < \infty \). This proves (i).
(ii) Since \( \sum_{n=1}^{\infty} \|v_n(s)\|_1 < \infty \), we get for all \( n \geq 1 \)
\[
v^n(s) = \sum_{a_1,\ldots,a_n} v_{a_1}(s) \ldots v_{a_n}(s) .
\]
Let \( a_1,\ldots,a_n \) be fixed and put
\[
R = T_{a_1} \circ \ldots \circ T_{a_n} ,
\]
\[
S = (T_{a_1} \circ \ldots \circ T_{a_n})^{2s} \cdot (T_{a_2} \circ \ldots \circ T_{a_n})^{2s} \ldots (T_{a_n})^{2s} ,
\]
\[
x = [0, a_1, \ldots, a_n] .
\]
The two cases show that all the eigenvalues simple (i.e. the associated spectral subspace is one-dimensional). We put
\[ k \]
and let \( g \neq 0 \) be an eigenfunction. For all \( z \in D_a \), \( g(R(z))S(z) = \lambda g(z) \).
Let \( p \geq 0 \) be the smallest integer such that \( g^{(p)}(x) \neq 0 \). Then the \( p \)th derivative of the previous equality at \( z = x \) yields (taking into account that \( R(x) = x \)):
\[
S(x)(R'(x))^pg^{(p)}(x) = \lambda g^{(p)}(x) \Rightarrow \lambda = (R'(x))^pS(x).
\]
But we have
\[
R(t) = [0, a_1, \ldots, a_n + t] = \frac{tp_{n-1} + p_n}{tq_{n-1} + q_n},
\]
thus
\[
R'(x) = \frac{(-1)^n}{(xq_{n-1} + q_n)^2},
\]
which implies \( 0 < |R'(x)| < 1 \). Thus the spectrum of \( L_{a_n}(s) \circ \ldots \circ L_{a_1}(s) \) is contained in \( \{(R'(x))^pS(x) : p = 0, 1, \ldots \} \cup \{0\} \). We claim that there is equality. If \( \lambda_p = (R'(x))^pS(x) \) is not an eigenvalue of the compact operator \( L_{a_n}(s) \circ \ldots \circ L_{a_1}(s) \) there exists \( h \in E \) such that
\[
h(R(z))S(z) - \lambda_p h(z) = (z - x)^p \quad (\forall z \in D_a).
\]
If \( k \geq 0 \) is the smallest integer such that \( h^{(k)}(x) \neq 0 \) we have
\[
h^{(k)}(x)(R'(x))^kS(x) - \lambda_p h^{(k)}(x) = p_\delta k \cdot p.
\]
The two cases \( k = p \) and \( k \neq p \) both lead to a contradiction. We will now show that all the eigenvalues \( \lambda_p = (R'(x))^pS(x) \) of \( L_{a_n}(s) \circ \ldots \circ L_{a_1}(s) \) are simple (i.e. the associated spectral subspace is one-dimensional). We put
\[
\theta = L_{a_n}(s) \circ \ldots \circ L_{a_1}(s),
\]
\[
E_k = \text{Ker}(\theta - \lambda_p I)^k \quad (k \geq 1),
\]
\[
R_k = R \circ \ldots \circ R, \quad S_k = (S \circ R_{k-1})(S \circ R_{k-2}) \ldots S.
\]
If \( f \) belongs to \( E_k \) then
\[
\sum_{j=0}^k c_j \theta^j(f) = \sum_{j=0}^k c_j (f \circ R_j)S_j = 0,
\]
where \( c_j = \binom{k}{j} (-\lambda_p)^{k-j} \). By differentiating \( m \) times the previous equality we obtain
\[
0 = \sum_{j=0}^k c_j (R'(x))^{mj} f^{(m)}(x)(S(x))^j + \ldots
\]
\[
= f^{(m)}(x)[(R'(x))^mS(x) - \lambda_p]^k + \ldots,
\]
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where +... denotes a sum which depends only on \( f(x), \ldots, f^{(m-1)}(x) \). We may deduce from this that \( x \) is a zero of order \( p \) for \( f \) (if \( f \neq 0 \)) and that if \( g \) is another function of \( E_k \) then \( g \) has the same derivatives at \( x \) as \( (g^{(p)}(x)/f^{(p)}(x))f \), hence \( g = (g^{(p)}(x)/f^{(p)}(x))f \) and \( \dim E_k = 1 \). We now finish the proof. From the above we have

\[
\text{Tr}(v_n(s) \ldots v_1(s)) = \sum_{p=0}^{\infty} S(x)(R'(x))^p
\]

\[
= \frac{S(x)}{1 - R'(x)} = \frac{(\prod_{i=0}^{n-1} T^i x)^{2s}}{1 - (-1)^n(\prod_{i=0}^{n-1} T^i x)^2}.
\]

Since \( v^n(s) = \sum_{a_1 \ldots a_n} v_n(s) \ldots v_1(s) \) we deduce (ii).

The following theorem gives some information on the localisation of eigenvalues of \( L(s) \) and will be used later.

**Proposition 3.4.** (i) If \( u > 1 \), there exists a number \( R_u \), \( 0 \leq R_u < 1 \), such that all eigenvalues of \( L(s) \) for \( \text{Re}(s) \geq u \) have modulus \( \leq R_u \).

(ii) If \( s = 1 + it \) with \( t \neq 0 \), then all eigenvalues of \( L(s) \) have modulus \( < 1 \).

(iii) 1 is the maximal eigenvalue of \( L(1) \) (i.e. all other eigenvalues have modulus \( < 1 \)).

**Proof.** (i) Suppose \( \text{Re}(s) \geq u \). Let \( \lambda \) be an eigenvalue of \( L(s) \) and let \( f \neq 0 \) be an associated eigenfunction. We have for all \( 0 \leq x \leq 1 \)

\[
\lambda f(x) = \sum_{n=1}^{\infty} f\left(\frac{1}{x + n}\right) \left(\frac{1}{x + n}\right)^{2s}.
\]

Let \( A \) be the maximum over \([0, 1]\) for the function \((1 + x)|f(x)|\). We have \( |f(x)| \leq A(x + 1)^{-1} \) on \([0, 1]\), and there is \( x_0 \) such that \( A = (1 + x_0)|f(x_0)| \). Thus

\[
|\lambda| |f(x_0)| \leq \sum_{n=1}^{\infty} \frac{A}{1 + x_0 + n} \left(\frac{1}{x_0 + n}\right)^{2n},
\]

\[
|\lambda| |f(x_0)| \leq \frac{A}{1 + x_0 + 2} \left[ \left(\frac{1}{x_0 + 2}\right)^{2u} - \left(\frac{1}{x_0 + 2}\right)^{2s} \right]
\]

\[
+ \sum_{n=1}^{\infty} \frac{A}{1 + x_0 + n} \left(\frac{1}{x_0 + n}\right)^{2},
\]

where \( +\ldots \) denotes a sum which depends only on \( f(x), \ldots, f^{(n-1)}(x) \). We may deduce from this that \( x \) is a zero of order \( p \) for \( f \) (if \( f \neq 0 \)) and that if \( g \) is another function of \( E_k \) then \( g \) has the same derivatives at \( x \) as \( (g^{(p)}(x)/f^{(p)}(x))f \), hence \( g = (g^{(p)}(x)/f^{(p)}(x))f \) and \( \dim E_k = 1 \). We now finish the proof. From the above we have

\[
\text{Tr}(v_n(s) \ldots v_1(s)) = \sum_{p=0}^{\infty} S(x)(R'(x))^p
\]

\[
= \frac{S(x)}{1 - R'(x)} = \frac{(\prod_{i=0}^{n-1} T^i x)^{2s}}{1 - (-1)^n(\prod_{i=0}^{n-1} T^i x)^2}.
\]
since the last expression is equal to
\[
\sum_{n=1}^{\infty} \frac{A}{1 + \frac{1}{x_0 + n}} \left( \frac{1}{x_0 + n} \right)^2 + \frac{A}{1 + \frac{1}{x_0 + 2}} \left( \frac{1}{x_0 + 2} \right)^2.
\]
We have
\[
\left( \frac{1}{x_0 + 2} \right)^2 - \left( \frac{1}{x_0 + 2} \right)^2 \leq \max_{0 \leq x \leq 1} \left[ \left( \frac{1}{x + 2} \right)^2 - \left( \frac{1}{x + 2} \right)^2 \right] = \eta_u < 0,
\]
hence,
\[
|\lambda| |f(x_0)| \leq \frac{2}{3} A \eta_u + \frac{A}{x_0 + 1},
\]
\[
|\lambda| \leq \frac{2}{3}(x_0 + 1) \eta_u + 1 \leq \frac{2}{3} \eta_u + 1 = R_u < 1.
\]

(ii) The following lemma is elementary, the proof is left to the reader:

**Lemma 3.1.** Let \((z_n)_{n \geq 1}\) be an absolutely convergent series of complex numbers such that \(\sum_{n=1}^{\infty} |z_n| = \sum_{n=1}^{\infty} |z_n|\). Then there is an \(\alpha \in \mathbb{C}, |\alpha| = 1,\) such that \(z_n = \alpha |z_n|\) for all \(n \geq 1\).

Now let us prove (ii). Let \(\lambda\) be an eigenvalue of \(L(s)\) for \(s = 1 + it\), with \(|\lambda| \geq 1\). We stick to the notations of (i). If one of the following two assertions:

1. \(|\lambda| |f(x_0)| < \sum_{n=1}^{\infty} \left| f \left( \frac{1}{x_0 + n} \right) \right| \left( \frac{1}{x_0 + n} \right)^2\),
2. \(|f \left( \frac{1}{x_0 + n} \right)| < \frac{A}{1 + \frac{1}{x_0 + n}}\) for at least one \(n \geq 1\)

holds then we will have
\[
|\lambda| |f(x_0)| < \sum_{n=1}^{\infty} \frac{A}{1 + \frac{1}{x_0 + n}} \left( \frac{1}{x_0 + n} \right)^2 = |f(x_0)|,
\]
which implies \(|\lambda| < 1\). Hence by using Lemma 3.1, there exists an \(\alpha, |\alpha| = 1,\) so that, for every \(n \geq 1\)
\[
\left( \frac{1}{x_0 + n} \right)^{2it} f \left( \frac{1}{x_0 + n} \right) = \alpha \left| f \left( \frac{1}{x_0 + n} \right) \right|,
\]
\[
\left| f \left( \frac{1}{x_0 + n} \right) \right| = \frac{A}{1 + \frac{1}{x_0 + n}}.
\]
The second equality shows that \(|f(0)| = A > 0\). Then the first one shows that the sequence \((x_0 + n)^{-2it}\) converges but this is impossible if \(t \neq 0\).
(iii) 1 is an eigenvalue of $L(1)$ and $(z+1)^{-1}$ is an associated eigenfunction. Let $\lambda \in \mathbb{C}$ be an eigenvalue of $L(1)$ with $|\lambda| \geq 1$ and $f$ an eigenfunction. The proof of (ii) with the same notations shows that for all $n \geq 1$

$$f\left(\frac{1}{x_0 + n}\right) = \frac{\alpha A}{1 + \frac{1}{x_0 + n}}.$$ 

Since $f$ is analytic we deduce $f(z) = \alpha A(1 + z)^{-1}$ and finally $\lambda = 1$, which proves (iii).

**PROPOSITION 3.5.** The map $s \mapsto v(s)$ is holomorphic for $\text{Re}(s) > \frac{1}{2}$.

**Proof.** Let $z \in \mathbb{C}$ be given such that $|z - 1| = b$. We define $\psi_n(s) = (z + n)^{-2s}$ for $\text{Re}(s) > \frac{1}{2}$. One has

$$|\psi_n(s + h) - \psi_n(s)| \leq |h| \sup_{[s, s + h]} |\psi_n'(u)|,$$

$$|\psi_n(s + h) - \psi_n(s) - h\psi_n'(s)| \leq \left(\frac{|h|^2}{2}\right) \sup_{[s, s + h]} |\psi_n''(u)|,$$

where $[s, s + h]$ denotes the segment in $\mathbb{C}$ with endpoints $s$ and $s + h$. Put $u = s + th, 0 \leq t \leq 1, |h| \leq c$ where $c$ will be specified later. Then

$$|\psi_n'(u)| \leq 2(\log(n + 1 + b) + \pi) \frac{1}{|n + z|^{\text{Re}(2s + 2th)}} e^{-\text{Im}(2s + 2th) \text{Arg}(1/(z + n))}.$$

The argument of the exponential function is dominated by $2\pi(|s| + c) = M(s)$ and furthermore $|n + z|^{-\text{Re}(2th)} \leq (n + 1 + b)^{2c}$, hence

$$\sup_{[s, s + h]} |\psi'(u)| \leq 2\frac{e^{M(s)}}{(n - \frac{1}{2})^{2s}} (n + 1 + b)^{2c}(\log(n + 1 + b) + \pi) = b_n(s, c).$$

Similarly:

$$\sup_{[s, s + h]} |\psi''(u)| \leq 4\frac{e^{M(s)}}{(n - \frac{1}{2})^{2s}} (n + 1 + b)^{2c}(\log(n + 1 + b) + \pi)^2 = c_n(s, c).$$

By Cauchy’s inequalities we get

$$\|\lambda_{n,j}(s + h) - \lambda_{n,j}(s) - h\theta_{n,j}(s)\| \leq \frac{c_n(s, c)}{b^j} \frac{|h|^2}{2},$$

$$\|\lambda_{n,j}(s + h) - \lambda_{n,j}(s)\| \leq \frac{b_n(s, c)}{b^j} |h|,$$

where $\theta_{n,j}(s) \in E^*$ is given by $\theta_{n,j}(s)(f) = (j!)^{-1}h_n^{(j)}(1)$ and $h_n$ by

$$h_n(z) = 2\log\left(\frac{1}{z + n}\right) f\left(\frac{1}{z + n}\right) \left(\frac{1}{z + n}\right)^{2s}.$$
Hence $\lambda_{n,j}(s)$ is holomorphic and $\lambda'_{n,j}(s) (= \theta_{n,j}(s))$ satisfies

$$\|\lambda'_{n,j}(s)\| \leq \frac{b_n(s,c)}{b^j}.$$ 

Thus $\sum_{j=0}^{\infty} \lambda'_{n,j}(s) \otimes e_j$ is uniformly convergent on every bounded subset of $\text{Re}(s) > \frac{1}{2}$ since we may bound $M(s)$. Hence $v_n(s)$ is holomorphic and $v'_n(s) = \sum_{j=0}^{\infty} \lambda'_{n,j}(s) \otimes e_j$. Moreover, we get $\|v'_n(s)\|_1 \leq \sum_{j=0}^{\infty} \|\lambda'_{j}(s)\| \|e_j\| \leq b_n(s,c) \sum_{j=1}^{\infty} (a/b)^j$. The series $\sum_{n=1}^{\infty} v'_n(s)$ is also uniformly convergent on every bounded subset $K$ of $\text{Re}(s) > \frac{1}{2}$ since we may bound $M(s)$ uniformly and choose constants $c, c'$ such that $2\sigma - 2c > c' > 1$ for all $s$ in $K$. Thus $v(s)$ is holomorphic and $v'(s) = \sum_{n=1}^{\infty} v'_n(s)$. ■

Now we claim that 1 is a simple eigenvalue of $L(1)$. In fact, we will establish a stronger result. Let $P : L^1 \to L^1$ (where $L^1 = L^1[0,1]$) be the operator defined by

$$P(f)(x) = \sum_{n=1}^{\infty} f \left( \frac{1}{x+n} \right) \left( \frac{1}{x+n} \right)^2.$$ 

$P$ is the Perron–Frobenius operator associated to the continued fraction transformation $T$, that is, for all $g \in L^\infty$ and $f \in L^1$

$$\int_0^1 (g \circ T) \cdot f \, dx = \int_0^1 g \cdot P(f) \, dx.$$ 

1 is an eigenvalue of $P$, an eigenfunction being $f_0(x) = 1/\log 2(1 + x)$. The following theorem specifies this statement.

**Theorem 3.4.** The operator $P$ admits 1 as a simple eigenvalue. More precisely, the spectral subspace associated to 1 is generated by $f_0$.

**Proof.** Let $f \in L^1$ such that $P(f) = f$. For all $g \in L^\infty$ and $k = 0, 1, 2, \ldots$, we have

$$\int_0^1 g \circ T^k f \, dx = \int_0^1 g f \, dx.$$ 

We put $h(x) = f(x)(1 + x) \log 2$. We can rewrite the previous equality as

$$\int_0^1 g \circ T^k h \, d\mu = \int_0^1 gh \, d\mu.$$ 

We can deduce from this by using the strongly mixing property of $T$ that

$$f = \left( \int_0^1 f \, dx \right) f_0 \quad \text{a.e.}$$
The proof will be complete if we show that \( \ker(P - I) = \ker(P - I)^2 \). Let \( f \in \ker(P - I)^2 \). There is a complex number \( \alpha \) such that \( (P - I)f = \alpha f_0 \). After integration over \([0, 1]\) we obtain \( \alpha = 0 \) since \( \int_0^1 Pf \, dx = \int_0^1 f \, dx \). Hence \( Pf = f \) and this concludes the proof. \( \blacksquare \)

**Corollary 3.2.** The operator \( L(1) \) admits 1 as a simple eigenvalue.

By part (iii) of Proposition 3.4, there exists a number \( R, 0 < R < 1 \), such that all the eigenvalues of \( L(1) \) different from 1 are contained in the open disc \( D(0, R) \). Let \( W \) be the complement of \( D(0, R) \). From Corollary 3.2, perturbation theory (see [2], p. 587) and the fact that \( L(s) \) is holomorphic (since \( v(s) \) is holomorphic by Proposition 3.5) there exists \( \delta, 0 < \delta < \frac{1}{2} \), and a holomorphic function \( s \mapsto \theta(s) \in \mathbb{C} \) defined for \( |s - 1| < \delta \), such that \( \text{Sp}(L(s)) \cap W = \{ \theta(s) \} \) (\( \text{Sp} = \text{spectrum} \)). Thus:

**Corollary 3.3.** For \( |s - 1| < \delta \), \( \theta(s) \) is the eigenvalue of maximal modulus for \( L(s) \).

We now introduce

\[
\begin{align*}
  f_1(z, s) & = \det(I - zv(s)), \\
  F_1(z, s) & = f_1(z, s)f_1(-z, s), \\
  f_2(z, s) & = \det(I - zv(s + 1)), \\
  F_2(z, s) & = f_2(z, s)f_2(-z, s).
\end{align*}
\]

From the fact that \( v \mapsto \det(I + v) \) is analytic [6] and \( s \mapsto v(s) \) is holomorphic, \( f_1, f_2, F_1, F_2 \) are holomorphic functions for \( z \in \mathbb{C} \) and \( \Re(s) > \frac{1}{2} \).

**Theorem 3.5.** For \( \Re(s) > 1 \) we have

\[
F(s) = \frac{-1}{2} \frac{\partial F_1/\partial z(1, s)}{F_1(1, s)} + G(s),
\]

where \( G \) is a holomorphic function for \( \Re(s) > \frac{1}{2} \).

**Remark.** If \( \Re(s) > 1 \), all the eigenvalues of \( L(s) \) have modulus < 1 from Proposition 3.4, hence \( F_1(1, s) \neq 0 \).

**Proof.** According to Fredholm’s theory [6] we have

\[
\det(I - zv(s)) = \exp \left( -\sum_{n=1}^{\infty} \frac{z^n}{n} \text{Tr}(v^n(s)) \right).
\]

This equality holds for \(|z|\) sufficiently small (in fact for \(|z| < \|v(s)\|^{-1}\)).

We put for \( n \geq 1 \):

\[
A_n(s) = \sum_{a_1, \ldots, a_n} (xT \ldots T^{n-1} x)^{2a_n s},
\]

where as usual \( x = x_{a_1, \ldots, a_n} = [0, a_1, \ldots, a_n] \). The series

\[
F(s) = \sum_{n=1}^{\infty} A_n(s) = \sum_{n=1}^{\infty} \sum_{a_1, \ldots, a_n} (xT \ldots T^{n-1} x)^{2a_n s}
\]
is absolutely convergent for $\text{Re}(s) > 1$. Theorem 3.3 and relation (*) show by analytic continuation that

$$F_2(z, s) = \exp \left( 2 \sum_{n \text{ even}} \frac{z^n}{n} A_n(s) \right) F_1(z, s),$$

for $|z| < 1$ and $\text{Re}(s) > 1$. Thus

$$2 \sum_{n \text{ even}} A_n(s) = \frac{1}{F_2(1, s)} \frac{\partial F_2}{\partial z}(1, s) - \frac{1}{F_1(1, s)} \frac{\partial F_1}{\partial z}(1, s),$$

for $\text{Re}(s) > 1$. Notice that $F_2(1, s) \neq 0$ if $\text{Re}(s) > \frac{1}{2}$. We now set for $z \in \mathbb{C}$ and $\text{Re}(s) > \frac{1}{2}$

$$F_3(z, s) = \frac{f_2(-z, 2s)}{f_2(z, 2s)}, \quad F_4(z, s) = \frac{f_1(z, 2s)}{f_1(-z, 2s)}.$$

Let $\frac{1}{2} < d < 1$. From Proposition 3.4, $F_3, F_4$ are holomorphic and non-vanishing for $|z| < (R_{2d})^{-1}$ and $\text{Re}(s) > d$ (with the notations of this proposition). With the previous argument we have for $\text{Re}(s) > 1$

$$2 \sum_{n \text{ odd}} A_n(s) = \frac{\partial F_3}{\partial z}(1, s) - \frac{\partial F_4}{\partial z}(1, s).$$

The right member of this equality is holomorphic for $\text{Re}(s) > d$. Since $\frac{1}{2} < d < 1$ is arbitrary we see that the left member can be extended holomorphically to $\text{Re}(s) > \frac{1}{2}$. Since

$$F(s) = \sum_{n \text{ even}} A_n(s) + \sum_{n \text{ odd}} A_n(s),$$

the theorem is proved.

**Corollary 3.4.** (i) $F$ extends meromorphically to $\text{Re}(s) > \frac{1}{2}$. Moreover, on the line $\text{Re}(s) = 1$, $F$ has only one pole which is simple and located at $s = 1$.

(ii) The residue is equal to $-1/2\theta'(1)$ (we will see later that $\theta'(1) \neq 0$).

(iii) $\pi_2(X) = o(e^X)$.

**Proof.** The first part of (i) is evident from Theorem 3.5. Put $s = 1 + it$ with $t \neq 0$. From Proposition 3.4 all eigenvalues of $L(s)$ have modulus $< 1$, which implies $F_1(1, s) \neq 0$. Hence $s$ is not a pole for $F$. We show now that 1 is a simple pole. Let $|\theta_1| > |\theta_2| > \ldots$ be the eigenvalues (with $\theta(s) = \theta_1$) of $L(s)$ for $|s - 1| < \delta$, each counted according to its multiplicity. Since $v(s)$ is of order $0$ (Theorem 3.3) we have [5]

$$\sum_{i=1}^{\infty} |\theta_i| < \infty \quad \text{and} \quad f_1(z, s) = \prod_{i \geq 1} (1 - z\theta_i).$$
By putting \( G(z, s) = \prod_{i \geq 2} (1 - z^2 \theta_i^2) \) we can write \( F_1(z, s) = (1 - z^2 \theta^2(s)) \times G(z, s) \) and the function \( G \) is defined for \( |s - 1| < \delta \) and \( z \in \mathbb{C} \). Furthermore, if \( s \) is fixed the map \( z \mapsto G(z, s) \) \( (z \in \mathbb{C}) \) is holomorphic. Take \( \delta' < \delta \) such that \( |z| < \varepsilon \) and \( |s - 1| < \delta' \). Hence \( G \) is holomorphic in this open set. It follows from Levi’s Theorem ([18], p. 8) that \( G \) is in fact holomorphic for \( z \in \mathbb{C} \) and \( |s - 1| < \delta' \). Hence

\[
\frac{\partial F_1}{\partial z}(1, 1) = -2G(1, 1), \quad \frac{\partial F_1}{\partial s}(1, 1) = -2\theta'(1)G(1, 1).
\]

But

\[
\frac{\partial F_1}{\partial z}(1, 1) = \frac{\partial f_1}{\partial z}(1, 1)f_1(-1, 1) - f_1(1, 1)\frac{\partial f_1}{\partial z}(-1, 1)
\]

\[
= \frac{\partial f_1}{\partial z}(1, 1)f_1(-1, 1).
\]

Since 1 is a simple eigenvalue of \( L(1) \) of maximal modulus we have \( \frac{\partial f_1}{\partial z}(1, 1) \neq 0 \) and \( f_1(-1, 1) \neq 0 \). It follows that \( \frac{\partial F_1}{\partial z}(1, 1) \neq 0 \) and \( \frac{\partial F_1}{\partial s}(1, 1) \neq 0 \). This proves (ii).

For (iii), we have shown in the previous theorem that the function \( \sum_{n \text{ odd}} A_n(s) \), which is holomorphic for \( \text{Re}(s) > 1 \), can be extended to \( \text{Re}(s) > \frac{1}{2} \). From Ikehara’s tauberian theorem we get immediately

\[
\sum_{\rho(m) \leq X \atop |m| \text{ odd}} 1 = o(e^X).
\]

Thus \( \pi_2(X) = o(e^X) \) and this completes the proof of the corollary.

Proposition 3.6. If \( |s - 1| < \delta \) with \( s \) real we have \( \theta(s) > 0 \).

Proof. Fix \( s \) and denote by \( k \) the order of multiplicity of the eigenvalue \( \theta(s) \). We have for all \( n \geq 1 \)

\[
\text{Tr}(v^n(s)) = \sum_{i=1}^{\infty} \theta_i^n,
\]

where as in the proof of the previous corollary \( |\theta_1| \geq |\theta_2| \geq \ldots \) are the eigenvalues of \( L(s) \). Since \( \sum_{i=1}^{\infty} |\theta_i| < +\infty \) (because \( v(s) \) is of order 0 from Theorem 3.3) and \( (\theta_i/\theta(s))^n \to 0 \) for \( \theta_i \neq \theta(s) \) and \( n \to \infty \) we obtain

\[
\lim_{n \to \infty} \frac{\text{Tr}(v^n(s))}{\theta^n(s)} = k.
\]

This implies \( \theta(s) > 0 \) since if \( s \) is real \( \text{Tr}(v^n) > 0 \) for all \( n \geq 1 \) from Theorem 3.3.

The following inequality is fundamental. It combines \( \theta(s) \) and the ergodic properties of \( T \), the transformation of continued fractions. This inequality
will allow us to explicitly compute $\theta'(1)$ and thus the residue of $F(s)$ at $s = 1$.

**Theorem 3.6.** For $|s - 1| < \delta$ with $s$ real we have $\log \theta(s) \geq (1 - s)h_{\mu}(T)$ where $h_{\mu}(T)$ is the entropy of $T$ with respect to Gauss’s measure $\mu$.

**Proof.** Let $f \in E$. We have

$$L^n(s)(f) = \sum_{a_1, \ldots, a_n} (f \circ T_{a_1} \circ \ldots \circ T_{a_n})(T_{a_1} \circ \ldots \circ T_{a_n})^{2s} \ldots (T_{a_n})^{2s},$$

$$\|L^n(s)\| \geq \max_{D_n} \left| \sum_{a_1, \ldots, a_n} (T_{a_1} \circ \ldots \circ T_{a_n})^{2s} \ldots (T_{a_n})^{2s} \right|$$

$$\geq \max_{[0,1]} \left| \sum_{a_1, \ldots, a_n} (T_{a_1} \circ \ldots \circ T_{a_n})^{2s} \ldots (T_{a_n})^{2s} \right| (s \in \mathbb{R}).$$

For $x \in [0,1]$ $(T_{a_1} \circ \ldots \circ T_{a_n})(x) \ldots T_{a_n}(x) = yTy \ldots T^{n-1}y$, where $y$ is given by

$$y = [0, a_1, \ldots, a_n + x] = \frac{xp_{n-1} + p_n}{xq_{n-1} + q_n}.$$  

Hence from Lemma 2.1

$$yTy \ldots T^{n-1}y = \frac{1}{xq_{n-1} + q_n}.$$  

Thus

$$\max_{[0,1]} \sum_{a_1, \ldots, a_n} (T_{a_1} \circ \ldots \circ T_{a_n})^{2s} \ldots (T_{a_n})^{2s} = \sum_{a_1, \ldots, a_n} \frac{1}{q_{n}^{2s}}.$$  

From the previous equality, the spectral radius formula and Proposition 3.6 we obtain

$$\log \theta(s) = \lim_{n \to \infty} \frac{1}{n} \log \|L^n(s)\| \geq \limsup_{n \to \infty} \frac{1}{n} \log \sum_{a_1, \ldots, a_n} \frac{1}{q_{n}^{2s}}.$$

Let $I_{a_1, \ldots, a_n}$ be the fundamental interval corresponding to $a_1, \ldots, a_n$. Since the fundamental intervals generate the Borel subsets of $[0,1]$ we deduce from the Kolmogorov–Sinai Theorem

$$(s - 1)h_{\mu}(T) = \lim_{n \to \infty} \frac{-1}{n} \sum_{a_1, \ldots, a_n} \mu(I_{a_1, \ldots, a_n}) \log \mu(I_{a_1, \ldots, a_n})^{s-1}.$$  

From the convexity of the function $- \log$ we get

$$(1 - s)h_{\mu}(T) \leq \liminf_{n \to \infty} \frac{1}{n} \log \sum_{a_1, \ldots, a_n} \mu(I_{a_1, \ldots, a_n})^s.$$  

If $m$ denotes the Lebesgue measure, the inequality $\mu(A) \leq (\log 2)^{-1}m(A)$
valid for all Borel subsets $A$ of $[0,1]$ leads to

$$(1-s)h_\mu(T) \leq \liminf_{n \to \infty} \frac{1}{n} \log \sum_{a_1, \ldots, a_n} m(I_{a_1, \ldots, a_n})^s$$

$$\leq \liminf_{n \to \infty} \frac{1}{n} \log \sum_{a_1, \ldots, a_n} \left( \frac{1}{q_n(q_n + q_{n-1})} \right)^s$$

$$\leq \liminf_{n \to \infty} \frac{1}{n} \log \sum_{a_1, \ldots, a_n} \frac{1}{q_n^s} \leq \log \theta(s).$$

This proves the desired inequality. 

The function $\log \theta(s) - (1-s)h_\mu(T)$ is $\geq 0$ for $1 - \delta < s < 1 + \delta$ and vanishes at $s = 1$, thus its derivative is zero at $s = 1$ and we get $\theta'(1) = -h_\mu(T)$. Hence applying Ikehara's theorem for the function $F(s) = \int_0^\infty e^{-st} d\pi_1(t)$ we obtain from Corollary 3.4

$$\sum_{\varphi(m) \leq X} \frac{1}{m} \sim \frac{3}{\pi^2} \log 2 \pi e^X \quad (X \to \infty).$$

From Proposition 3.3 and $\pi_2(X) = o(e^X)$ (Corollary 3.4(iii)) we get the desired theorem:

**Theorem II.**

$$\sum_{\varphi(x) \leq X} \frac{1}{x} \sim \frac{3}{\pi^2} \log 2 \pi e^X \quad (X \to +\infty).$$

Notice that in this theorem we can restrict ourselves to the reduced quadratic numbers $x$ such that $\text{per}(x)$ is even.

**References**


URA 225
UNIVERSITÉ DE PROVENCE, U.F.R.-M.I.M.
3, PLACE VICTOR HUGO
13331 MARSEILLE CEDEX 3, FRANCE

Received on 10.7.1990
and in revised form on 5.6.1991 (2060)