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Introduction. In the first part of this paper (§ 1–§ 3) we study the specialization of a symmetric bilinear or quadratic form over a field $K$ with respect to a place $\lambda: K \to L \cup \infty$, provided the form has "good reduction". We have to distinguish between symmetric bilinear and quadratic forms since we do not exclude fields of characteristic 2. A typical result obtained by this theory is the following: We denote a symmetric bilinear form by the corresponding symmetric matrix of its coefficients. Let $k(t)$ be the field of rational functions in independent variables $t_1, \ldots, t_r$ over a field $k$. Consider symmetric bilinear forms $(f_t(t)), (g_t(t))$ over $k(t)$ whose coefficients $f_t(t), g_t(t)$ are polynomials. Assume that the form $(g_t(t))$ is represented by $(f_t(t))$. Assume further that $\sigma$ is an $r$-tuple in $k^r$ such that the form $(f_\sigma(t))$ over $k$ is non singular. If $\text{char } k \neq 2$ the following holds true:

(i) If also $(g_\sigma(t))$ is non singular, then this form is represented by $(f_\sigma(t))$ over $k$ (see § 2).

(ii) If $(g_\sigma(t))$ is a diagonal matrix with $m$ rows and columns and if $\sigma$ is a non singular zero of each polynomial $g_{\alpha}(t)$, then the form $(f_\sigma(t))$ has Witt index $\geq m/2$ if $m$ is even and $\geq (m+1)/2$ if $m$ is odd (see § 3).

The assertion (i) may be considered as a generalization of the principle of substitution of Cassels and Pfister ([15], p. 366; [10], p. 20). At the end of Section 3 (Proposition 3.6) we shall also generalize the subform theorem of Cassels and Pfister ([15], p. 366; [10], p. 20).

Using the result quoted above and a similar result for $\text{char } k = 2$ we prove in the last section § 4 a theorem about the polynomials in $k[t]$ which can occur as norms of similarity over $k(t)$ for a fixed symmetric bilinear form defined over $k$. Special cases of this norm theorem have been used in a crucial way by Arason and Pfister in [1] and by Elman and Lam in [5].
In general our results about quadratic forms are much less complete than those about bilinear forms.

Although the language of forms is quite natural to describe the main results of this paper, we use in the body of the paper the geometric language of quadratic and bilinear spaces, since the geometric language seems to be more suitable to understand the proofs.

The theory developed here will be applied in a subsequent paper about the behavior of quadratic forms in transcendental field extensions [9].

§ 1. Preliminaries about bilinear and quadratic spaces. We recall some standard notations and well-known facts about symmetric bilinear and quadratic forms over a (not necessarily noetherian) local ring $A$.

For proofs of statements given here without further reference and moreover for the basic theory over arbitrary commutative rings the reader may consult Chapter V of [3], [13], [7] and § 1 of [3]. In the present paper essentially only the case that $A$ is a field or a valuation ring will play a role.

A free (symmetric) bilinear module $(E, B)$ over $A$ is a finitely generated free $A$-module $E$ equipped with a symmetric bilinear form $B : E \times E \to A$. We often denote $(E, B)$ by a symmetric matrix $(a_{ij})$ with $a_{ij} = B(x_i, x_j)$ for some basis $x_1, \ldots, x_n$ of $E$ over $A$. We say that $(E, B)$ is singular if $B$ is non singular, or that $(E, B)$ is a bilinear space, if det$(a_{ij})$ lies in the unit group $A^\times$ of $A$, i.e. if $x \mapsto B(-, x)$ is a bijection from $E$ to the dual module $\text{Hom}_A(E, A)$. A free quadratic module $(E, q)$ over $A$ is a finitely generated free $A$-module $E$ equipped with a quadratic form $q$, i.e. with a mapping $q : E \to A$ such that $q(cx) = c^2 q(x)$ and $B(x, y) := q(x + y) - q(x) - q(y)$ is bilinear in $x$ and $y$, for $c \in A$, $x$ and $y \in E$. We say that $(E, q)$ or $q$ is non singular if or that $(E, q)$ is a quadratic module if the associated bilinear form $B$ is non singular. A quadratic module $(E, q)$ will often be denoted by a symmetric matrix $[a_{ij}]$ in square bracket with $a_{ij} = q(x_i, x_j), a_{ji} = B(x_i, x_j)$ if $i \neq j$, for some basis $x_1, \ldots, x_n$ of $E$.

If $2$ is a unit in $A$, there is no essential difference between quadratic and bilinear modules, since then any bilinear form $B$ corresponds to a unique quadratic form $q(x) = \frac{1}{2} B(x, x)$.

For a free quadratic module we always denote the quadratic form by the letter $q$ and the associated bilinear form by $B$ as far as no confusion is possible, and we often write $E$ instead of $(E, q)$. Similarly we denote the bilinear form of a free bilinear module usually by the letter $B$, and we often write $E$ instead of $(E, B)$. If we use the word “space” without further specification we regard bilinear and quadratic spaces at the same time. The rank of a free finitely generated $A$-module $V$ will be denoted by $\dim V$.

Let $\varphi : A \to A'$ be a homomorphism between (local) rings (of course $\varphi(1) = 1$). For any free bilinear or quadratic module $E$ we denote by $\varphi_E(E)$ the $A'$-module $E \otimes_A A'$ equipped with the bilinear resp. quadratic form which is deduced from the form on $E$ by base extension ([4], § 1 no 4, § 3 no 4). We often write $E \otimes_A A'$ or $E \otimes A'$ instead of $\varphi_E(E)$ if it is clear which map $\varphi$ is considered.

Let $E$ be a free quadratic or bilinear module over $A$. We call a sub-module $V$ of the $A$-module $E$ a direct submodule if $E = V \oplus W$ with some other submodule $W$ ($\cong$ means the module sum, without regarding forms). If $A$ is a valuation ring then for any submodule $V$ of $E$ the module $V^\perp$ consisting of all $x$ in $E$ such that $B(V, x) = 0$ is a direct submodule, for $E/V^\perp$ is torsion free and finitely generated and hence free.

We call the bilinear or quadratic module $E$ isotropic if $E$ has a direct submodule $V \neq 0$ which is totally isotropic, i.e. $q(V) = 0$ in the quadratic case and $B(V \times V) = 0$ in the bilinear case. If $E$ is not isotropic, we say $E$ is anisotropic. Notice that if $A$ is a field any anisotropic bilinear module over $A$ must be $0$, and that in case char$A = 2$ there exist anisotropic quadratic modules which are not spaces.

A quadratic space $E$ over $A$ is called hyperbolic, if $E$ contains a totally isotropic direct submodule $V$ such that $V^\perp = V$. Then $E$ is isomorphic to the orthogonal sum $t \times H$ of $t = \frac{1}{2} \dim E$ copies of the hyperbolic plane $H = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}$. Similarly a bilinear space $E$ is called metabolic, if $E$ contains a direct submodule $V = V'$. A metabolic bilinear space is isomorphic to the orthogonal sum of spaces $(a \mathbf{1}, 1)$ with some $a \in A$.

Every quadratic resp. bilinear space $E$ has an orthogonal decomposition

\[(\ast) \quad E = E_0 \perp M\]

with $E_0$ anisotropic and $M$ hyperbolic resp. metabolic. Now in the quadratic case Witt’s cancellation law is true, since $A$ is local [9], i.e.

\[(\ast \ast) \quad E_1 \perp G \cong E_2 \perp G \iff E_1 \cong E_2\]

for quadratic spaces $E_1, E_2, G$ over $A$ ("\cong" means "isomorphic"). Furthermore $M \cong t \times H$ with some $t > 0$. Thus in the decomposition (\ast) the number $t = \frac{1}{2} \dim M$ and up to isomorphism the space $E_0$ is uniquely determined by $E$. We call $t$ the index of $E$ and $E_0$ a kernel space of $E$ and write $t = \text{ind} E, E_0 = \text{Ker}(E)$, $M = H$. If $A$ is a field of char$2$ then in the bilinear case the cancellation law fails, but the space $E_0$ in (\ast) is up to isomorphism still uniquely determined by $E$ ([17], § 8.2, [11]). We again call $E_0$ a kernel space of $E$ and $t = \frac{1}{2} \dim M$ the index of $E$ and write $E_0 = \text{Ker}(E)$, $t = \text{ind} E$. 


We call two bilinear resp. quadratic spaces $E$ and $F$ over a field $K$ weakly equivalent, and write $E \sim F$, if there exist bijective resp. hyperbolic spaces $M$ and $N$ such that $E \perp M \cong F \perp N$. If well-defined kernel spaces exist, this means $Ker(E) \cong Ker(F)$. The equivalence class of a space $E$ will be denoted by $[E]$. For any space $E$ we denote by $-E$ the module $E$ equipped with the form $-E$ resp. $-q$, where $E$ resp. $q$ denotes the form of the original space. The space $E \perp (\sim E)$ is always weakly equivalent resp. hyperbolic. Thus the equivalence classes of bilinear or quadratic spaces form an abelian group under the addition $[E]+[F] = [E \oplus F]$, and the inverse of a class $[E]$ is $-[E]$. This group is called the Witt group $W(A)$ of bilinear spaces over the Witt group $W(A)$ of quadratic spaces over $A$.

In fact, $W(A)$ is even a commutative ring under the multiplication $[E][F] = [E \otimes F]$. Here $E \otimes F$ denotes the tensor product of the $A$-modules $E$ and $F$ equipped with the tensor product of the bilinear forms of $E$ and $F$ ([4], §1 no 9). (Furthermore $W(A)$ is a $W(A)$-module; we shall not need this fact.) Clearly a ring homomorphism $\phi: A \to A'$ (with $\phi(1) = 1$ of course) induces homomorphisms $W(\phi): W(A) \to W(A')$ and $W_0(\phi): W_0(A) \to W_0(A')$ which map the class $[E]$ of a space $E$ to the class $\phi_*([E])$.

We now give a description of the ring structure of $W(A)$, by generators and relations. Any bilinear space $E$ over $A$ which contains an element $e$ with $E(e,e) \in A^*$ has an orthogonal basis, i.e.

$E \cong (a_1, \ldots, a_n)$

with some $a_i \in A$. As usual we denote the right hand side also by $(a_1, \ldots, a_n)$. Note that if 2 is a unit of $A$ every bilinear space $E \not= 0$ contains some $x$ with $E(x,x) \in A^*$. Any way for an arbitrary local ring $A$ the ring $W(A)$ is totally generated by the classes $[a]$ of spaces of rank one. We write $[a]$ instead of $\{[a]_a\}$. Let $G$ denote the group $A^{\oplus n}/A^{\oplus m}$ of square classes $\langle a \rangle = a^m$. We have a ring homomorphism $\phi$ from the group ring $Z[\phi]$ onto $W(A)$ mapping $\langle a \rangle$ to $[a]$. Let $m$ denote the maximal ideal of $A$. The following well known theorem will be used in this paper only for $m = 0$.

**Theorem 1.1.** ([19], Satz 1, [7], §6, [2], §1). Assume $A$ contains two more than two elements. Then the kernel of $\phi$ is totally generated by the elements $\langle a \rangle \leftrightarrow \langle a \rangle$ and the elements $\langle a \rangle \leftrightarrow \langle a \rangle - \langle b \rangle - \langle c \rangle$ such that ($a \neq a \neq a$), $b \neq b \neq b$ and $b = c * a + b * d$, with $c$ and $d$ in $A$.

We close this section with some remarks on quadratic modules. The following generalization of Witt's cancellation theorem is an immediate consequence of Satz 0.1 in [6].

**Proposition 1.2.** Let $M$ and $N$ be free quadratic modules over a local ring $A$ and let $G$ be a quadratic space over $A$. If $G \perp N$ represents $G \perp M$ then $N$ represents $M$.

For any quadratic module $E$ over a field $K$ we call the submodule consisting of all $x$ in $E$ with $B(x,x) = 0$ the quadratic part of $E$. We say that $E$ is non degenerate if the quadratic part of $E$ is anisotropic (in difference to the terminology in [6]). Notice that in the case char $K \neq 2$ the quadratic part of a non degenerate module $E$ must be zero and thus $E$ must be a space. Any non degenerate quadratic module $E$ over $K$ has a decomposition

$E \cong r \times \left[ \begin{array}{c} 0, 1, \ldots, 1 \end{array} \right] \oplus V$

with some $r \geq 0$ and $V$ anisotropic (cf. [2], p. 160). By Proposition 1.2 the number $r$ and up to isomorphy the quadratic module $E_0$ are uniquely determined by $E_0$. We call $r$ the index of $E$ and $E_0$ a kernel module of $E$. Any maximal totally isotropic submodule $V$ of $E$ has rank $r$. Indeed, $V$ has intersection zero with the quadratic part $E$ of $E$. Thus $B = B \oplus V \oplus W$ with some other module $W$. The module $U = V \oplus W$ must be a space. Thus $V$ is contained in a hyperbolic space $M \subset U$ of rank $2dim V$ (e.g., [7], Satz 3.2.1). We have $E \cong M \perp M \perp M$ must be anisotropic due to the maximality of $V$.

**§ 2. Good reduction of spaces.** We consider a fixed place $\lambda: K \to \mathfrak{L} \cup \infty$ with $K$ and $L$ fields of arbitrary characteristic. We denote by $\mathfrak{L}$ the valuation ring of $\lambda$, by $m$ the maximal ideal of $\mathfrak{L}$ and by $\mu$ the restriction $\lambda \to L$ of $\lambda$.

**Lemma 2.1.** Assume $M_1$ and $M_2$ are (quadratic or bilinear) spaces over $\mathfrak{L}$ such that $M_1 \otimes \mathfrak{L} \cong M_2 \otimes \mathfrak{L}$. Then $M_1 \sim M_2$. In the quadratic case even $M_1 \cong M_2$.

If char $\mathfrak{L} \neq 2$ there is of course no distinction between the quadratic and the bilinear case.

**Proof of Lemma 2.1.** Since $\phi$ is a Prüfer ring the maps $W(\mathfrak{L}) \to W(K)$ and $W(\mathfrak{L}) \to W(K)$ induced by the inclusion $\mathfrak{L} \to K$ are injective. This is proved in [7], §11, or [13], p. 93, in the bilinear case. (In [13] only Dedekind rings are considered, but the proof holds for Prüfer rings.) The quadratic case can be settled in the same way. Thus $M_1 \sim M_2$. Since $M_1$ and $M_2$ have the same rank we obtain in the quadratic case $M_1 \cong M_2$ (see §1). q.e.d.

We say that a quadratic or bilinear space $E$ over $K$ has good reduction with respect to $\lambda$, if $E$ contains a quadratic resp. bilinear space over $\mathfrak{L}$ of full rank, in other words, if $E \cong M \otimes \mathfrak{L}$ with some space $M$ over $\mathfrak{L}$. By Lemma 2.1 the space $\mu_*(M)$ is up to Witt-equivalence uniquely determined by $E$. We denote the class $\mu_*(M)$ in $W(E)$ by $\lambda_*(E)$. It clearly depends only of the class $[E]$ in $W(K)$. In the quadratic case by Lemma 2.1 even the space $\mu_*(M)$ over $L$ is up to isomorphism uniquely determined.
by $E$, and will be denoted by $\lambda_*(E)$. We call $\lambda_*(E)$ the reduction or specialization of $E$ with respect to $\lambda$. Assume now that $\text{char } L = 2$ and $E$ is bilinear. We say that $E$ has very good reduction, if $E$ contains a bilinear space $M$ over $\mathbb{Q}$ of full rank such that the space $M/mM = \mathbb{Q} \otimes \mathbb{Q}/m$ is anisotropic. Then for any other space $M'$ over $\mathbb{Q}$ of full rank contained in $M$ we obtain from $M'/mM' \sim M/mM$ that $M/mM$ is isomorphic to a kernel space of $M'/mM'$ (see § 1) and thus $M'/mM' \cong M/mM$, since the ranks are equal. Thus also $M'/mM'$ is anisotropic and $\mu_*(M) \cong \mu_*(M')$. We again call $\mu_*(M)$ the reduction or specialization $\mu_*(E)$ of $E$.

The later Example 2.6 (i) shows that in the bilinear case with $\text{char } L = 2$ “good reduction” is not enough to ensure the uniqueness of $\lambda_*(E)$.

**Proposition 2.2.** Let $E = F \perp G$ be an orthogonal decomposition of a space $E$ over $\mathbb{K}$.

(i) If $E$ and $F$ have good reduction, then also $G$ has good reduction and $\lambda_*(E) = \lambda_*(F) + \lambda_*(G)$.

In the quadratic case even $\lambda_*(E) = \lambda_*(F) \perp \lambda_*(G)$.

(ii) Assume $E$ is bilinear and $\text{char } L = 2$. If $E$ has very good reduction and $F$ has good reduction, then $F$ and $G$ both have very good reduction and again $\lambda_*(E) = \lambda_*(F) \perp \lambda_*(G)$.

**Remark.** We shall see in § 3 (Proposition 3.2) that in assertion (ii) the assumption that $F$ has good reduction can be dropped.

**Proof.** We chose a decomposition $E = G_2 \perp G_2$ with $G_2$ anisotropic and $G_1$ hyperbolic resp. metabolic. It is easy to find a space $E_1$ over $\mathbb{Q}$ of full rank in $G_1$. It remains to find such a space in $G_2$. Clearly $G_2$ is a kernel space of $E \perp (-F)$. We chose spaces $M \perp N$ over $\mathbb{Q}$ of full rank in $E$ and $F$. We further chose a decomposition $M \perp (-N) \cong H_2 \perp S$ into an anisotropic space $E_2$ and a hyperbolic resp. metabolic space $S$. The space $R_2 \otimes \mathbb{Q}$ is again anisotropic (see [7], § 11.1), hence

$$R_2 \otimes \mathbb{Q} \cong \text{Ker } (E \perp (-F)) \cong G_2,$$

and $E = R_2 \otimes R_1$. We see that $G' = \lambda(E)$ has good reduction, and obtain from $E = (N \perp R) \otimes \mathbb{Q}$, that $\lambda_*(E) = \lambda_*(F) + \lambda_*(G)$ and in the quadratic case $\lambda_*(E) = \lambda_*(F) \perp \lambda_*(G)$.

Assume now that $\text{char } L = 2$ and $E$ is a bilinear space with very good reduction. Then $N/mN \perp R/mR$ is anisotropic. Thus both summands are anisotropic and assertion (ii) follows. q.e.d.

If $M$ and $N$ are quadratic or bilinear free modules over a local ring $A$, we say that $M$ is represented by $N$ and write $M \preceq N$, if $N$ contains a direct submodule $M' \cong M$ (isomorphism respecting the forms). If $M$ is a space this implies $N \subseteq M \perp T$ with a suitable quadratic resp. bilinear module $T$. Of course if $N$ and $M$ are both spaces also $T$ is a space. Up to the last part of this section we shall only deal with representations of spaces by spaces.

**Corollary 2.3.** Assume $A$ is a regular local ring with quotient field $K$ and maximal ideal $\mathfrak{M}$ and that $M$ and $N$ are spaces over $A$.

(i) In the quadratic case $M \otimes \mathbb{Q} K \preceq N \otimes \mathbb{Q} K$ implies $M/\mathfrak{M} N < N/\mathfrak{M} N$.

(ii) If $2 \not\in \mathfrak{M}$ the same holds true in the bilinear case, if in addition $N/\mathfrak{M} N$ is anisotropic.

**Proof.** It is easy to construct a place $\lambda: K \rightarrow A/\mathfrak{M} \cup \infty$ which on $A$ coincides with the evident map $A \rightarrow A/\mathfrak{M}$. In fact, let $t_1, \ldots, t_r$ denote a regular system of parameters of $A$. We show the existence of $\lambda$ by induction on $r$. If $r = 1$ take the canonical place associated with the valuation ring $A$. Assume now $r > 1$ and let $p$ denote the prime ideal $At_p$. Clearly $A_p$ is a valuation ring and $L: = A_p/\mathfrak{m}A_p$ may be regarded as the quotient field of the ring $A_p$, which is again regular. By induction hypothesis there is a place $\lambda: L \rightarrow A/\mathfrak{M} \cup \infty$ which coincides on $A_p$ with the evident map from $A_p/\mathfrak{m}A_p$ to $A/\mathfrak{M}$. Let $\beta: K \rightarrow \mathbb{Q} \cup \infty$ denote the canonical place associated with $A_p$. The place $\lambda = \alpha \beta$ fulfills our requirements.

We now obtain the assertions of Corollary 2.3 applying Proposition 2.2 with $E: = N \otimes \mathbb{Q} A$, $F: = M \otimes \mathbb{Q} A$ and $G$ a space over $K$ such that $E = F \perp G$. q.e.d.

**Remarks 2.4.** (a) If in part (ii) of Corollary 2.3 we do not assume that $N/\mathfrak{M} N$ is anisotropic, then it still can be shown that $M/\mathfrak{M} M$ is “stably represented” by $N/\mathfrak{M} N$, i.e. $M/\mathfrak{M} M \otimes S$ is represented by $N/\mathfrak{M} N \otimes S$ for some space $S$ over $A/\mathfrak{M}$.

(b) It is unknown whether for a regular local ring $A$ with quotient field $K$ the canonical maps $W(A) \rightarrow W(K)$ and $Wg(A) \rightarrow Wg(K)$ are injective. Corollary 2.3 gives a small hint that this might be true.

As a special case of Corollary 2.3 we obtain

**Corollary 2.5 (Principle of substitution).** Let $(f_0(t))_{t \in \mathbb{K} \cup \infty}$ and $(g_0(t))_{t \in \mathbb{K} \cup \infty}$ be symmetric matrices of polynomials in an arbitrary number $r$ of variables $t = (t_1, \ldots, t_r)$ over an arbitrary field $k$. Let further $e = (e_1, \ldots, e_r)$ be an $r$-tuple with coordinates $e_i$ in a field extension $L$ of $k$.

(i) If the quadratic modules $[g_0(e)]$ and $[f_0(e)]$ over $L$ are nonsingular and if the module $[g_0(t)]$ over $K(t)$ is represented by $[f_0(t)]$, then $[g_0(t)]$ is represented by $[f_0(t)]$.

(ii) The analogous statement holds for the bilinear modules $(g_0)(e), (g_0(t)), (f_0(t)), (g_0(e))$, if we assume in the case char $k = 2$ in addition that $(g_0(e))$ is anisotropic.
Proof. \((g_0(t))\) resp. \((g_0(t))\) is a forterior represented by \([f_0(t)]\) resp. \((f_0(t))\) over \(L(t)\). Thus it suffices to consider the case \(L = k\). Now apply Corollary 2.3 with \(A = k[t]\), where \(p\) denotes the ideal of \(k[t]\) generated by \(t_1 - e_1, \ldots, t_n - e_n\), q.e.d.

Remark. Corollary 2.5 (ii) is in the case \(m = 1\) and all \(f_0(t)\) constant the well known principle of substitution of Cassels and Pfister ([15], p. 385, [16], p. 20). In this case no additional assumption is needed if \(char k = 2\). In fact, we may assume again that \(L = k\). Let \(E\) denote the space \((f_0)\) over \(k\). We consider a decomposition

\[ E = E_0 \perp \begin{pmatrix} a_1 & 1 \\ 1 & 0 \end{pmatrix} \perp \cdots \perp \begin{pmatrix} a_n & 1 \\ 1 & 0 \end{pmatrix} \perp \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} \times \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} \]

with \(E_0\) anisotropic and minimal \(r\). Then the subspace

\[ \tilde{E} = E_0 \perp \begin{pmatrix} a_1, \ldots, a_n \end{pmatrix} \]

is anisotropic. \((g_{1i}(t))\) is already represented by \(E_0 \otimes k(t)\), and our Corollary 2.5 shows that \((g_{1i}(x))\) is represented by \(E_0\), hence by \(E\).

Examples 2.6. (i) Assume \(k\) is a field of characteristic 2 which is not perfect, and let \(a\) be an element of \(k\) which is not a square. Then there is a variable \(t\) the spaces \((1, 1 + at^2)\) and \((a, a(1 + at^2))\) over \(k(t)\) are isomorphic. Subtracting \(t = 0\) we obtain the spaces \((1, 1)\) and \((a, a)\) over \(k\), which are not isomorphic. \((1, 1 + at^2)\) represents \((a)\) over \(k(t)\), but \((1, 1)\) does not represent \((a)\) over \(k\). This shows that even for \(m = 1\) an additional assumption is needed in Corollary 2.5 (ii) if \(char k = 2\) and the \(f_0(t)\) are constant.

(ii) For \(m = 2\) and \(char k = 2\) already an additional assumption is needed if \(f_0(t)\) are constant. For example with the element \(a\) from above the spaces \((1, 1, a)\) and \((a + t^2, a + t^2, a)\) over \(k(t)\) are isomorphic (see [11], Theorem 3, or [7], Satz 8.3.1). Thus \((1, 1, a)\) represents the anisotropic space \((a, a + t^2)\) over \(k(t)\). But \((1, 1, a)\) does not represent \((a)\) over \(k\). Indeed, otherwise \((1, 1, a)\) would be isomorphic to \((a, a, a)\) which is absurd, since \((a, a, a)\) does not represent \((1)\).

Proof. There exists some decomposition

\[ N/m N = N_1 \perp N_2 \]

with \(N_i\) a space over \(a/m\) and \(N_2\) the quasi-linear part of \(N/m N\). This decomposition can be lifted to a decomposition \(N = N_1 \perp N_2\) (e.g. [6], p. 259). Since \(N_2\) is anisotropic it is easy seen that \(N_2\) is the set of all \(x\) in the submodule \(N_2 \otimes K\) of \(E\) with \(q(x) = 0\). Now assume that \(x\) is a vector in \(E\) such that \((g(N) + ox)\) is still contained in \(a\). We have \(x = x_1 + x_2\) with \(x_1\) in \(N_1 \otimes K\). Clearly \(B(x_1, N_1) = B(x_2, N_2) = 0\). This implies \(x_1 \in N_1\), since \(N_1\) is a space. Thus \(N + ox = N + ox_2\). In particular \(q(x_2) = 0\), which implies \(x_2 \in N_2\), as stated above. This completes the proof. q.e.d.

Lemma 2.8. Let \(M\) and \(N\) be free quadratic modules over \(a\) such that \(M/m M\) and \(N/m N\) are non degenerate. Assume \(N_0 \otimes K\) represents \(M \otimes K\).

Then \(N/m N\) represents \(M/m M\). If \(M\) is a space over \(a\) or if \(N/m N\) is anisotropic, then \(N\) represents \(M\).

Proof. (a) We shortly write \(M\) for \(M/m M\), \(N\) for \(N/m N\), and \(a/m\). We first consider the special case that \(M\) is a space over \(a\) and have to show \(M < N\). By Proposition 1.1 it suffices to show \(M \perp (-M) < N \perp (-M)\).

\[ M_0 \perp (-M) \cong r \times \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} \]

for some \(r > 0\). Thus we see again by Proposition 1.1 that it suffices to prove our assertion in the special case \(M \cong \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}\), which we consider now.

We regard \(N\) as a lattice of \(E = N \otimes K\). Since \(E\) represents a hyperbolic plane, there exists some \(x\) in \(N\) with \(q(x) = 0\) and \(x\) a direct summand of the \(a\)-module \(N\). The ideal \(B(x, N)\) of \(a\) is finitely generated, thus \(B(x, N) = ax\) with some \(a \neq 0\) in \(a\). Assume \(ax = 0\). Then one immediately sees, that \(q\) takes on \(N + ax\) only in \(a\). This contradicts Lemma 2.7. Thus \(a = 0\) and there exists some \(y\) in \(N\) with \(B(x, y) = 1\). (This is a very classical argument, see e.g. [14], p. 235). The submodules \(ax + oy\) of \(N\) is non singular and in particular a direct summand of \(N\). Furthermore \(ax + oy\) is isotropic and thus hyperbolic.

(b) We now consider the general case. As explained in the proof of Lemma 2.7, we have a decomposition \(M = M_1 \perp M_2\) with \(M_1\) a space over \(a\) and \(B(M_1 \times M_2) = 0\). We know by part (a) of the proof that \(M_1 \subset N\), and thus \(N \cong M_1 \perp N_1\) with some quadratic module \(N_1\). By Proposition 1.1 we obtain from \(M \otimes K < N \otimes K\) that \(M_2 \otimes K \subset N_2 \otimes K\). It suffices to show that \(M_2/m M_2\) is represented by \(N_2/m N_2\). We thus have reduced the proof to the special case that \(B(M \times M) < m\) in addition to the assumptions of the proposition.
We again regard $N$ as a lattice in $E := N \otimes K$ and regard $M$ as a lattice in $F := M \otimes K$. We assume without loss of generality that $F$ is a submodule of $E$ over $K$. Now the intersection $N_f := N \cap F$ is contained in $M$ since $M$ is the set of all $z$ in $F$ with $g(z) = 0$. By the elementary divisor theorem there exists a basis $x_1, \ldots, x_m$ of $M$ and a basis $y_1, \ldots, y_m$ of $N_f$ such that $y_i = a_i x_i$ with $a_i$ in $N$. We may assume that there is some $s$ in $[0, m]$ such that $a_i = 1$ for $1 \leq i \leq s$ and $a_{s+t} = 0$ for $s+t \leq m$. If $t > s$, then $N_f = M$ and thus $M < N_f$. Certainly $s < m$ if $N_f$ is anisotropic. Since we assume $s < m$, let $V$ denote the image of the direct summand $N_f$ of $N$ in $N_f$. Since $B(M \times M) = m$ we have $B(N_f, N_f) = m$ and thus $B(V \times V) = 0$. Let $a_i$ denote the image of $g(a_i)$ in $K$. Then

$$M \cong [a_1] \oplus \ldots \oplus [a_m],$$

and

$$V \cong [a_s] \oplus [a_{s+1}] \oplus \ldots \oplus [a_m] \oplus [m-s] \times [0].$$

Let further $V_0$ denote the intersection of $V$ with the quasi-linear part $R$ of $N_f$. Since $V_0$ is an anisotropic submodule of $V$, clearly $V_0$ is represented by $[a_1] \oplus \ldots \oplus [a_s]$, i.e.

$$[a_1] \oplus \ldots \oplus [a_s] \cong V_0 \subset [a_1] \oplus \ldots \oplus [a_s].$$

with $t = \dim V_0$ and suitable elements $c_1, \ldots, c_{m-t}$ in $K^*$. (Read $V_0$ for the right hand side if $t = s$.) Thus we have a decomposition $V = V_0 \perp U$ where $U$ is a submodule of $V$ with

$$U \cong [a_{s+1}] \oplus \ldots \oplus [a_m] \oplus [m-s] \times [0].$$

(The $[c_j]$ have to be omitted if $t = s$.) Now we choose a submodule $W$ of $N_f$ such that

$$N_f = U \oplus W \cong R \perp (U \oplus W).$$

The submodule $P := U \oplus W$ must be a space. Let $u_1, \ldots, u_{m-t}$ denote a basis of $U$ with $g(u_i) = c_i$ for $1 \leq i \leq s-t$ and $g(u_i) = 0$ for $s-t < i \leq m-t$. Since $B(U \times U) = 0$, we can find elements $x_1, \ldots, x_{m-t}$ in $P$ such that $B(x_i, x_i) = 0$ and $B(x_i, x_j) = 0$ for $i$ and $j$ in $[1, m-t]$ (c.f. [7], Satz 3.2.1). Thus we finally obtain a decomposition

$$N_f = R \perp (k_{u_1} + k_{x_1}) \perp \ldots \perp (k_{u_{s-t}} + k_{x_{s-t}}) \perp Q$$

with some space $Q$. Now $E$ represents $V_0$ and $k_{u_1} + k_{x_1}$ represents $[c_1]$ for $1 \leq i \leq s-t$. For $s-t < i \leq m-t$ the space $k_{u_1} + k_{x_1}$ is hyperbolic and certainly represents $[c_{s+1}]$. We see that $N_f$ indeed represents $M$, since by $(\ast)$ and $(\ast \ast)$

$$M \cong V_0 \subset [a_1] \oplus \ldots \oplus [a_{m-t}] \oplus [a_{m-t+1}] \oplus \ldots \oplus [a_m].$$

q.e.d.

We say that a quadratic module $E$ over $K$ has nearly good reduction with respect to $\lambda$ if $E$ contains a quadratic $\mu$-module $M$ of full rank with $M \cap M$ non degenerate. We then denote by $\lambda_\mu(M)$ the quadratic module $\mu(M)$ over $L$ with $\mu : L \rightarrow L$ the restriction of $\lambda$. By the just proved Lemma 2.8 the quadratic module $\lambda_\mu(E)$ depends up to isomorphism only on $E$ and $\lambda$.

We now obtain from Lemma 2.8 the following generalization of Proposition 2.2 for quadratic modules:

**Proposition 2.9.** If $E$ and $N$ are quadratic modules over $K$ with nearly good reduction with respect to $\lambda : K \rightarrow L \cap K$, and if $E \prec N$, then $\lambda_\mu(N) < \lambda_\mu(N)$.

**Corollary 2.10.** The assertion (i) of Corollary 2.3 remains true if for the quadratic modules $M$ and $N$ occurring there only assume that $M \cap \overline{M}$ and $N \cap \overline{N}$ are non degenerate. The assertion (i) of Corollary 2.5 remains true if the word "non singular" is replaced by "non degenerate".

§ 3. Subspaces with bad reduction. As in § 2 we consider a fixed place $\lambda : K \rightarrow L \cap K$. The following theorem is well-known in the special case that the valuation ring $\mathfrak{o}$ of $\lambda$ has rank 1, see [7], § 2, and for $\mathfrak{o}$ discrete also [17] and [13], Chapter IV, § 1. We shall prove it by generalizing the argument given in [13].

**Theorem 3.1.** There exists a unique additive map $\lambda_\mu : W(K) \rightarrow L(K)$ with $\lambda_\mu(a) = \langle \lambda(a) \rangle$ for every $a$ in $K^*$ such that $\lambda(a) \neq 0$, and with $\lambda_\mu(a) = 0$ for every $a$ in $K^*$ such that $\lambda(a) = 0$ or $\infty$ for every $a$ in $K^*$.

**Proof.** We may assume without loss of generality that $L = \overline{K}$ and $\lambda : K \rightarrow L \cap K$ is the canonical place associated with $\lambda$. We may further assume $\lambda \neq 0$, since else the theorem is trivial. Then certainly $K$ is finite and we can apply Theorem 1.1 with $A = K$. The image of an element $a$ of $L$ will be denoted by $b$. We have a well-defined additive map $A$ from the group ring $Z(A)$, $G = K^*/K^*$, to $L(K)$ with $A(a) = \langle b \rangle$ if $a$ in $K^*$, and $A(a) = 0$ if the square class $\langle a \rangle$ does not contain a unit of $a$. Clearly this map $A$ vanishes on all elements $\langle a \rangle + \langle -a \rangle$ with $a$ in $K^*$. According to Theorem 1.1 our theorem will be proved if we show that $A$ vanishes on an arbitrary element

$$z = \langle a_1 \rangle \langle a_2 \rangle - \langle a_2 \rangle - \langle a_3 \rangle$$

with $(a_1, a_2) \cong (a_1, a_2)$. If none of the square classes $\langle a \rangle$ contains a unit of $a$, this is evident. Thus we assume without loss of generality $a_1 \in \mathfrak{o}$. Then $z = \langle a_1 \rangle y$ with an element

$$y = 1 + \langle c \rangle - \langle d \rangle - \langle e \rangle$$

such that $(1, c) = (b, b_c)$, which means $b = \omega^2 + \varphi \, c$ with suitable elements $\omega, \varphi$ of $K$. For arbitrary elements $a$ in $\mathfrak{o}$ and $c$ in $Z[\mathfrak{o}]$ we clearly
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have \(\Lambda(\langle a \rangle, x) = \{a\} \Lambda(x)\). Thus it suffices to prove \(\Lambda(y) = 0\). We assume that both \(a\) and \(x\) are \(\neq 0\), since otherwise already \(y = 0\).

We first consider the case that \(c\) lies in \(s^*\). Then

\[
\Lambda(y) = (1 + [\overline{c}]) \Lambda(1 - \langle b \rangle).
\]

We have nothing to prove if \(\overline{c} = \{1\}\). Thus we assume in addition \(\overline{c} \neq \{1\}\), which means that the space \((1, c)\) over \(L\) is anisotropic. Changing \(b\) by a square we further assume that \(u\) and \(v\) both lie in \(c\) but not both in \(m\). Since \((1, c)\) is anisotropic, we have \(s^* \cong \mathbb{P}^2 \cong \mathbb{P}^3 \neq 0\) and

\[
\Lambda(y) = (1 + [\overline{c}]) (1 - \langle u^2 + v^2 \rangle) = 0.
\]

We now consider the remaining case that \(\langle c \rangle\) does not contain a unit of \(c\). Then \(u^2 + v^2\) is not a unit and thus either \(b = u^2(1 + d)\) or \(b = v^2(1 + d)\) with some \(d\) in \(m\). Hence \(\Lambda(1 - \langle b \rangle) = 0\) or \(= 1 - \{\overline{c}\}\) and \(\Lambda(y) = 0\) in both subcases. q.e.d.

Remark. For a bilinear space \(E\) over \(K\) with good reduction the element \(\lambda_s(E)\) constructed in §2 is the same element as the image of \(E\) under the map \(\lambda_s\) constructed now. This follows easily from the fact, that for every space \(M\) over \(c\) at least the space \(M \perp (1)\) has the form \((a_1, \ldots, a_s)\) with \(a_i\) in \(c^*\) (cf. §1).

The map \(\lambda_s : W(K) \to W(L)\) gives some information about spaces with good reduction which contain subspaces with bad reduction, i.e. not good reduction.

**Proposition 3.2.** Let \(E\) be a bilinear space over \(K\) with good reduction.

(i) Assume char \(L \neq 2\). If \(E\) represents a space \((b_1, \ldots, b_n)\) such that \(\lambda(b_i c) = 0\) or \(= \infty\) for each \(b_i\) and every \(c\) in \(K^*\), then \(\lambda_s(E)\) has index \(\geq m/2\).

(ii) If char \(L = 2\) and \(E\) has good reduction, then each subspace of \(E\) also has good reduction.

Proof. (i) \(E \cong (b_1, \ldots, b_n, c_1, \ldots, c_{n-s})\) with some \(c_i\) in \(K^*\). Thus

\[
\lambda_s(E) = \lambda_s((c_1, \ldots, c_{n-s})).
\]

From the definition of \(\lambda_s\) it is clear that the equivalence class of \(\lambda_s(E)\) contains a space of rank \(\leq n - m\). This means that \(\lambda_s(E)\) has an index \(\geq m/2\).

(ii) \(E\) must be anisotropic since \(E\) has very good reduction. Thus \(E\) has an orthogonal basis. If \(E\) would contain a subspace with bad reduction, then \(E\) would contain a space \((b)\) of rank one such that \(\lambda(b c) = 0\) or \(= \infty\) for all \(c\) in \(K^*\). But then we see again, that \(\lambda_s(E)\) is equivalent to a space of lower rank. This contradicts the assumption that \(\lambda_s(E)\) is anisotropic. Now the assertion follows from Proposition 2.2 (ii). q.e.d.

**Proposition 3.3.** Let \((f_g(t))\) be a symmetric \((n, n)\)-matrix of polynomials \(f_g(t) \equiv k(t_1, \ldots, t_s)\) over an arbitrary field \(k\), and \(g_i(t), \ldots, g_m(t)\) be \(m\)

further polynomials in \(K(t)\). Assume \(c = (c_1, \ldots, c_s)\) is an \(r\)-tuple of coordinates in a field extension \(L\) of \(K\) such that \(\det(f_g(c)) \neq 0\), and that \(c\) is a non-singular zero of each \(g_i\), i.e. \(g_j(c) = 0\), \(\partial g_j/\partial t_i(c) \neq 0\) with some \(g_j\) depending on \(p\). Then if the space \((f_g(c))\) over \(k\) represents the space \((g_1(t), \ldots, g_m(t))\), the space \((f_g(c))\) over \(L\) has an index \(\geq m/2\).

Proof. As in the proof of Corollary 2.5 we may assume \(L = k\). If \(r = 1\), then our proposition follows immediately from Proposition 3.2 by use of the place \(\beta : k(t_1) \to k \cup \infty\) over \(k\) (i.e. \(\beta\) is the identity on \(k\)) with \(\lambda(t_1) = c_1\). Assume now \(r > 1\). We first consider the case that \(k\) is infinite. Then there exists an \(r\)-tuple \((a_1, \ldots, a_r)\) in \(K^*\) such that

\[
\sum_{i=1}^r \frac{a_i}{\partial g_j/\partial t_i(c)}(c) \neq 0
\]

for \(1 \leq p \leq m\). Thus performing a suitable linear transformation of coordinates with coefficients in \(c\) we may assume \(\partial g_j/\partial t_i(c) = 0\) for \(1 \leq p \leq m\). Let \(c'\) denote the \((r-1)\)-tuple \((a_1, \ldots, a_r)\). There exists a place \(\beta : k(t_1) \to k \cup \infty\) over \(k\) with \(\lambda(t_1) = c_1\). Then using the map \(\lambda_s : W(k(t_1)) \to W(k(t_1))\) we see that the space \((f_g(t_1, c'))\) over \(k(t_1)\) is equivalent to a space

\[
(g_1(t_1, c'), \ldots, g_m(t_1, c'), h_1(t_1), \ldots, h_s(t_1))
\]

with some polynomials \(h_1, \ldots, h_s\) and \(m + s \leq n\). (If \(m = n\), omit the \(h_s\).) Let \(k(t_1) \to k \cup \infty\) denote the place over \(k\) with \(\lambda(t_1) = c_1\). Then using \(\lambda_s : W(k(t_1)) \to W(k)\) we see that, since all \(\lambda_s(g_1(t_1, c'))\), \(1 \leq i \leq m\), are zero, the space \((f_g(c))\) over \(k\) is equivalent to a space of rank \(\leq n - m\). This means that the index of this space is \(\geq m/2\).

Assume now that \(k\) is finite. Let \(x\) denote an indeterminate over \(k\). With \(x\) has been proved the space \((f_g(c))\) is equivalent over \(k(x)\) to a space of rank \(\leq n - m\). Applying \(\lambda_s : W(k(x)) \to W(k)\) with some place \(\beta : k(u) \to k \cup \infty\) over \(k\), we see that \((f_g(c))\) is over \(k\) equivalent to a space of rank \(\leq n - m\). q.e.d.

Remark. If char \(k \neq 2\) the proof could have been shortened by applying first the principle of substitution and then Proposition 3.2 (i).

**Proposition 3.4.** Assume \(E\) is a quadratic module over \(K\) which has nearly good reduction with respect to \(\lambda : K \to E \cup \infty\). Further assume that \(F\) is a submodule of \(E\) with \(\lambda(q(x)) = 0\) or \(\infty\) for every \(x \in F\). Then \(\lambda_s(E)\) has an index \(\geq \dim(F)\).

Proof. Let \(M\) denote a module over \(c\) of full rank in \(E\) with \(N = m/2\) non-degenerate and let \(M\) denote the intersection \(N \cap F\). Then \(N = M \cap M'\) with some other submodule \(M'\) of \(N\). The image \(M\) of \(M\) in \(N/mN\) is
a submodule of the same rank as $E$ with $g(\hat{M}) = 0$, since $g(x)\in m$ for all $x \in M$. This implies the assertion (see §1). q.e.d.

**Proposition 3.5.** Let $(f_{ij}(t))$ be a symmetric matrix of polynomials $f_{ij}(t)$ in $k[t_1] = k[t_1, \ldots, t_6]$ and $g_i(t), \ldots, g_m(t)$ be $m$ further polynomials in $k[t]$. Assume that $e = (e_1, \ldots, e_r)$ is an $r$-tuple with coordinates $e_i$ in a field extension $L$ of $k$, such that the quadratic module $[f_{ij}(e)]$ over $L$ is non-degenerate, all $g_{ij}(e) = 0$, and the matrix $(\partial g_{ij}/\partial e_k)$ has rank $m$. Assume further that the module $[f_{ij}(t)]$ over $k(t)$ represents $[g_1(t)], \ldots, [g_m(t)]$. Then the module $[f_{ij}(e)]$ over $L$ has index $\geq m$.

**Proof.** We may assume $k = L$. Further replacing the variables $t_k$ by $t_k - c_k$, we assume $e = 0$. Finally, subjecting the $t_k$ to a suitable linear transformation with coefficients in $k$ we assume

$$ (\partial g_{ij}/\partial e_k)(e) = \delta_{jk}, $$

for $1 \leq p \leq m$, $1 \leq q \leq r$. We consider the field $K = k(t, s)$ with an indeterminate $s$ over $k(t)$, and the subfield $k(u) = k(u_1, \ldots, u_r)$ of $K$ with $u_i = t_i s^{-1}$. Let $\lambda$ denote the place from $K = k(u, s)$ to $k(u)$ over $k(u)$ which maps $s$ to $0$. Regarding the module

$$ E = [g_1(u)] \oplus \cdots \oplus [g_m(u)] $$

over $K$, we shall prove below:

$$(**): \quad \lambda(g(x)) = 0 \text{ or } \infty \quad \text{for all } x \in E.$$  

Since the module $[f_{ij}(t)]$ over $K$ represents $E$, and $\lambda(t_i) = 0$ for $1 \leq i \leq r$, it then follows by Proposition 3.4, that the module $[f_{ij}(0)]$ over $k(u)$ has index $\geq m$. By Corollary 2.10 also the module $[f_{ij}(0)]$ over $k$ has index $\geq m$.

We now prove (**). For any $x \neq 0$ in $E$ the value $g(x)$ has the form $Z N^{-1}$ with

$$ Z = h(u, s)^r, \quad N = \sum_{i=1}^{m} \alpha_i(u, s) g_i(u_1, s, \ldots, u_r, s), $$

$h(u, s)$ and $\alpha_i(u, s)$ denoting polynomials in $k[u, s]$ such that $h(u, s) \neq 0$ and not all $\alpha_i(u, s) = 0$. We now regard the $\alpha_i(u, s)$ as polynomials in $s$ with coefficients in $k[u]$. For some $l \geq 0$ we may write for $1 \leq i \leq r$

$$ \alpha_i(u, s) = b_i(u) s^{d_i} + \text{higher terms}, $$

with at least one $b_i(u) \neq 0$. By $(*)$ the lowest term of $g_i(u_1, s, \ldots, u_r, s)$ with respect to $s$ is $u_is$. Thus the lowest term of $Z$ is $e(u) s^{d-1}$ with

$$ e(u) = \sum_{i=1}^{m} b_i(u) u_i, $$

provided $e(u) \neq 0$. But a glance on the term of lowest (or highest) total degree in the polynomial $e(u)$ makes evident, that indeed $e(u) \neq 0$. Thus the lowest degree with respect to $s$ occurring in the polynomial $Z$ is $2l + 1$.

On the other hand the lowest degree of $N$ is an even number. Clearly $2l + 1 = 0$ or $\infty$, q.e.d.

We now consider the following situation: $(f_{ij}(t))$ is a bilinear space over $k(t) = k(t_1, \ldots, t_6)$ with indeterminates $t_k$ and the $f_{ij}(t)$ polynomials in $k[t]$. Further $g(t)$ is a polynomial in $k[t]$ which is represented by the space $[f_{ij}(t)]$ over $k(t)$. Finally $\alpha$ is an $r$-tuple with coordinates in a field extension $L$ of $k$ such that the bilinear module $[f_{ij}(0)]$ over $L$ is non-singular and $g(\alpha) = 0$. If the zero $e$ of $g$ is non-singular, then by Proposition 3.3 the space $[f_{ij}(0)]$ over $L$ must be isotropic. But if $e$ is a singular zero then it may very well happen that $[f_{ij}(e)]$ is anisotropic. The following Proposition 3.6 deals with this case. Recall that any bilinear module $E$ over $L$ has a decomposition

$$ E \cong F \oplus r \times (0) $$

with $F$ a non-singular bilinear module, which up to isomorphism is uniquely determined by $E$. We call $F$ the non-singular part of $E$.

**Proposition 3.6.** Assume $char k \neq 2$ and that in the situation described above $(f_{ij}(0))$ is an anisotropic space over $L$ and in particular $e$ is a singular zero of $g$. Then the space $[f_{ij}(e)]$ over $L$ represents the non-singular part of the bilinear module $(a_{pq}), 1 \leq p, q \leq r, L$ with

$$ a_{pq} = \frac{1}{2} (\partial^2 g/\partial u_p \partial u_q)(e). $$

**Remark.** In the special case that all $f_{ij}(t)$ are constant, $g(t)$ is a quadratic form, and $e = 0$, Proposition 3.6 is the well known subform theorem of Cassels and Pfister ([10], p. 20). In fact, the theorem of Cassels and Pfister provides the main step in the proof of Proposition 3.6, which now follows.

**Proof.** We proceed on a similar way as in the proof of Proposition 3.5. Without loss of generality we assume $k = L$ and $e = 0$. Let

$$ h(t) = \sum_{\alpha \in A} a_{\alpha} t^{\alpha}, $$

denote the Hessian form of $g(t)$, with the $a_{\alpha}$ from above. We have

$$ g(t) = h(t) + c(t) $$

with a polynomial $c(t)$ which only contains monomials of total degree $\geq 3$. If $h(t) = 0$, there is nothing to prove. Thus we assume after a suitable linear transformation of coordinates that for some index $m$ in $[1, r]$ all $a_{pq}$ with $p > m$ or $q > m$ are zero and the matrix $(a_{pq}), 1 \leq p, q \leq m$
has determinant $\neq 0$. If $m = r$ we obtain by the principle of substitution 2.5, that the space $\{g(t_1, \ldots, t_r, 0, \ldots, 0)\}$ over $k(t_1, \ldots, t_r)$ represents $g(t_1, \ldots, t_r, 0, \ldots, 0)$. Thus we may assume without loss of generality from the beginning, that the space $(a_{lm})$ over $k$ is now singular.

We again consider the fields $K = k(t, s) = k(u, s)$ and $k(u)$ constructed in the proof of Proposition 3.5. The space $\{g(t_1, s, \ldots, s_r)\}$ over $K$ represents the element

$$s^{-1}g(t) = h(u) + \tilde{g}(u, s)$$

with $\tilde{g}(u, s)$ a polynomial in $k[u, s]$. Substituting the value 0 for $s$ we see by 2.5, that the space $\{g(0)\}$ over $k(u)$ represents $h(u)$. Now the subform theorem of Cassels and Eichler yields that the space $\{g(0)\}$ over $k$ represents the space $(a_{lm})$ over $k$. q.e.d.

§ 4. The norm theorem. We consider a fixed bilinear or quadratic module $E$ over an arbitrary field $k$. We call an element $a$ of $k^n$ a norm of $E$, if $(a) \otimes B \cong E$, i.e. if $a$ is the norm of a similarity transformation of $E$. (If $E$ is quadratic with associated quadratic form $q$ then $(a) \otimes E$ denotes the module $E$ with the quadratic form $aq$.) The set of norms of $E$ is a group $N(E)$ which contains all squares in $k^n$.

The main goal of this section is to prove the Theorem 4.2 below about the norms of $E \otimes k(t)$ with $k(t) = k(t_1, \ldots, t_r)$ the field of rational functions in an arbitrary number $r$ of variables $t_1, \ldots, t_r$ over $k$. For any polynomial $f(t) \in k[t]$ we denote by $f^n$ the coefficient of the highest monomial occurring in $f(t)$ with respect to the lexicographical ordering. $(t_1^n \ldots t_r^n)$ if and only if the first difference $a_j - b_j \neq 0$ is $> 0$.

We say that $f$ is normalized if $f^n = 1$. Notice that this notion depends on the chosen ordering $t_1 > t_2 > \ldots > t_r$ of the variables. We further fix the following notations for this section if $r > 1$: $K$ denotes the field $k(t_1')$ with $t_1' = (t_1, \ldots, t_r)$ denotes the degree of $f$ as a polynomial in $K[t_1]$.

We shall need the following

**Lemma 4.1.** Assume that $E$ is an anisotropic bilinear or quadratic module $\neq 0$. If a polynomial $(f(t)) \in k[t]$ is a norm of $E \otimes k(t)$ then the highest monomial occurring in $f(t)$ has the form $t_1^{m_1} \ldots t_r^{m_r}$ with even exponents $m_i$. Furthermore $f^n$ is a norm of $E$.

We prove the lemma by induction on $r$. Assume first $r = 1$ and write $t$ instead of $t_1$. We consider the place $\lambda: k(t) \to k(\infty)$ over $k$ with $\lambda(t) = \infty$. Clearly $E \otimes k(t)$ represents an element $a(t)$ with $a$ in $k^n$. If $deg f$ would be odd, then the Propositions 3.2 and 3.4 would imply that $E$ is isotropic. Thus $deg f$ is an even number $m$, and hence

\[ E \otimes k(t) \cong [t^{-m}f(t)] \otimes (E \otimes k(t)). \]

Furthermore $\lambda(t^{-m}f(t)) = f^n$. Thus by computing $\lambda(E \otimes k(t)) = E$ using the right hand side of $(\ast)$ we obtain $E \cong (f^n) \otimes E$.

Assume now $r > 1$ and let $h \otimes k(t)$ denote the highest coefficient of $f$ as a polynomial of $K[t_1]$. From the case $r = 1$ we obtain that $deg f$ is even and $h$ is a norm of $E \otimes k$. Now apply the induction hypothesis to $h$. q.e.d.

For any irreducible polynomial $p(t)$ in $k[t]$ we denote by $h(p)$ the function field over $k$ of the variety of zeros of $p(t)$, i.e. the quotient field of $k[t]/(p(t))$.

**Theorem 4.2.** Assume that $E$ is an anisotropic bilinear space $\neq 0$ over $k$ and that $p(t)$ is a normed irreducible polynomial in $k(t_1, \ldots, t_r)$. Then the following are equivalent:

(i) $p(t)$ is a norm of $E \otimes k(t)$.

(ii) $p(t)$ divides a square free polynomial $f(t)$ [i.e. $g^2(t)f(t) = g(t)$ = const], which is a norm of $E \otimes k(t)$.

(iii) $E \otimes k(p) \cong 0$.

If $char k = 2$ we may replace in this theorem and similarly in Lemma 4.1 the assumption "$E$ anisotropic" by "$E$ not hyperbolic", since $E \otimes k(t)$ and $ker(E \otimes k(t)) = ker(E \otimes k(t))$ have the same norm group.

Clearly Theorem 4.2 and Lemma 4.1 imply

**Corollary 4.3.** Assume $E$ is an anisotropic bilinear space $\neq 0$ over $k$.

Then a polynomial $f(t) \in k(t_1, \ldots, t_r)$ is a norm of $E \otimes k(t)$ if and only if $f^n$ is a norm of $E$ and $E \otimes k(p) \cong 0$ for all normed irreducible $p \otimes k[1]$ which divide $f$ with an odd power.

We shall prove Theorem 4.2 by induction on $r$ and consider first the case $r = 1$. Write $t$ instead of $t_1$. The assertion (i) $\Rightarrow$ (ii) is trivial. To prove (ii) $\Rightarrow$ (iii) we consider the canonical place $\lambda_0: k(t) \to k(\infty)$ associated to $p$. Applying the map $(\lambda_0)_n$ from $W(k(t))$ to $W(k(p))$ to the equation

\[ \{1, -f\} \cdot (E \otimes k(t)) = 0 \]

we obtain $(E \otimes k(p)) = 0$, as desired. To prove (iii) $\Rightarrow$ (i) we consider for every normed polynomial $a$ in $k(t)$ the map

\[ \partial_a: W(k(t)) \to W(k(p)) \]

defined by

\[ \partial_a(a) = (\lambda_0)_n((a)_{\infty}). \]

As is well known ([12], Theorem 5.3) the sequence

\[ 0 \to W(k) \to W(k(t)) \to \bigoplus_n W(k(\pi)) \to 0 \]
is exact. (We shall not need the surjectivity of $\langle \delta \rangle$.) Furthermore it is evident that splitting of this sequence is given (for example) by the map $\langle \lambda \rangle : W(k(t)) \to W(k)$ which comes from the place $\lambda : k(t) \to k \cup \{\infty\}$ over $k$ with $t \mapsto \infty$. We consider the element

$$z := \{(1, -\rho)\} \cdot \{E \otimes k(t)\}$$

of $W(k(t))$. Clearly $\partial_{\alpha}(z) = 0$ for all $\alpha \neq \rho$ and by assumption also $\partial_{\alpha}(z) = -\{E \otimes k(p)\} = 0$. Finally we want to show $\langle \lambda \rangle : (z) = 0$. Then it is clear that $z = 0$, which means that $p$ is a norm of $E \otimes k(t)$, as desired.

By a theorem of Springer $E$ remains isogenous over any finite field extension of $k$ of odd degree. ([163], Springer's argument is also valid if char $k = 2$, both for the quadratic and bilinear case.) Thus $p$ must have even degree. Since $p$ is a norm we obtain $\langle \lambda \rangle : (z) = 1$, which implies $\langle \lambda \rangle : (z) = 0$. This completes the proof of Theorem 4.2 for $r = 1$.

Assume now $r > 1$ and that Theorem 4.2 is true for $r - 1$. This time we prove first (i) $\Rightarrow$ (ii) and then (i) $\Rightarrow$ (iii) for $r$ variables. We use the notions introduced before Lemma 4.1. We further denote by $F$ the space $E \otimes K$ and by $n$ the degree of $p$ as a polynomial of $K(t_1)$. Of course (i) $\Rightarrow$ (ii) is again trivial.

(ii) $\Rightarrow$ (i): We first assume that $k$ has infinitely many elements. We consider the cases $n = 0$ and $n > 0$ separately. Assume first $n = 0$. We have a decomposition $f(t) = p(t')h(t)$ in $k[t]$. We choose an element $c$ in $k$ such that $p(t')$ does not divide $h(c, t')$ in $k[t']$. This is possible since $k$ is infinite. (Regard the image of $h(t)$ in $k[t']/\langle p(t')\rangle$.) Since $p(t')h(t)$ is a norm of $E \otimes K$ we obtain by the principle of substitution (Corollary 2.5 (ii)) that $p(t')h(c, t')$ is a norm of $E$. Since by induction hypothesis also Corollary 4.3 is true for $(r - 1)$ variables, we obtain that $p(t')$ is a norm of $E$ and a fortiori of $E \otimes K(t_1)$.

Assume now $n > 0$. We denote by $a(t') \in k[t']$ the highest coefficient of $p$ as a polynomial in $K[t_1]$ and by $\bar{p}(t)$ the normed polynomial $a^{-1}p$ of $K(t_1)$. By the settled case $r = 1$ we know that $\bar{p}(t_1)$ is a norm of $E \otimes K(t_1)$, hence

$$\langle p \rangle \otimes \langle E \otimes K(t_1) \rangle \cong \langle a \rangle \otimes \langle E \otimes K(t_1) \rangle.$$ (B)

Thus it suffices to show that $a(t')$ is a norm of $F$. Let $\pi(t')$ be an arbitrary irreducible non-normal polynomial in $k[t']$, which divide $a(t')$ with an odd power (if there is any such $\pi$). We shall show $\pi(t') \in N(E)$. Since $a(t')$ is normal it then will be clear that $a(t') \in N(E)$.

$\pi$ does not divide all coefficients of $p(t)$ considered as a polynomial in $t_1$ over $k[t']$. Thus, since $k$ is infinite, we find an element $c$ in $k$ such that $\pi$ does not divide the polynomial $p(c, t')$ in $k[t']$. By the principle of substitution we obtain from (B)

$$\langle p(c, t') \rangle \otimes \langle E \rangle \cong \langle a(t') \rangle \otimes \langle E \rangle,$$

i.e. $a(t') \in N(E)$. Since $\pi(t')$ divides this polynomial with an odd power we obtain by induction hypothesis that $\pi$ is a norm of $F$. This completes the proof of (ii) $\Rightarrow$ (i) if $k$ is infinite.

If now $k$ is finite we consider the field $L = k(\bar{u})$ with one indeterminate $u$. Applying (ii) $\Rightarrow$ (i) to the space $E \otimes L$ and $\pi, f$ as polynomials in $L(t)$ we obtain that $\pi$ is a norm of $E \otimes L$. Then we see by the principle of substitution, c.g. specializing $u$ to 0, that $\pi$ is also a norm of $E$.

We now prove (i) $\Rightarrow$ (iii) for $r$ variables. If $p$ does not depend on the variable $t_i$ we are through by induction hypothesis, since the field $k(p)$ corresponding to $p$ as a polynomial in $k[t]$ is a purely transcendental extension of the field $k(p')$ corresponding to $p$ as a polynomial in $k[t']$. Thus we may assume $deg_t p > 0$. We use the letters $K, E, a, p$ in the same meaning as in the proof of (i) $\Rightarrow$ (ii).

(i) $\Rightarrow$ (ii): By Lemma 4.1 $a(t')$ is a norm of $E$. Thus $\bar{p} = a^{-1}p$ is a norm of $F \otimes E \otimes K(t_1)$. From the case $r = 1$ we obtain $F \otimes E \otimes K(\bar{p}) \cong 0$. Notice that $K(\bar{p}) = k(p)$ and $F \otimes E \otimes K(\bar{p}) = E \otimes k(p)$.

(ii) $\Rightarrow$ (i): We know from the case $r = 1$ that $\bar{p}$ is a norm of $F \otimes E \otimes K(t_1) = E \otimes k(t)$. Thus $a(t') \in N(F \otimes E \otimes k(t))$. By the implication (ii) $\Rightarrow$ (i) already proved for $r$ variables we obtain $a(t') \in N(E \otimes k(t))$. This finishes the proof of Theorem 4.2.

Remark. In the case that char $k = 2$ and $p$ is a quadratic form the implication (iii) $\Rightarrow$ (i) of Theorem 4.2 has been used as a fundamental trick by Arason–Pfister [1] and Elman–Lam [5]. Arason and Pfister give in this case a proof of (iii) $\Rightarrow$ (i) entirely different from our methods.

It would be interesting to prove a statement similar to Theorem 4.2 for quadratic spaces or modules if char $k = 2$. The main obstacle seems to be, that no theorem analogous to the exact sequence (A) above is known. I only can state

**Proposition 4.4.** Assume $E$ is a quadratic module over $k$ and $f(t)$ is a square free polynomial in $k[t]$ which is a norm of $E \otimes k(t)$. Then for every irreducible polynomial $p(t) \in k[t]$ which divides $f(t)$ and is separable, i.e. $\Delta f/\partial t_i \neq 0$ for at least one variable $t_i$, we have

$$E \otimes k(p) \cong \langle l \rangle \times \begin{bmatrix} 0 & 1 \\ 1 & 0 \end{bmatrix} \otimes \langle \delta \rangle \times \{0\}$$

with some $l > 0$ and $s > 0$.

**Proof.** Let $t_i$ denote the image of $t_i$ in $k(p)$. If $\partial p/\partial t_i = 0$ then certainly $p$ does not divide $\partial p/\partial t_i$ thus $\Delta f/\partial t_i \neq 0$ for $r = (t_1, \ldots, t_r)$. Since $f$ is square free we obtain $f(t) = 0$ and $\Delta f/\partial t_i \neq 0$. We have
a decomposition
\[ E \otimes k(p) \cong l \times \begin{bmatrix} 0 & 1 \\ 1 & 0 \end{bmatrix} \cong \mathbb{R} \times \{0\} \cong k \] with some anisotropic module $G$ over $k(p)$ which up to isomorphism is uniquely determined by $E$. Assume $G \neq 0$. Let \( u = (u_1, \ldots, u_r) \) denote a set of $r$ indeterminates over $k(p)$. Clearly $f(u)$ is a norm of $E \otimes k(p)(u)$ and thus also of $G \otimes k(p)(u)$. Applying Proposition 3.5 in the special case $m = 1$ we easily obtain a contradiction. Thus $G = 0$. q.e.d.

Theorem 4.2 gives for an anisotropic bilinear space $E$ a characterization of the irreducible norm polynomials $p(t)$ such that $E \otimes k(p) \sim 0$. The reader might ask for a similar characterization of those normed irreducible polynomials $p(t)$ such that $E \otimes k(p)$ is isotropic. This has been given by Witt [19]. I want to recall his result in a way similar to Theorem 4.2.

Let \( q(X_1, \ldots, X_n) \in k[X_1, \ldots, X_n] \) denote an anisotropic quadratic form in an arbitrary number $n$ of variables $X_i$ over an arbitrary field $k$. Let $t = (t_1, \ldots, t_r)$ be another set of variables. We consider the subgroup $G_q(t)$ of $k(t)$ which is generated by all polynomials $g(t) \in k[t]$ such that $g(t) = g(f_1(t), \ldots, f_r(t))$ with polynomials $f_i(t)$ whose greatest common divisor is 1.

**Theorem 4.5.** For a normed irreducible polynomial $p(t)$ in $k[t]$ the following are equivalent:

(i) $p(t) \in G_q(t)$.

(ii) There exists a polynomial $f(t) \in G_q(t)$ which is divided by $p(t)$.

(iii) $q \otimes k(p)$ is isotropic.

In fact, Witt states the equivalence of (i) and (iii) only for $r = 1$, but his argument is valid for arbitrary $r$.
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