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SPDEs WITH PSEUDODIFFERENTIAL GENERATORS:

THE EXISTENCE OF A DENSITY

Abstract. We consider the equation du(t, x) = Lu(t, x)+b(u(t, x))dtdx+
σ(u(t, x))dW (t, x) where t belongs to a real interval [0, T ], x belongs to an
open (not necessarily bounded) domain O, and L is a pseudodifferential
operator. We show that under sufficient smoothness and nondegeneracy
conditions on L, the law of the solution u(t, x) at a fixed point (t, x) ∈
[0, T ]×O is absolutely continuous with respect to the Lebesgue measure.

1. Introduction. Stochastic Partial Differential Equations (SPDEs) of
evolution type can be dealt with basically using two approaches: first, we
can consider the solution u = {u(t, x) : t ∈ [0, T ], x ∈ O} of a SPDE, where
O is an open domain of Rd and T a positive constant, as a one-parameter
process u(t) with values in the Hilbert space L2(O) of square integrable
functions in O. This is the evolution system approach, widely studied by
many authors (see for example Da Prato and Zabczyk [3] for a general
account on this subject, and also Peszat and Zabczyk [15] for the case of
the stochastic heat equation on R

d). The other point of view is to consider
u as a one-dimensional multiparameter process. This is the point of view
explained for example in Walsh [18], but mainly treated there in the case of
the one-dimensional stochastic heat equation, that is, an evolution equation
whose generator is the Laplacian ∆. A way of generalizing Walsh’s results
to a wider class of stochastic evolution equations has been considered by
Kotelenez ([8], [9]), where the infinitesimal generator is a pseudodifferential
operator which generates an evolution semigroup satisfying some general
smoothness conditions.

Though the semigroup approach may be a more general setting, Kote-
lenez’s multiparameter approach allows an easier proof of various properties
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of the solution to the SPDE, such as space-time regularity or comparison
theorems. Another advantage of the multiparameter setting is that it al-
lows us to get quite easily some smoothness results, in the Malliavin calculus
sense, for the solution u(t, x) of the SPDE at a fixed point (t, x) ∈ [0, T ]×O.
We will use this fact to get some simple conditions on the coefficients of the
equation in order to have a density for the law of u(t, x) with respect to
the Lebesgue measure at fixed (t, x), following Pardoux and Zhang’s ap-
proach [14].

Note that the existence and properties of the density for the solution
to a SPDE have been addressed by many authors over the last years, after
Pardoux and Zhang’s paper [14], in the case of the one-dimensional stochas-
tic heat equation: Bally and Pardoux [1] studied the C∞ regularity of the
density, D. Márquez and M. Sanz [11] gave an expansion of the density in
terms of ε when the heat equation is perturbed by a small space-time white
noise εẆ , and Donati and Pardoux [4] investigated the case of parabolic
SPDEs with reflexion. Our paper also fits in a more global project of ex-
tending those density results to other kind of SPDEs, as done by Lanjri and
Nualart [10] for stochastic Burgers equations, and Millet and Sanz [12] for
a two-dimensional wave equation: our aim here is to get the basic existence
result for the density of the law of u(t, x) when u is the solution to a SPDE
involving a fairly general pseudodifferential operator L.

Notice also that the assumptions we impose on the operator L in our
SPDE are the same as in Kotelenez’s paper [8], and will be recalled in
Section 3 (hypotheses (H1) to (H6)). Moreover, the proof of the existence
of a density for the law of u(t, x), the solution of our SPDE at a point
(t, x) ∈ [0, 1] ×O, will heavily rely on the positivity of G, the fundamental
solution to the equation ∂tX = LX. Those conditions may seem restric-
tive, but it is shown in [8] that they are satisfied in the following interesting
cases:

1. O = R, L = (−∆)γ/2 with γ ∈ (1, 2].

2. O ⊂ R
d and L is the closure of a strongly elliptic operator of order

γ = 2m with γ > d.

Note also that very general conditions are given in [6] in order to ensure
that a given pseudodifferential operator generates a Feller semigroup.

The paper is organized as follows: in Section 2 we recall some basic facts
on Malliavin’s calculus, and in Section 3 we give the general assumptions we
shall make on the coefficients of the pseudodifferential equation. Section 4
is devoted to the differentiability (in the Malliavin calculus sense) of the
solution u(t, x) to our SPDE, and in Section 5 we prove the existence of a
density for the law of u(t, x).
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2. Malliavin calculus tools. We recall some basic facts on the Mallia-
vin calculus for the space-time white noise, and give some rules that ensure
the differentiability and the existence of a density for the solution of our
stochastic pseudodifferential equation. In the rest of the paper, O denotes
an open, not necessarily bounded, set in R

d, satisfying the cone condition,
that is,

inf
̺>0

inf
x∈O

λ(O ∩B(x, ̺))

̺d
> 0,

where

B(x, ̺) = {y ∈ R
d : |x− y| < ̺}.

For simplicity of notation, we assume that our probability space (Ω,F , P )
is as follows: Ω = C([0, T ] × O), the set of continuous functions on [0, T ]
× O, and F is the Borel field of Ω. The probability measure P is such that
the family {W (A) : A ∈ B([0, T ] × O), λ(A) < ∞} is a centered Gaussian
family whose covariance function is given by

E[W (A)W (B)] = λ(A ∩B),

where λ denotes the Lebesgue measure on [0, T ] × O, and B([0, T ] × O) is
the Borel field on [0, T ] × O. We also consider the filtration {Ft : t ≥ 0}
defined by

Ft = σ{W (A) : A ∈ B([0, t]×O), λ(A) < ∞} ∨N ,

where N is the class of P -null sets of F .

Set H = L2([0, T ] × O). For any h ∈ H, we call W (h) the Wiener

integral of H on [0, T ] × O, that is (the material on the Malliavin calculus
of this section is taken mainly from [13], and we refer in particular to this
book for a more complete account on Wiener integrals),

W (h) =

T\
0

\
O

h(t, x) dW (t, x).

The space S of smooth functionals on Ω is the set of random variables of
the form

F = l(W (h1), . . . ,W (hn)),

where n ∈ N, hi ∈ H, l ∈ C∞
b (Rn). For such a variable, we can define the

derivative DF as an H-valued random variable by

Dt,xF =

n∑

i=1

∂l

∂xi
(W (h1), . . . ,W (hn))hi(t, x), (t, x) ∈ [0, T ] ×O.

For p > 1, we denote by D
1,p the closure of S with respect to the seminorm

‖F‖1,p = {E[|F |p] + E[‖DF‖pH ]}1/p.
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If G is a V -valued random variable, where V is a separable Hilbert space,
we can also define the derivative of G, and the corresponding sets D

1,p(V )
for p > 1. The following chain rule for a Lipschitz function can be shown
(see e.g. [13, Prop. 1.2.3]):

Theorem 2.1. Let ϕ : R → R be a Lipschitz function with Lipschitz

constant c, and F a random variable that belongs to D
1,2. Then ϕ(F ) ∈ D

1,2

and there exists a random variable G bounded by c such that

D(ϕ(F )) = GDF.

Let δ be the adjoint of the derivative operator as an unbounded oper-
ator on L2(Ω). The domain of δ is denoted by Dom δ. The space L2

a of
Ft-adapted, measurable and square integrable random fields is included in
Dom δ, and δ restricted to L2

a coincides with the Itô integral with respect
to W . Notice that D

1,2(H) ⊂ Dom δ. Moreover, if u ∈ D
1,2(H), then

δ(u) ∈ D
1,2 and the following commutation relation between D and δ holds:

(1) Dt,x(δ(u)) = u(t, x) +

t\
0

\
O

Dt,xu(s, y) dW (s, y).

We will use the following two rules to get our density result (see Nu-
alart [13] for the proofs).

Theorem 2.2. Let {Fn : n ≥ 1} be a family of elements of D
1,2 con-

verging to F in Lp(Ω) for some p > 1. Suppose that {DFn : n ≥ 1} is a

bounded family in Lp(Ω;H). Then F ∈ D
1,p, Fn ∈ D

1,p for every n ≥ 1,
and there exists a subsequence of {DFn : n ≥ 1} converging to DF in the

weak topology of Lp(Ω;H).

Theorem 2.3. Let F be a real random variable defined on Ω. Suppose

that F ∈ D
1,2 and that ‖DF‖H > 0 almost surely. Then the measure P ◦F−1

is absolutely continuous with respect to the Lebesgue measure.

3. Pseudodifferential equations. We state here some results proved
by Kotelenez [9], also cited by Kallianpur and Xiong [7], on the solution of a
stochastic pseudodifferential equation, giving sometimes a slightly different
proof of the result. Let C∞

c (O) be the set of smooth functions with compact
support in O. Throughout the paper, c will be a constant that can change
from line to line. We will sometimes stress the dependence of c on the
parameters of the problem. Let us recall the definition of a pseudodifferential
operator, given for example in Treves [17].

Definition. Let γ ∈ R. A pseudodifferential operator of order γ is an
operator defined on C∞

c (O) by
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Lf(x) = (2π)−d
\
O

\
Rd

ei(x−y)va(x, y, v)f(y) dy dv, f ∈ C∞
c (O),

where a : O×O×R
d → C is a smooth function with compact support, and

for any compact set K ⊂ O ×O and multiindices β1, β2, β3, there exists a
constant c = c(C, β1, β2, β3) such that

|∂β1
x ∂β2

y ∂β3
v a(x, y, v)| ≤ c(1 + |v|)γ−|β3|

for any (x, y) ∈ K, v ∈ R
d.

Let L be a pseudodifferential operator, b, σ : R → R two functions, and
dW (t, x) the space-time white noise on [0, T ]×R

d. We consider the following
SPDE for (t, x) ∈ [0, T ]×O:

(2)

{
du(t, x) = [Lu(t, x) + b(u(t, x))]dt + σ(u(t, x))dW (t, x)
u(0, x) = u0(x),

where u0 is a continuous function from O to R. We will make the following
assumptions on L and the coefficients of (2):

(H1) L is a pseudodifferential operator of order γ > d.

(H2) L generates a semigroup {S(t) : t ≥ 0} of linear operators from
C∞

c (O) to C(O) which has a kernel function G(t, x, ξ), that is,
(S(t)f)(x) =

T
O
G(t, x, ξ)f(ξ) dξ.

The solution to (2) has to be interpreted in the mild sense: we say that u is
a solution to the stochastic pseudodifferential equation if it is an Ft-adapted
process on [0, T ]×O satisfying

u(t, x) =
\
O

G(t, x, ξ)u0(ξ) dξ +

t\
0

\
O

G(t− θ, x, ξ)b(u(θ, ξ)) dθ dξ(3)

+

t\
0

\
O

G(t− θ, x, ξ)σ(u(θ, ξ)) dW (θ, ξ).

Note that in Kotelenez’s general case, the pseudodifferential generator L is
allowed to be time-dependent. However, we will have to apply a comparison
result for solutions of (2), which was obtained in [9] only for a fixed L.

The following regularity conditions on G and its Fourier transform are
needed in order to get the existence, uniqueness and continuity of the solu-
tion.

(H3) For any T > 0, there exists a constant c ≡ c(T ) < ∞ such that for
any 0 < t ≤ T , \

O

|G(t, x, ξ)| dξ ≤ c.
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(H4) There is a symbol g(t, ξ, ξ) for 0 < t ≤ T , ξ ∈ O, ξ ∈ R
d, such that,

for a constant c ≡ c(T ),

G(t, x, ξ) =
1

(2π)d

\
Rd

exp(i(x− ξ)ξ)g(t, x, ξ) dξ

and \
Rd

|ξ|α|g(t, ξ, t−1/γξ)| dξ ≤ c

for all 0 ≤ α ≤ γ − d, 0 < t ≤ T , ξ ∈ O.
(H5) There is a constant c ≡ c(γ) such that

∣∣∣
\
Rd

exp(i(x− ξ)ξ)[g(s + sr, ξ, ξ)− g(sr, ξ, ξ)] dξ
∣∣∣ ≤ cs−d/γr−1

for all 0 < s < s+ sr < T , x, ξ ∈ O.
(H6) For all T > 0 there exist two integrable functions p and q defined on

R
d such that for 0 < t ≤ T and x, ξ ∈ O, and any compact K ⊂ R

d,

q((x− ξ)t−1/γ) ≤ td/γG(t, x, ξ) ≤ p((x− ξ)t−1/γ),

sup
x∈Rd

p(x) ≤ c < ∞, inf
x∈K

q(x) > 0.

The use of the positive function q is an additional hypothesis with respect
to the original ones. We need that positivity condition on G in order to get
our density result. Finally, we will need the usual Lipschitz conditions on
the coefficients of the equation, and a boundedness condition on u0:

(H7) There exists a constant c such that

|b(x) − b(y)|+ |σ(x) − σ(y)| ≤ c|x− y|, sup
x∈O

u0(x) < ∞,

and u0 ∈ C(O).

Under these hypotheses, the following existence and uniqueness theorem is
shown in [9]. In order to fix our notations for the remainder of the paper,
we will give here a slightly different proof of the first part of the result. Note
that the regularity conditions on the Fourier transform are only needed to
prove the continuity result for the solution, and that the norms | · |Fλ

used
in our proof are similar to the one used e.g. in Seidler [16, Proposition 4.1].

Theorem 3.1. Suppose that the assumptions (H1), (H2), (H3), (H6) and
(H7) are satisfied. Then:

(i) There exists a unique Ft-adapted mild solution to (2), in the sense

given by (3).
(ii) The solution u satisfies, for any p > 1,

sup
t∈[0,T ]

sup
x∈O

E[|u(t, x)|p] < ∞.
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(iii) Under the aditional hypotheses (H4) and (H5), the solution u satis-

fies, for any n large enough so that n̂ = [2(n − 1)/(n − 2)] − 1 is such that

0 < n̂ < γ/d,

sup
t,t+s∈[0,T ]

sup
x,x+h∈O

E[|u(t+ s, x+ h)− u(t, x)|n] ≤ cs(1−
d
γ n̂)n−2

2 + |h|
d
γ

n−2
2 ,

where c ≡ c(T, p) is a positive constant.

(iv) Under hypotheses (H1)–(H7), the solution is almost surely Hölder

continuous in (t, x) ∈ [0, T ] ×O with exponent
([

1

2

(
1−

d

γ

)]
∧

[
γ − d

2

]
∧ 1

)
− ε

for any ε > 0.

P r o o f o f (i). Let E be the set of Ft-adapted measurable processes
Ξ = {Ξ(t, x) : 0 < t ≤ T, x ∈ O} such that Ξ(0, x) = v0(x) for a continuous
bounded initial condition v0, and

(4) sup
t∈[0,T ]

sup
x∈O

E[|Ξ(t, x)|2] < ∞.

We set, for v ∈ E,

Av = v0 +G(v) +H(v),

where

G(v)(t, x) =

t\
0

\
O

G(t− θ, x, ξ)b(v(θ, ξ)) dθ dξ,

H(v)(t, x) =

t\
0

\
O

G(t− θ, x, ξ)σ(v(θ, ξ)) dW (θ, ξ).

Step 1. Let us show that A is a mapping from E to E. For a constant
c,

sup
t∈[0,T ]

sup
x∈O

E[|Av(t, x)|2] ≤ c(sup
x∈O

|v0(x)|+ sup
t∈[0,T ]

sup
x∈O

E[|G(v)(t, x)|2 ]

+ sup
t∈[0,T ]

sup
x∈O

E[|H(v)(t, x)|2 ]).

The first term on the right hand side is bounded, by our assumption on v0.
Moreover, applying Schwarz’s inequality, we obtain, for every ε ∈ (0, 1),

E[|G(v)(t, x)|2 ] ≤
( t\

0

\
O

G2ε(t− θ, x, ξ) dξ dθ
)

×
( t\

0

\
O

G2(1−ε)(t− θ, x, ξ)E[|b(v(θ, ξ)|2] dξ dθ
)
.



294 S. Tindel

Choose ε = 1/2. Then, by (H3) and (H7), we get

E[|G(v)(t, x)|2 ] ≤ c(1 + sup
θ∈[0,T ]

sup
x∈O

E[|v(θ, ξ)|2]).

Thus, the process {G(v)(t, x) : 0 < t ≤ T, x ∈ O} satisfies inequality
(4) whenever v ∈ E. Let us get a bound for the stochastic integral part.
From the isometry property for a martingale measure (see Walsh [18]) and
Schwarz’s inequality, we get, using hypothesis (H7),

E[|H(v)(t, x)|2 ] =
t\
0

\
O

G2(t− θ, x, ξ)E[σ2(v(θ, ξ))] dθ dξ

≤ c(1 + sup
t∈[0,T ]

sup
x∈O

E[|v(θ, ξ)|2])
( t\

0

\
O

G2(t− θ, x, ξ) dθ dξ
)
.

Note that, from (H3) and (H6), we have (recall that c is a constant that can
change from line to line)

t\
0

\
O

G2(t− θ, x, ξ) dθ dξ

=

t\
0

(t− θ)−d/γ
\
O

(t− θ)d/γG(t− θ, x, ξ)G(t − θ, x, ξ) dθ dξ

≤
t\
0

(t− θ)−d/γ
( \

O

p((t− θ)−d/γ(x− ξ))G(t − θ, x, ξ) dξ
)
dθ

≤ c

t\
0

(t− θ)−d/γ
( \

O

G(t− θ, x, ξ) dξ
)
dθ

≤ c

t\
0

(t− θ)−d/γ dθ ≤ c,

since d < γ. Hence,

sup
t∈[0,T ]

sup
x∈O

E[|H(v)(t, x)|2] ≤ c(1 + sup
t∈[0,T ]

sup
x∈O

E[|v(t, x)|2]).

We have thus proved that A maps E in E.

Step 2. Consider now a parameter λ > 0 and the set Fλ of Ft-adapted
measurable processes v = {v(t, x) : t ∈ [0, T ], x ∈ O} equipped with the
norm

|v|2
Fλ

=

T\
0

e−λt sup
x∈O

E[|v(t, x)|2] dt.
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Notice that v0 ∈ Fλ for every λ > 0 whenever v0 is a bounded continuous
function defined on O, and therefore, from Step 1, the sequence {Akv0 :
k ≥ 0} is in Fλ for any λ > 0. Hence, if we show that for sufficiently large λ,
A is a contraction in Fλ, we will get the existence and uniqueness of the
solution to (2) by a fixed point argument. Let u and v be processes in Fλ.
We have

(5) Av −Au = G(v) −G(u) +H(v)−H(u).

For the deterministic part of the right hand side of (5), we get, as in Step 1,
using hypotheses (H3), (H6) and (H7),

E[|(G(v) −G(u))(t, x)|2 ]

≤
( t\

0

\
O

G(t− θ, x, ξ) dξ dθ
)

×
( t\

0

\
O

G(t− θ, x, ξ)E[|b(v(θ, ξ)) − b(u(θ, ξ))|2] dξ dθ
)

≤ c

t\
0

sup
x∈O

E[|v(θ, x)− u(θ, x)|2] dθ.

For the stochastic part, we also get, as in Step 1,

E[|(H(v) −H(u))(t, x)|2]

≤ c

t\
0

sup
x∈O

E[|σ(v(θ, ξ)) − σ(u(θ, ξ))|2]
( \

O

G2(t− θ, x, ξ) dξ
)
dθ

≤ c

t\
0

(t− θ)−d/γ sup
x∈O

E[|v(θ, ξ) − u(θ, ξ)|2] dθ.

Hence

|Av −Au|2
Fλ

=

T\
0

e−λt sup
x∈O

E[|Av(t, x)−Au(t, x)|2] dt

≤ c

T\
0

e−λt
( t\

0

(t− θ)−d/γ sup
x∈O

E[|v(θ, x) − u(θ, x)|2] dθ
)
dt.

Set, for 0 ≤ θ ≤ T ,

ϕ(θ) = sup
x∈O

E[|v(θ, x) − u(θ, x)|2],
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and note that |v − u|Fλ
=
TT
0
e−λθϕ(θ) dθ. We have

|Av −Au|2
Fλ

≤ c

T\
0

e−λt
( t\

0

s−d/γϕ(t− s) ds
)
dt

= c

T\
0

s−d/γ
( T\

s

e−λtϕ(t− s) dt
)
ds

≤ c
(∞\

0

e−λss−d/γ ds
)
|v − u|2

Fλ
,

and hence, for sufficiently large λ, A is a contraction on Fλ, which ends the
proof.

Remark 3.2. It is shown in [8] that for any (t, x) ∈ [0, T ]×O and p > 1,
Lp-limn→∞ un(t, x) = u(t, x), where un = Anu0 and Lp-lim stands for the
limit in Lp(Ω).

Note that under hypothesis (H6), by positivity of the kernel G, the
semigroup {S(t) : t ≥ 0} is positivity preserving, and hence we can apply a
slight variation of Theorem 3.5 in [9] to compare solutions of equation (2).

Theorem 3.3. Suppose (H1)–(H6). For i = 1, 2, let Bi : Ω × [0, T ] ×
O → R be an Ft-adapted bounded process. Let ui

0 and σ be resp. two initial

conditions and a diffusion coefficient satisfying (H7). Let ui, i = 1, 2, be the

solutions to the equations
{
du(t, x) = [Lu(t, x) +Bi(t, x)u(t, x)]dt + σ(u(t, x))dW (t, x),
u(0, x) = ui

0(x).

Suppose further that
B1 ≤ B2, u1

0 ≤ u2
0.

Then almost surely , for any (t, x) ∈ [0, T ] ×O, we have

u1(t, x) ≤ u2(t, x).

Lastly, we recall the Garsia-type lemma given by Kallianpur and Xiong [7]
for a general bounded domain in R

d satisfying the cone condition. We give
here a version of this theorem suited for stochastic processes.

Theorem 3.4. Let Q be an open bounded domain of R
d satisfying the

cone condition. Let x = {x(y) : y ∈ Q} be a measurable process such that

for a constant p > 1 and for any y1, y2 ∈ Q,

E[|x(y1)− x(y2)|
p] ≤ c|y1 − y2|

q ,

where q > d. Then for any 0 < m < q−d, there exist some positive constants

c1, c2 and a random variable Γ such that

|x(y1)− x(y2)|
p ≤ c1|y1 − y2|

mΓ, E[Γ ] ≤ c2.
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4. Malliavin calculus for a pseudodifferential equation

4.1. Differentiability of the solution. We first establish, using Theo-
rem 2.2, the differentiability (in the Malliavin calculus sense) of the solution
to equation (2).

Proposition 4.1. Under hypotheses (H1)–(H7), the solution u(t, x) of

(2) is an element of D
1,2 for any (t, x) ∈ [0, T ] × O, and the derivative

satisfies, for (s, y) ∈ [0, t]×O,

Ds,yu(t, x) =

t\
s

\
O

G(t− θ, x, ξ)B(θ, ξ)Ds,yu(θ, ξ) dθ dξ

+

t\
s

\
O

G(t− θ, x, ξ)S(θ, ξ)Ds,yu(θ, ξ) dW (θ, ξ)

+ 1[0,t](s)G(t− s, x, y)σ(u(s, y)),

where B and S are bounded Ft-adapted processes. Moreover , Ds,yu(t, x) = 0
for s > t.

P r o o f. Let u0 be an initial condition satisfying (H7), and set un =
Anu0. According to Remark 3.2, Lp-limn→∞ un(t, x) = u(t, x) for every
(t, x) ∈ [0, T ]×O. Let M1,2 be the set of processes u(t, x) such that u(t, x) ∈
D

1,2 for any (t, x) ∈ [0, T ] ×O and

‖u‖2
M1,2 ≡ sup{E[|u(t, x)|2] + E[|Du(t, x)|2H ] : t ∈ [0, T ], x ∈ O} < ∞.

To prove the differentiability of the solution, applying Theorem 2.2, it is
sufficient to prove that un ∈ M1,2 for any n ≥ 0, and that for any (t, x) ∈
[0, T ]×O, {‖un(t, x)‖1,2 : n ≥ 0} is bounded. Let us show it inductively: if
un ∈ D

1,2, then

un+1(t, x) = Aun(t, x)(6)

=
\
O

G(t, x, ξ)u0(ξ) dξ +

t\
0

\
O

G(t− θ, x, ξ)b(un(θ, ξ)) dθ dξ

+

t\
0

\
O

G(t− θ, x, ξ)σ(un(θ, ξ)) dW (θ, ξ).

If un ∈ M
1,2, we can differentiate equation (6), and using the commutation

relation (1) and the composition relation of Theorem 2.1 we see that

Dun+1 = {Ds,yun+1(t, x) : t ∈ [0, T ], y, x ∈ O, 0 ≤ s ≤ t}

satisfies
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Ds,yun+1(t, x) =

t\
s

\
O

G(t− θ, x, ξ)Bn(θ, ξ)Ds,yun(θ, ξ) dθ dξ

+

t\
s

\
O

G(t− θ, x, ξ)Sn(θ, ξ)Ds,yun(θ, ξ) dW (θ, ξ)

+ 1[0,t](s)G(t− s, x, y)σ(un(s, y)),

where Bn and Sn are two Ft-adapted processes bounded by the Lipschitz
constant of b and σ. Recall also that if xt is an Ft-adapted process such
that xt ∈ D

1,2, then Dsxt = 0 if s > t, and thus the integrals involved in
the definition of Ds,yun+1(t, x) can be taken from s to t instead of from 0
to t.

Using hypotheses (H6) and (H3), we have (recall that c is a constant
that can change from line to line)

(7) E
[ t\
0

\
O

G2(t− s, x, y)σ2(un(s, y)) ds dy
]

≤ cE
[ t\
0

\
O

G2(t− s, x, y)(1 + u2
n(s, y)) ds dy

]

≤ c
(
1 +

t\
0

(t− s)−d/γ sup
y∈O

E[|u2
n(s, y)|]

( \
O

G(t− s, x, y) dy
)
ds
)

≤ c
(
1 +

t\
0

(t− s)−d/γVn(s) ds
)
,

where we have set

Vn(s) = sup
y∈O

‖un(s, y)‖
2
1,2.

We also have, using the same arguments as for inequality (7),

(8) E
[ t\
0

\
O

( t\
0

\
O

G(t− θ, x, ξ)Sn(θ, ξ)Ds,yun(θ, ξ) dW (θ, ξ)
)2

ds dy
]

=

t\
0

\
O

( t\
0

\
O

G2(t− θ, x, ξ)E[|Sn(θ, ξ)Ds,yun(θ, ξ)|
2] dθ dξ

)
ds dy

≤ c

t\
0

\
O

( t\
0

\
O

G2(t− θ, x, ξ)E[|Ds,yun(θ, ξ)|
2] dθ dξ

)
ds dy

≤ c

t\
0

\
O

G2(t− θ, x, ξ)|Dun(θ, ξ)|
2
H dθ dξ ≤ c

t\
0

(t− s)−d/γVn(s) ds.
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Similarly, we can prove, as in Theorem 3.1, that

(9) E
[ t\
0

\
O

( t\
0

\
O

G(t− θ, x, ξ)Bn(θ, ξ)Ds,yun(θ, ξ) dθ dξ
)2

ds dy
]

≤ c

t\
0

\
O

Vn(θ) dθ.

Altogether, from (7)–(9) we deduce that for a constant c,

Vn+1(t) ≤ c
(
1 +

t\
0

Vn(θ)(t− θ)−d/γ dθ
)
,

and using Kotelenez’s result [8, Lemma 1.8], we conclude that there exist
some constants c > 0, k ≥ 1 such that for any n ≥ 1, t ∈ [0, T ],

Vn+mk(t) ≤ cm
(
1 +

t\
0

Vn(θ)
(t− θ)m−1

(m− 1)!
dθ

)
,

which gives directly

sup
n≥0

‖un‖M1,2 ≤ c.

Theorem 2.2 now shows that u ∈ M
1,2, and applying the derivation operator

to (3), we get the equation satisfied by Du.

Let us show a continuity property of Du(t, x). Notice that this proof is
not given in [14]. Moreover, the results on regularity of the solutions with
respect to a parameter for Banach valued solutions of SPDEs given in [2]
cannot be directly applied here, since we are not dealing with an evolution
equation with initial condition depending on a parameter, and it seems more
convenient to show directly the continuity of the process rs defined below.

Lemma 4.2. Assume hypotheses (H1)–(H7), and fix (t, x) ∈ (0, T ] × O.

For an open set Q ⊂ O, set

rs(t, x) =
\
Q

Ds,yu(t, x) dy

for s ≤ t. Then the process rs(t, x) is almost surely continuous in s for

s ∈ [0, t/2].

P r o o f. We use the Kolmogorov criterion.

Step 1. We know that rs(t, x) satisfies, for s ≤ t,

rs(t, x) =
\
Q

G(t− s, x, y)σ(u(s, y)) dy
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+

t\
s

\
O

G(t− θ, x, ξ)B(θ, ξ)rs(θ, ξ) dθ dξ

+

t\
s

\
O

G(t− θ, x, ξ)S(θ, ξ)rs(θ, ξ) dW (θ, ξ).

Define X = {Xs(l, z) : 0 ≤ s ≤ t/2, 0 ≤ l ≤ t, z ∈ O} by Xs(l, z) = 0 if
l ≤ s, and for any l, z ∈ [s, t]×O, by the equation

Xs(l, z) =
\
Q

G(t− s, x, y)σ(s, y)) dy

+

l\
s

\
O

G(l − λ, z, ζ)B(λ, ζ)Xs(λ, ζ) dλ dζ

+

l\
s

\
O

G(l − λ, z, ζ)S(λ, ζ)Xs(λ, ζ) dW (λ, ζ).

Then rs(t, x) = Xs(t, x). We will estimate the moments of Xs(t, x). Let
s1, s2 ∈ [0, t/2], and suppose s1 > s2. It can be shown easily that for every
n > 1,

(10) sup
s∈[0,t/2]

sup
l∈[s,t]

sup
z∈O

E[|Xs(l, z)|
n] ≤ cn.

Then, for any n > 1,

E[|Xs2(l, z) −Xs1(l, z)|
n] ≤

6∑

i=1

Ii(n)

with

I1(n) = E
[∣∣∣
\
Q

G(t− s2, x, y)(σ(u(s2, y))− σ(u(s1, y))) dy
∣∣∣
n]

,

I2(n) = E
[∣∣∣
\
Q

(G(t− s2, x, y)−G(t− s1, x, y))σ(u(s1, y)) dy
∣∣∣
n]

,

I3(n) = E
[∣∣∣

l\
s1

\
O

G(l − λ, z, ζ)B(λ, ζ)(Xs1 (λ, ζ)−Xs2(λ, ζ)) dλ dζ
∣∣∣
n]

,

I4(n) = E
[∣∣∣

s1\
s2

\
O

G(l − λ, z, ζ)B(λ, ζ)Xs2 (λ, ζ) dλ dζ
∣∣∣
n]

,

I5(n) = E
[∣∣∣

l\
s1

\
O

G(l − λ, z, ζ)S(λ, ζ)(Xs1 (λ, ζ)−Xs2(λ, ζ)) dW (λ, ζ)
∣∣∣
n]

,



SPDEs with pseudodifferential generators 301

I6(n) = E
[∣∣∣

s1\
s2

\
O

G(l − λ, z, ζ)S(λ, ζ) dW (λ, ζ)
∣∣∣
n]

.

Step 2. Let us estimate I1(n). We have, by Hölder’s inequality, for
0 < ε < 1,

I1(n) ≤
∣∣∣
\
Q

G( n
n−1 )ε(t− s2, x, y) dy

∣∣∣
n−1

×
\
Q

G(1−ε)n(t− s2, x, y)E[|σ(u(s2, y))− σ(u(s1, y))|
n] dy.

By Theorem 3.1(iii) and the Lipschitz property of σ, we know that for n
large enough and any y ∈ O, setting n̂ = [2(n − 1)/(n − 2)]− 1, we have

E[|σ(u(s2, y))− σ(u(s1, y))|
n] ≤ c|s1 − s2|

(1− d
γ n̂)n−2

2 .

Hence, choosing ε = (n− 1)/n, we get

I1(n) ≤ c
∣∣∣
\
Q

G(t− s2, x, y) dy
∣∣∣
n

|s1 − s2|
(1− d

γ n̂)n−2
2 ≤ c|s1 − s2|

(1− d
γ n̂)n−2

2 ,

using hypothesis (H3).

Step 3. Let us compute I2(n). As in Step 1, we have

I2(n) ≤ c
( \

Q

|G(t− s2, x, y)−G(t− s1, x, y)| dy
)n−1

×
( \

Q

|G(t− s2, x, y)−G(t− s1, x, y)|E[|σ(u(s1, y))|
n] dy

)
,

and noting that from Theorem 3.1(ii),

sup
t∈[0,T ]

sup
y∈O

E[|σ(u(s, y))|n] ≤ c,

we get

I2(n) ≤ c
( \

Q

|G(t− s2, x, y) −G(t− s1, x, y)| dy
)n

.

Recall that s1 > s2. Applying (H5) with s = s1 − s2, r = (t− s1)/(s1 − s2),
we get

|G(t− s2, x, y)−G(t− s1, x, y)|

=
∣∣∣(2π)−d

\
Rd

exp(i(x− y))[g(t − s2, y, ξ)− g(t− s1, y, ξ)] dξ
∣∣∣

≤ c(s1 − s2)
1−d/γ(t− s1)

−1 ≤ c(s1 − s2)
1−d/γt−1,
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since (t− s1)
−1 ≤ 2/t. Hence, adding the previous results shows that there

exists a β ∈ (0, 1) such that for n large enough,

I1(n) + I2(n) ≤ c(s1 − s2)
βnt−δn

for any s1, s2 ∈ [0, t/2].

Step 4. Set, for λ ∈ [0, t] and a fixed δ > 0,

Fn(λ) = sup{E[|Xs2 (λ, ζ)−Xs1(λ, ζ)|
n] :

ζ ∈ O, s1, s2 ∈ [0, t/2], |s1 − s2| ≤ δ}.

We will estimate I3(n) and I5(n) in terms of Fn(θ). Since the stochastic part
is less easy to treat, we will concentrate on I5(n) (I3(n) can be estimated
with similar arguments): by Burkholder’s inequality, supposing s2 < s1 < l,
we have

I5(n) ≤ E
[∣∣∣

l\
s1

\
O

G2(l − λ, z, ζ)S2(λ, ζ)(Xs1(λ, ζ)−Xs2(λ, ζ))
2 dλ dζ

∣∣∣
n/2]

≤ cE
[∣∣∣

l\
s1

\
O

G2(l − λ, z, ζ)(Xs1 (λ, ζ)−Xs2(λ, ζ))
2 dλ dζ

∣∣∣
n/2]

,

since S is a bounded process. Applying Hölder’s inequality with q = 2/n
and q′ = n/(n− 2) leads to

I5(n) ≤ c
( l\

s1

\
O

Gnε(l − λ, z, ζ)E[|Xs1 (λ, ζ)−Xs2(λ, ζ)|
n] dλ dζ

)

×
( t\

s1

\
O

G
2n

n−2 (1−ε)(l − λ, z, ζ) dλ dζ
)(n−2)/2

,

and choosing once again ε = 2/n, we have

|I5(n)| ≤ c

l\
0

(l − λ)−d/γFn(λ) dλ.

Similarly, we find

|I3(n)| ≤ c

l\
0

Fn(λ) dλ.

Step 5. Using again Burkholder’s and Hölder’s inequalities, we get

|I6(n)| ≤ c
( s1\

s2

\
O

G2(l − λ, z, ζ)E[|Xs2 (λ, ζ)|
2] dλ dζ

)

×
( s1\

s2

\
O

G2(l − λ, z, ζ) dλ dζ
)(n−2)/2

,
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and by inequality (10),

|I6(n)| ≤ c
( s1\

s2

\
O

G2(l − λ, z, ζ) dλ dζ
)n/2

≤ c
( s1\

s2

(l − λ)−d/γ dλ
)n/2

≤ c(s1 − s2)
(1−d/γ)n/2.

Similarly,

|I4(n)| ≤ c|s1 − s2|
n/2,

and adding the previous results, we get

Fn(l) ≤
(
δ−βnt−n +

l\
0

(l − λ)−d/γFn(λ) dλ
)
.

We can apply a result of D. Henry [5, Lemma 7.1.1] to get, for a constant
c > 0,

sup
l∈[0,t]

Fn(l) ≤ cδ−βnt−n.

In particular, for l = t, we get

sup{E[|rs1 (t, x)− rs2(t, x)|
n] : s1, s2 ∈ [0, t/2], |s1 − s2| ≤ δ} ≤ cδ−βnt−n,

and, for n such that βn > 1, Kolmogorov’s continuity criterion gives us the
continuity in s of the process {rs(t, x) : s ∈ [0, t/2]}.

4.2. Existence of a density. We now show the main result of this paper,
whose proof follows closely the lines of [14] and [13, Theorem 2.4.4].

Theorem 4.3. Assume hypotheses (H1) to (H7), and suppose σ(u0(y))
6= 0 for some y0 ∈ O. Then the law of u(t, x) is absolutely continuous with

respect to the Lebesgue measure for any (t, x) ∈ (0, T ] ×O.

P r o o f. We divide the proof in several œsteps.

Step 1. Suppose that σ(u0(y0)) > 0 for some y0 ∈ O (the case σ(u0(y0))
< 0 can be treated similarly). Fix (t, x) ∈ (0, T ] × O. According to Theo-
rem 2.3, we have to prove that

(11)

t\
0

\
O

|Ds,yu(t, x)|
2 dy ds > 0 a.s.

By continuity of u0, there is a compact set Q ⊂ O such that σ(u0(y)) ≥
2δ > 0 for every y ∈ Q, and by the continuity of σ and u, there exists a
stopping time τ1 > 0 such that σ(u(s, y)) ≥ δ > 0 for every y ∈ Q, s ≤ τ1.
Set then

rs(t, x) ≡
\
Q

Ds,yu(t, x) dy.
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In order to show (11), it is sufficient to prove that there exists a stopping time
τ2 such that τ2 > 0 a.s. and rs(t, x) > 0 for any 0 ≤ s ≤ τ2. Moreover by
Lemma 4.2, the process {rs(t, x) : s ∈ [0, t/2]} is almost surely continuous.
Hence, it is sufficient to show that r0(t, x) > 0. Set v(t, x) = r0(t, x). Then
v satisfies the equation

v(t, x) =
\
Q

G(t, x, y)σ(u0(y)) dy(12)

+

t\
0

\
O

G(t− θ, x, ξ)B(θ, ξ)v(θ, ξ) dθ dξ

+

t\
0

\
O

G(t− θ, x, ξ)S(θ, ξ)v(θ, ξ) dW (θ, ξ).

We will show that v(t, x) > 0 almost surely.

Step 2. For some c > 0 to be specified later, set χ(t, x) = ectv(t, x).
Then v(t, x) > 0 if and only if χ(t, x) > 0. Note that χ is a solution of the
equation

(13)





dχ(t, x) = [Lχ(t, x) + (B(t, x) + c)χ(t, x)]dt
+ S(t, x)χ(t, x)dW (t, x),

χ(0, x) = σ(u0(x))1Q(x).

If we take c large enough, then, by boundedness of B, we see that B + c
is a positive process. Moreover, σ(u0(x)) ≥ δ on Q, and by linearity of
equation (13), we can suppose δ = 1. Hence, by the comparison theorem 3.3
for solutions of a pseudodifferential equation, we only have to show that
v(t, x) > 0 when v is the solution to the integral equation

v(t, x) =
\
Q

G(t, x, ξ) dξ +

t\
0

\
O

G(t− θ, x, ξ)S(θ, ξ)v(θ, ξ) dW (θ, ξ).

Step 3. We know that x ∈ Qd for some d > 0, where for any l > 0,

Ql = {z ∈ O : d(z,Q) < l}.

Set also

α = inf

{
1

2

\
Q

G(s, y, z) dz : y ∈ Qd, s ∈ [0, T ]

}
∧ 1.

By hypothesis (H6), we know that α > 0. For k = 1, . . . ,m, set tmk = k/m
and

Ek = {v(tmk , y) ≥ αk1Qkm/d(y), ∀y ∈ O}.

Suppose that for any δ > 0, there exists an m0 > 1 such that if m ≥ m0,
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then for any 0 ≤ k ≤ m− 1,

(14) P (Ec
k+1 | E1 ∩ . . . ∩ Ek) ≤ δ/m.

As a direct consequence of (14), we get

P (v(t, x) > 0) ≥ P (v(t, y) ≥ αm1Qd(y), ∀y ∈ O) ≥ P
( m⋃

k=1

Ek

)

= P (Em |Em−1 ∩ . . . ∩ E1)

× P (Em−1 |Em−2 ∩ . . . ∩ E1) . . . P (E1)

≥ (1− δ/m)m ≥ 1− δ,

and as δ is arbitrary, we have P (v(t, x) > 0) = 1.

Step 4. Let us now check inequality (14). For s ∈ [tmk , tmk+1) and y ∈ O,
we have

v(s, y) =
\
O

G(s− tmk , y, η)v(tmk , η) dη

+

s\
tmk

\
O

G(s − θ, y, η)S(θ, η)v(θ, η) dW (θ, η).

On the set E1∩. . .∩Ek, by the comparison theorem, we have v(s, y) ≥ x(s, y)
where x = {x(s, y) : s ∈ [tmk , tmk+1], y ∈ O} is a process defined by

x(s, y) = αk
\

Qkd/m

G(s − tmk , y, η) dη(15)

+

s\
tmk

\
O

G(s − θ, y, η)S(θ, η)x(θ, η) dW (θ, η).

Hence,

(16) P (Ek+1 | E1 ∩ . . . ∩ Ek) ≥ P (x(tmk+1, y) ≥ αk+1, ∀y ∈ Q(k+1)d/m),

where we have omitted the conditioning on E1, . . . , Ek on the right hand
side (it only affects the values of S(θ, η)). For any y ∈ Q(k+1)d/m, we have\

Qkd/m

G(tmk , y, η) dη ≥ 2α.

Set, for y ∈ O,

φk+1(y) =

tmk+1\
tmk

\
O

G(tmk+1 − θ, y, η)S(θ, η)
x(θ, η)

αk
dW (θ, η).

Using inequality (16) and the definition of x given by (15), we obtain, for
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any n > 1,

P (Ec
k+1 |E1 ∩ . . . ∩Ek) ≤ P ( sup

y∈Q(k+1)d/m

|φk+1(y)| > α)

≤ α−nE[ sup
y∈Qd

|φk+1(y)|
n].

Step 5. Let us give an estimate for the moments of φk+1, using Gar-
sia’s Lemma: for y1, y2 ∈ Qd, using once more Burkholder’s and Hölder’s
inequalities, we get

E[|φk+1(y1)− φk+1(y2)|
n]

≤ c

tmk+1\
tmk

\
O

(G(tmk+1 − θ, y1, η)−G(tmk+1 − θ, y2, η))
2E[|α−kx(θ, η)|n] dθ dη

×
( tmk+1\

tmk

\
O

(G(tmk+1 − θ, y1, η)−G(tmk+1 − θ, y2, η))
2 dθ dη

)(n−2)/2

.

Note that, by linearity of equation (15), we have, for any n > 1,

sup
k≥1

sup
η∈O

sup
θ∈[tmk ,tmk+1]

E[|α−kx(θ, η)|n] ≤ c < ∞,

where the constant c does not depend on m. Hence, for a constant c > 0,

(17) E[|φk+1(y1)− φk+1(y2)|
n]

≤ c
( tmk+1\

tmk

\
O

(G(tmk+1 − θ, y1, η)−G(tmk+1 − θ, y2, η))
2 dθ dη

)n/2

≤ c
( t/m\

0

\
O

(G(θ, y1, η) −G(θ, y2, η))
2 dθ dη

)n/2

.

Step 6. Let us get an estimate for the right hand side of (17). Take
α = (γ − d)/γ, and note that α < (γ − d) ∧ 1. Then, using hypothesis (H4)
and the fact that for 0 < β < 1 and k, x ∈ R

d,

|eikx − 1| < cβ |k|
β |x|β ,

we get

|G(θ, y1, η) −G(θ, y2, η)|

=
∣∣∣(2π)−d

\
Rd

[exp(i(y1 − η)η) − exp(i(y2 − η)η)]g(θ, η, η) dη
∣∣∣

≤ c
\
Rd

|y1 − y2|
α|η|α|g(θ, η, η)| dη
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= c|y1 − y2|
α
\
Rd

|η|α|g(θ, η, η)| dη

= c|y1 − y2|
αθ−(d+α)/γ

\
Rd

|x|α|g(θ, η, θ−1/γx)| dx

≤ c|y1 − y2|
αθ−(d+α)/γ .

Note that (d+ α)/γ < 1. Hence, by hypotheses (H3),

t/m\
0

\
O

(G(θ, y1, η) −G(θ, y2, η))
2 dθ dη

≤ c|y1 − y2|
α

t/m\
0

θ−(d+α)/γ
( \

O

|G(θ, y1, η) −G(θ, y2, η)| dη
)
dθ

≤ c|y1 − y2|
α(t/m)β

with
0 < β ≡ (γ − d)(γ − 1)/γ2 < 1.

In particular, if y1, y2 ∈ Qd, then

E[|φk+1(y1)− φk+1(y2)|
n] ≤ c|y1 − y2|

αn/2(t/m)βn/2.

Since n can be taken artibrarily large, we can choose αn/2 > d and βn/2
> 1. We can also choose a Qd satisfying the cone condition. Hence, by
Theorem 3.4, we find that almost surely, for some 0 < l < αn/2−d and any
y1, y2 ∈ Qd,

|φk+1(y1)− φk+1(y2)|
n ≤ c1|y1 − y2|

l(t/m)βn/2Γ

where c1 is a positive constant and Γ is a random variable such that

E[Γ ] ≤ c2,

with 0 < c2 < ∞. Since the set Qd is bounded, and since φk(y) has moments
of any order for every y ∈ Qd, the following holds for sufficiently large n:

E[ sup
y∈Qd

|φk+1(y)|
n] ≤ c/m.

Thus
P (Ec

k+1 | E1 ∩ . . . ∩ Ek) ≤ c/m,

which ends the proof.
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Département de Mathématiques–Institut Galilée
Université Paris 13
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