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Abstract. The existence and regularity properties of the strict solution of a linear autonomous parabolic system under general nonhomogeneous boundary conditions are analyzed in detail. Optimal regularity results, generalizing those known by the use of semigroup theory in the homogeneous case, are proved in the Hölder classes of \( L^p(\Omega) \)-valued functions.

0. Introduction. We are concerned with \( C^1([0, T], [L^p(\Omega)]^N) \)-solutions of linear parabolic systems of the following kind:

\[
\begin{aligned}
\frac{\partial u}{\partial t}(t, x) - A(x, D)u(t, x) &= f(t, x), & (t, x) &\in [0, T] \times \Omega, \\
u(0, x) &= \varphi(x), & x &\in \Omega, \\
B(x, D)u(t, x) &= g(t, x), & (t, x) &\in [0, T] \times \partial \Omega,
\end{aligned}
\] (0.1)

where \( f, \varphi, g \) are prescribed \( C^0 \)-valued functions and \( A, B \) are matrices of differential operators; suitable hypotheses of regularity and ellipticity are assumed on the data and on the pair \( (A, B) \).

Several authors have studied various types of solutions of problem (0.1); in [11], among other things, the case \( N = 1 \) is considered by means of techniques relying on the abstract theory of sums of linear operators (see also [6]) and on the extensive use of trace spaces. Many results concerning the case \( g \equiv 0 \) are due to [14], [7], as an application of the theory of analytic semigroups. On the other hand, in [12] weak solutions of an abstract Hilbert space version of (0.1) are studied, and an explicit representation formula for such solutions is exhibited.

Our technique here is in some sense intermediate with respect to those of [11] and [12], since it is based on the extensive use of operator-valued Dunford integrals, as in [11], and on an “a priori” representation formula for the solution of (0.1) which is very similar to that of [12]. Indeed, it can be seen that our formula reduces to that of [12] in the \( L^2(\Omega) \)-case (see Remark 3.3 below); however, it is to be noted that the former seems to be better from the point of view of applications to linear nonautonomous as well as
nonlinear parabolic problems. Such problems will be studied in a forthcoming paper.

Keeping in mind such developments, it is important here to get a solution \( u \) of (0.1) possessing an “optimal” regularity with respect to that of data; this is achieved by choosing as evolution space the Hölder space \( C^r([0, T], \left[L^p(\Omega)\right]^N) \) and assuming suitable compatibility conditions on initial and boundary values, which turn out to be necessary and sufficient. Thus we find that \( u, A(\cdot, D)u, B(\cdot, D)u \) belong to the same space as \( f, g \), and the related “good” estimates hold: this is precisely what is needed for the above applications.

Let us describe the subjects of the next sections. Section 1 is devoted to preliminaries such as notation, assumptions and basic results to be used later. In Section 2 we introduce the main tools of our technique: “resolvent”-type operators and suitable Poincaré inequalities. In Section 3 we study existence of the solution and derive its representation formula. Section 4 contains some further technicalities which are needed in Section 5, where maximal regularity of the solution is (tediously) proved. Finally, there is an appendix containing the proof of a few results stated in Section 4.

1. Preliminaries

1.1. Some function spaces. Our basic function classes are the Lebesgue spaces \( L^p(\Omega) \) and the Sobolev spaces \( W^{k,p}(\Omega), W_0^{k,p}(\Omega) \ (k \in \mathbb{N}, p \in [1, \infty]) \), endowed with their usual norms; we denote by \( \left[L^p(\Omega)\right]^N \) and \( \left[W^{k,p}(\Omega)\right]^N, \left[W_0^{k,p}(\Omega)\right]^N \) the corresponding spaces for functions \( f: \Omega \to \mathbb{C}^n, N \geq 1 \). In both cases, the \( L^p \)-norm (resp. the \( W^{k,p} \)-norm) of \( f \) will be denoted by \( \|f\|_p \) or \( \|f\|_{W^{k,p}} \) (resp. \( \|f\|_{W_0^{k,p}} \) or \( \|f\|_{W_0^{k,p}} \)).

If \( Y \) is a Banach space, we will usually consider spaces of continuous functions \([0, T] \to Y\); namely, the whole space \( C^0(Y), \) the Hölder spaces \( C^r(Y), \beta \in [0, 1], \) and the spaces \( C^r(Y) \) and \( C^r_t(Y), \) \( k \in \mathbb{N}^\times, \) whose definitions and norms are obvious; in particular, the Hölder seminorm of a function \( f \) will be denoted by \( \|f\|_{C^\beta(Y)} \) (\( \beta \in [0, 1] \)). We will also use the space

\[
B(Y) := \{ u: [0, T] \to Y: \|u\|_{B(Y)} := \sup_{t \in [0,T]} \|u(t)\|_Y < \infty \}.
\]

1.2. Setting the problem, assumptions. Let \( \Omega \subset \mathbb{R}^n \) be a bounded open set with \( C^2 \) boundary. We consider the following linear differential operators with complex-valued coefficients, defined for \( x \in \Omega \):

\[
A^{hk}(x, D) := \sum_{j=1}^{n} a_{kj}^h(x) D_j + \sum_{j=1}^{n} a_{kj}^h(x) D_j + a_{kj}^h(x) I, \quad h, k = 1, \ldots, N,
\]

\[
B^{rk}(x, D) := \sum_{j=1}^{n} b_{kj}^r(x) D_j + b_{kj}^r(x) I, \quad r, h = 1, \ldots, N,
\]

where \( N \geq 1 \) is a fixed integer. Under suitable ellipticity assumptions on the coefficients of the operators \( \{A^{hk}\} \) and \( \{B^{rk}\}, \) we are going to study the following evolution problem:

\[
\begin{cases}
\frac{\partial u}{\partial t}(t, x) - \sum_{k=1}^{N} A^{hk}(x, D) + \omega \delta^{hk} u(t, x) = f^h(t, x), \\
u^h(0, x) = \varphi^h(x), \quad h = 1, \ldots, N, \quad (t, x) \in [0, T] \times \Omega,
\end{cases}
\]

\[
\begin{cases}
\sum_{k=1}^{N} B^{rk}(x, D) u^r(t, x) = g^r(t, x), \quad r = 1, \ldots, N, \quad (t, x) \in [0, T] \times \partial \Omega,
\end{cases}
\]

where \( T \in ]0, \infty[, \omega \in \mathbb{C}, \delta^{hk} \) is the Kronecker matrix and \( \{f^h\}, \{\varphi^h\}, \{g^r\} \) are prescribed data.

The assumptions listed below will guarantee the solvability of system (1.3) in suitable function spaces; such assumptions are essentially those required in order to study the spectral properties in \([L^p(\Omega)]^N, p \in ]1, \infty[\), of the elliptic boundary value problem

\[
\begin{cases}
\sum_{k=1}^{N} A^{hk}(x, D) U^h(x) = F^h(x), \quad h = 1, \ldots, N, \quad x \in \Omega, \\
\sum_{k=1}^{N} B^{rk}(x, D) U^r(x) = G^r(x), \quad r = 1, \ldots, N, \quad x \in \partial \Omega;
\end{cases}
\]

they are formulated in [8], [9], [5]. It is worth while to recall them and quote the related results in the most useful way for the study of problem (1.3).

For each \( (\theta, x, \xi, t) \in \mathbb{R} \times \Omega \times \mathbb{R}^n \times \mathbb{R} \) set

\[
\mathcal{A}^{h}(x, \xi, \xi) := \sum_{j,k=1}^{n} a_{kj}^h(x) \xi_j \xi_k + \frac{\partial^2}{\partial t^2} \delta^{hk}.
\]

**Hypothesis 1.1 (\( \theta_0 \)-root condition).** There exist \( \theta_0 \in ]\pi/2, \pi[ \) and \( c_0 > 0 \) such that

\[
|\det \mathcal{A}^{h}(x, \xi, \zeta)| \geq c_0 \|\zeta^2 + t^2\|^N \quad \forall (\theta, x, \xi, \zeta) \in \left[ -\theta_0, \theta_0 \right] \times \Omega \times \mathbb{R}^n \times \mathbb{R};
\]

in addition, for each \( (\theta, x, \xi, t) \in \left[ -\theta_0, \theta_0 \right] \times \partial \Omega \times \mathbb{R}^n \times \mathbb{R} \) with \( |\xi|^2 + t^2 > 0 \) and \( \zeta \cdot v(x) = 0, \zeta \cdot v(x) = 0, \)

\[
\tau \rightarrow |\det \mathcal{A}^{h}(x, \xi + \tau v(x), t)|
\]

has precisely \( N \) roots \( \tau_j^\pm (\theta, x, \xi, t), j = 1, \ldots, N, \) with positive imaginary part (here \( v(x) \) is the unit outward normal vector at \( x \in \partial \Omega \)).

In other words, Hypothesis 1.1 says that for each \( \theta \in ]-\theta_0, \theta_0[ \) the system of differential operators

\[
\mathcal{A}^{h}(x, D, \delta/\partial t) := A^{hk}(x, D) + \delta^{hk} \frac{\partial^2}{\partial t^2} \delta^{hk}
\]

is uniformly elliptic in \( \Omega \times \mathbb{R} \) in the sense of [4].
For all \( x \in \partial \Omega \) and \( \xi \in \mathbb{R}^n - \{0\} \), we denote by \( \hat{A}_\delta \) the adjoint matrix of \( A^h \), i.e.

\[
[\hat{A}_\delta^h] := (\det [A^h_\delta])^{-1} [A^h_\delta]^\dagger.
\]

Concerning the boundary operators \( [B^h] \), we assume that for each \( x \in \partial \Omega \) the order of the operator \( B^h(x, D) \) does not exceed \( m_{r,h} \), where \( m_{r,h} = 0 \) or \( m_{r,h} = 1 \). This means that if \( m_{r,h} = 0 \) then no derivatives appear in \( B^h(x, D) \) \( \equiv B^h(\cdot, \cdot) \), so that each function \( b^h_\eta \) vanishes identically, whereas if \( m_{r,h} = 1 \) then at least one among the functions \( b^h_\eta \) does not vanish. We denote by \( B^h(x, D) \) the principal part of \( B^h(x, D) \), i.e. that having precisely order \( m_{r,h} \). Note that even if \( m_{r,h} = 1 \) it may happen that \( B^h(x, D) = 0 \) at some \( x \in \partial \Omega \); however, we require the following

**Hypothesis 1.2** (\( \eta_0 \)-complementing condition). For each \((\theta, x, \xi, t) \in [\theta_\eta, \theta_\eta] \times \partial \Omega \times \mathbb{R}^n \times \mathbb{R} \) with \( |\xi|^2 + t^2 > 0 \) and \( \xi \cdot \nu(x) = 0 \) the rows of the matrix

\[
\left[ \sum_{k=1}^N B^h(x, \xi + \nu(x)) A^h_k(x, \xi + \nu(x)) \right]_{k=1}^N
\]

are linearly independent modulo the polynomial

\[
\tau \rightarrow \prod_{j=1}^N (\tau - \tau_j^\eta (\theta, x, \xi, t)).
\]

Finally, concerning the regularity of the coefficients of \( \{A^k\} \), \( \{B^k\} \), we assume:

**Hypothesis 1.3.** Set \( m_r := \max \{m_{r,h} : h = 1, \ldots, N\} \); then

\[
a_o, a_j, a_k \in C^0(\bar{\Omega}), \quad s, j = 1, \ldots, n; \quad h, k = 1, \ldots, N,
\]

\[
b^h_\eta, b^h_\eta \in C^{2-m_r}(\bar{\Omega}), \quad j = 1, \ldots, n; \quad h, r = 1, \ldots, N.
\]

**Theorem 1.4.** Under Hypotheses 1.1–1.3, for each \( \rho \in ]1, \infty[ \) there exist \( \lambda_\rho > 0 \) and \( C_\rho > 0 \) such that for each \( \lambda \) in the sector

\[
S_{\rho, \rho_0} := \{ z \in \mathbb{C} : |\arg(z - \lambda_\rho)| < \rho_0 \}
\]

and for all \( F \in [L^p(\Omega)]^N, G \in \prod_{\rho = 1}^N W^{2-m_{r,p}}(\Omega) \), problem (1.4) has a unique solution \( u \in [W^{2-p}(\Omega)]^N \), which satisfies in addition

\[
\frac{\partial u}{\partial t}(t, x) = \sum_{k=1}^N [A^h_k(x, D) - \lambda_p \delta^h_k] u^k(t, x) = f^h(t, x),
\]

\[
h = 1, \ldots, N, \quad (t, x) \in [0, T] \times \Omega,
\]

where \( \lambda_p \) is the constant appearing in Theorem 1.4. The elliptic boundary value problem which corresponds to (1.9) is now

\[
\left\{ \begin{array}{ll}
L u(x) - A(x, D) U(x) = F(x), & x \in \Omega, \\
B_0(x) U(x) = G_0(x), & x \in \partial \Omega, \\
B_1(x, D) U(x) = G_1(x), & x \in \partial \Omega,
\end{array} \right.
\]

where we have set

\[
A(x, D) U(x) := \left\{ \sum_{k=1}^N [A^h_k(x, D) - \lambda_p \delta^h_k] U^k(x) \right\}_{k=1}^N.
\]
problem (1.10) is uniquely solvable for each \( \lambda \) belonging to the sector \( S_{\theta_0} := \{ z \in \mathbb{C} : |\arg z| < \theta_0 \} \) and for all \( F \in [L^p(\Omega)]^N, G_0 \in [W^{2,p}(\Omega)]^N, G_1 \in [W^{1,p}(\Omega)]^{N-1} \). In addition, the estimate (1.5) holds for each \( \lambda \in S_{\theta_0} \).

Let us define what we mean by a solution of problem (1.9).

**Definition 1.7.** A strict solution of (1.9) is a function

\[
u \in C^1([L^p(\Omega)]^N) \cap C^0([W^{2,p}(\Omega)]^N)
\]
such that:

(i) \( \partial^2 \nu/\partial t - A(\cdot, D) \nu = f \) in the sense of \( C^0([L^p(\Omega)]^N) \).

(ii) \( B^r(\cdot, D) \nu = g \) in the sense of \( C^0([W^{2-r,p}(\Omega)]^N) \), \( r = 1, \ldots, N \), i.e. in the sense of traces on \( \partial \Omega \) for each fixed \( t \).

(iii) \( u(0, \cdot) = \phi \) in the sense of \( [W^{2-p}(\Omega)]^N \).

**I.C. A little bit of interpolation.** If \( X, Y \) are Banach spaces with \( X \hookrightarrow Y \) (continuous imbedding) we can construct the interpolation spaces \( (X, Y)_{\theta, \infty}, (\theta \in ]0,1[ \) in the following way ([13]):

**Definition 18.** \( (X, Y)_{\theta, \infty} \) is the set of \( x \in X \) such that there exists a function \( u : [0,1] \to X \) differentiable as a function \( [0,1] \to Y \), satisfying:

(i) \( \sup_{t \in [0,1]} t^{1-\theta} ||u(t)||_X < \infty \), \( \sup_{t \in [0,1]} t^{1-\theta} ||u'(t)||_Y < \infty \).

(ii) \( u(0) = x \).

We set

\[
||x||_{(X, Y)_{\theta, \infty}} := \inf \left\{ \sup_{t \in [0,1]} t^{1-\theta} ||u(t)||_X + \sup_{t \in [0,1]} t^{1-\theta} ||u'(t)||_Y \right\}.
\]

**Lemma 1.9.** Let \( f \in C^0(X \cap C^1(Y)) \) with \( \alpha, \beta \in ]0,1[ \). We have:

(i) \( f^e \in B(X, Y)_{\theta, \infty} \) where \( \theta = \beta/(1 + \beta - \alpha) \) and

\[
\|f^e\|_{(X, Y)_{\theta, \infty}} = \|f\|_{C^1(X \cap C^0(Y))}.
\]

(ii) \( \sigma \in ]0,1[ \), then \( f^e \in C^0((X, Y)_{\theta, \infty}) \) where \( \lambda = (\beta - \sigma)/(1 + \beta - \alpha) \) and

\[
\|f^e\|_{(X, Y)_{\theta, \infty}} = \|f\|_{C^\sigma(X \cap C^{\lambda}(Y))}.
\]

**Proof.** (i) It is easy to see that if \( t_0 \in [0, T] \), then \( f^e(t_0) \) satisfies Definition 1.8 with

\[
u(t) := v(t^{1/(1+\beta-\alpha)})
\]

\[
\phi(r) := r^{-1} \int_0^r f^e(\tilde{t}_0 + s) \phi((r-s)/r) \, ds,
\]

\( \phi \) being a \( C^\infty \) real-valued function with support contained in \( ]-1, 1[ \) and such that \( \int_{-1}^1 \phi(x) \, dx = 1 \).

Part (ii) follows by interpolation via the Reiteration Theorem.

If we choose in particular \( X = [W^{2,p}(\Omega)]^N, \ Y = [L^p(\Omega)]^N, p \in ]1, \infty[ \), we can characterize the interpolation spaces \( (X, Y)_{1-\theta, \infty} \).

**Definition 1.10.** (i) Let \( N \in \mathbb{N}^+, s > 0 \). The Besov-Nikolskii spaces

\[
[B^s_{p, \theta}(R^N)]^N := ||f||_{[B^s_{p, \theta}(R^N)]^N}
\]

are defined in the following way:

(a) If \( s \in ]0,1[ \),

\[
[B^s_{p, \theta}(R^N)]^N := \{ f \in [L^p(R^N)]^N : \sup_{h \in \mathbb{R}^N} \|f(x + h) - f(x)^\theta dx \|_{L^p, R^N} < \infty \}.
\]

(b) If \( s = 1 \),

\[
[B^s_{p, \theta}(R^N)]^N := \{ f \in [L^p(R^N)]^N : \sup_{h \in \mathbb{R}^N} \|f(x + h) - f(x)^\theta dx \|_{L^p, R^N} < \infty \}.
\]

(c) If \( s = k + \sigma \) where \( k \in \mathbb{N}, \sigma \in ]0,1[ \),

\[
[B^s_{p, \theta}(R^N)]^N := \{ f \in [W^{k,p}(R^N)]^N : D^\alpha f \in [B^s_{p, \theta}(R^N)]^N \ \forall \|\alpha\| = k \}.
\]

A norm in \( [B^s_{p, \theta}(R^N)]^N \) is:

\[
\|f\|_{[B^s_{p, \theta}(R^N)]^N} := \|f\|_{[L^p(R^N)]^N} + \sum_{|\alpha| = k} \|D^\alpha f\|_{[B^s_{p, \theta}(R^N)]^N}.
\]

For \( s = 1, \) we write \( \|f\|_{[B^1_{p, \theta}(R^N)]^N} \). an obvious modification is required when \( s = 1 \), in which case we write \( \|f\|_{[B^1_{p, \theta}(R^N)]^N} \).

(ii) The space \( [B^s_{p, \theta}(\Omega)]^N \) consists of the restrictions \( f|_\Omega \) such that \( f \in [B^s_{p, \theta}(R^N)]^N \); a norm in \( [B^s_{p, \theta}(\Omega)]^N \) is

\[
\|f\|_{[B^s_{p, \theta}(\Omega)]^N} := \inf_{\|\alpha\| = s} \|f\|_{[B^s_{p, \theta}(R^N)]^N}.
\]

(writing \( \|f\|_{[B^s_{p, \theta}(\Omega)]^N} \) instead of \( \|f\|_{[B^s_{p, \theta}(R^N)]^N} \).

The characterization of the spaces \( (X, Y)_{\theta, \infty} \) is the following:

**Proposition 1.11.** If \( \theta \in ]0,1[ \) we have:

(i) \( ([W^{2,p}(\Omega)]^N, [L^p(\Omega)]^N)_{1-\theta, \infty} = [B^{1,p}_{2,p}(\Omega)]^N \) \( (k \in \mathbb{N}^+) \);

(ii) \( ([W^{2,p}(\Omega) \cap [W^{1,p}(\Omega)]^N, [L^p(\Omega)]^N)_{1-\theta, \infty} = [B^{1,p}_{2,p}(\Omega)]^N \) \( \text{provided } \theta \neq 1/(2p) \);

(iii) \( ([W^{2,p}(\Omega)]^N, [L^p(\Omega)]^N)_{1-\theta, \infty} = [B^{1,p}_{2,p}(\Omega)]^N \) \( \text{provided } \theta \neq 1/(2p), \theta \neq 1/2 + 1/(2p), \)

where we have set

\[
[B^{1,p}_{2,p}(\Omega)]^N := \{ f \in [B^{1,p}_{2,p}(\Omega)]^N : f = 0 \text{ on } \partial \Omega \text{ if } 2 \theta > 1/p \}.
\]
(1.13) \[ [W^{2,p}_{\delta}(\Omega)]^N := \{ f \in [W^{2,p}(\Omega)]^N \mid B'(\cdot, D)f = 0 \text{ on } \partial\Omega, \]
\[ r = 1, \ldots, N \} \]

(1.14) \[ [B^{2,p}_{\delta}(\Omega)]^N := \{ f \in [B^{2,p}(\Omega)]^N \mid B'(\cdot, D)f = 0 \text{ on } \partial\Omega \]
\[ \text{if } 2\theta > m_r + 1/p, r = 1, \ldots, N \} \]

Proof. For the case \( N = 1 \) see [15, Theorems 4.3.1/1-4.3.3(a)] and [11, Théorème 7.5]. In the general case, \( N > 1 \), one can proceed by adapting the argument of [1] with the aid of Definition 1.8 and of Lemma 4.2 below. We omit the details. ■

2. Tools

2A. The operators \( R(\lambda), N_0(\lambda), N_1(\lambda) \). Theorem 1.4 allows us to construct three "resonant" operators which play a fundamental role in our theory.

For fixed \( p \in [1, \infty[ \) and for each \( \lambda \in S_{b_0} \) we denote by \( R(\lambda) : [L^p(\Omega)]^N \rightarrow [W^{2,p}(\Omega)]^N \) the operator defined by

(2.1) \[ U = R(\lambda)F \Leftrightarrow \begin{cases} \langle U - A(\cdot, D)U, F \rangle & \text{in } \Omega, \\ B_0(\cdot)U = 0, B_1(\cdot, D)U = 0 & \text{on } \partial\Omega. \end{cases} \]

By Theorem 1.4, \( R(\lambda) \) is well defined and we have

(2.2) \[ \sum_{k=0}^{N} (1 + |\lambda|)^{1-k/2} \| D^{k} R(\lambda)F \|_{L^p} \leq C_p \| F \|_{L^p} \quad \forall \lambda \in S_{b_0}. \]

If we set \( Y := [L^p(\Omega)]^N, D_A := [W^{2,p}_{\delta}(\Omega)]^N \) (see (1.13)), and \( Au := A(\cdot, D)u \), then (2.1) and (2.2) say that \( R(\lambda) = (\lambda - A)^{-1} \in \mathcal{L}(Y) \) and \( \| R(\lambda) \|_{\mathcal{L}(Y)} \leq C(\lambda) \); thus \( A(\cdot, D) \) is the infinitesimal generator of an analytic semigroup \( \{E(\xi)\}_{\xi > 0} \) which is strongly continuous at \( \xi = 0 \) since \( D_A = Y \). The semigroup can be represented as

(2.3) \[ E(\xi)\psi = \frac{1}{\gamma} e^{\xi A} R(\cdot)\psi d\lambda, \quad s > 0, \quad \psi \in [L^p(\Omega)]^N, \]

where \( \gamma \) means \( 2\pi(1)^{-1} \), and \( \gamma \) is a curve contained in \( S_{b_0} \) and joining \( 0 \) to \( \infty e^{i\theta} \), \( \theta \in \pi/2, \theta_0 \); for instance we can take

(2.4) \[ \gamma := \{ z \in C ; z = re^{i\theta}, r \geq 1 \} \cup \{ z \in C ; z = e^{i\theta}, |\theta| \leq \theta' \}. \]

The main properties of \( E(\cdot) \) are summarized in the following

Proposition 2.1. We have:

(i) \( E(\cdot)\psi \in C^0(Y), \lim_{\xi \to 0} \| E(\xi)\psi - \psi \|_Y = 0 \quad \forall \psi \in Y. \]

(ii) \( E(\cdot)\psi \in C^0(Y), \beta \in ]0, 1[, \beta \psi \in [B^{2,p}_{\delta}(\Omega)]^N \)

\[ \beta \notin \{ 1/(2p), 1/2, 1/2 + 1/(2p) \} \quad \text{(see (1.14)).} \]

(iii) \( E(\cdot)\psi \in C^1(Y) \Leftrightarrow \psi \in D_A, \quad \text{in this case} \quad \frac{d}{d\xi} E(\xi)\psi = E(\xi)A\psi. \]

(iv) \( E(\cdot)\psi \in C^{1+\beta}(Y), \beta \in ]0, 1[, \psi \in D_A \quad \text{and} \quad A\psi \in [B^{2,p}_{\delta}(\Omega)]^N, \)

\[ \beta \notin \{ 1/(2p), 1/2, 1/2 + 1/(2p) \}. \]

Moreover, in each case \( E(\cdot)\psi \) depends continuously on \( \psi \) in the corresponding norms.

Proof. This follows by the results of [14] and by Proposition 1.11(iii).

Next, by using again Theorem 1.4 we construct for fixed \( p \in [1, \infty[ \) and for each \( \lambda \in S_{b_0} \) the operators \( N_0(\lambda) : [W^{2,p}(\Omega)]^{N-\delta} \rightarrow [W^{2,p}(\Omega)]^N \) and \( N_1(\lambda) : [W^{2,p}(\Omega)]^{N-\delta} \rightarrow [W^{2,p}(\Omega)]^N \) (\( r_0 \) is defined in (1.6)) in the following manner:

(2.5) \[ V = N_0(\lambda)G_0 \Leftrightarrow \begin{cases} \langle V - A(\cdot, D)V, F \rangle & \text{in } \Omega, \\ B_0(\cdot)V = G_0, B_1(\cdot, D)V = 0 & \text{on } \partial\Omega, \end{cases} \]

(2.6) \[ W = N_1(\lambda)G_1 \Leftrightarrow \begin{cases} \langle W - A(\cdot, D)W, F \rangle & \text{in } \Omega, \\ B_0(\cdot)W = 0, B_1(\cdot, D)W = G_1 & \text{on } \partial\Omega. \end{cases} \]

By Theorem 1.4, \( N_0(\lambda) \) and \( N_1(\lambda) \) are well defined and satisfy

(2.7) \[ \sum_{k=0}^{2} (1 + |\lambda|)^{-k/2} \| D^k N_0(\lambda)G_0 \|_{L^p} \]

\[ \leq C_p \inf \{ \| D^k \psi \|_{L^p} + (1 + |\lambda|) \| \psi \|_{L^p} \mid \psi \in [W^{2,p}(\Omega)]^{N-\delta}, \psi = G_0 \text{ on } \partial\Omega \}, \]

(2.8) \[ \sum_{k=0}^{2} (1 + |\lambda|)^{-k/2} \| D^k N_1(\lambda)G_1 \|_{L^p} \]

\[ \leq C_p \inf \{ \| D^k \psi \|_{L^p} + (1 + |\lambda|)^{1/2} \| \psi \|_{L^p} \mid \psi \in [W^{2,p}(\Omega)]^{N-\delta}, \psi = G_1 \text{ on } \partial\Omega \}. \]

The reader can amuse himself in proving the following simple

Lemma 2.2. Fix \( p \in [1, \infty[ \) and let \( \lambda, \mu \in S_{b_0} \). We have:

(i) \( A(\cdot, D)R(\lambda)\psi = \lambda R(\lambda)\psi - \psi \quad \forall \psi \in [L^p(\Omega)]^N \).

(ii) \( \lambda R(\lambda)\psi = \psi + R(\lambda)A(\cdot, D)\psi \)

\[ = -N_0(\lambda)B_0(\cdot)\psi - N_1(\lambda)B_1(\cdot, D)\psi \quad \forall \psi \in [W^{2,p}(\Omega)]^N. \]

(iii) \( A(\cdot, D)R(\lambda) - R(\lambda)A(\cdot, D)\psi \)

\[ = -N_0(\lambda)B_0(\cdot)\psi - N_1(\lambda)B_1(\cdot, D)\psi \quad \forall \psi \in [W^{2,p}(\Omega)]^N. \]

(iv) \( [R(\lambda) - R(\mu)]\psi = (\mu - \lambda)R(\lambda)R(\mu)\psi \quad \forall \psi \in [L^p(\Omega)]^N. \)
(v) \[ \left( N_0(\lambda) - N_0(\mu) \right) \psi_0 = (\mu - \lambda) R(\lambda) N_0(\mu) \psi_0 \]
\[ \forall \psi_0 \in [W^{2,1}(\Omega)]^N \quad \text{(see (1.6)).} \]

(vi) \[ \left( N_1(\lambda) - N_1(\mu) \right) \psi_1 = (\mu - \lambda) R(\lambda) N_1(\mu) \psi_1 \]
\[ \forall \psi_1 \in [W^{1,1}(\Omega)]^{N-r} \quad \text{(see (1.6)).} \]

Remark 2.3. By Lemma 2.2(v)-(vi) we see that the operators \( N_0(\lambda) \), \( N_1(\lambda) \), as well as \( R(\lambda) \), are holomorphic functions of \( \lambda \), defined in \( S_{\Omega_0} \).

2B. The open set \( \Omega \). We have assumed that \( \Omega \) is a bounded open set of \( \mathbb{R}^n \) with \( C^2 \) boundary. For each \( x \in \Omega \) set \( d(x) := \text{dist}(x, \partial \Omega) \) and for \( q > 0 \) set \( \Omega(q) := \{ x \in \Omega : d(x) < q \} \).

Lemma 2.4. There exists \( \eta_0 > 0 \) such that \( d(\cdot) \in C^2(\Omega(\eta_0)) \). Moreover, for each \( x \in \Omega(\eta_0) \) there exists a unique \( y(x) \in \partial \Omega \) such that \( d(x) = \text{dist}(x, y(x)) \) and such that \( x, y(x) \) and \( y(x) + v(y(x)) \) lie on the same line \( (v(y(x)) \) is the unit outward normal vector at \( y(x) \). Moreover, \( x \to y(x) \) and \( x \to v(y(x)) \) \( \equiv v(x) \) belong to \( C^1(\Omega(\eta_0)) \) and may be extended as functions in \( C^1(\Omega) \).

Proof. See [10, Appendix].

Lemma 2.5. Fix \( p \in ]1, \infty[. \) There exists \( K_p > 0 \) such that for each \( q \in [0, \eta_0] \) \( \eta_0 \in (0, \eta_0) \), \( (\eta_0 \in [0, \eta_0]) \) \( \text{we have} \)
\[ |Df|_{p, \eta_0} \leq K_p q^\frac{1}{p} \|Df\|_{p, \eta_0}. \]

Proof. See [2, Theorem 4.14].

Lemma 2.6 (Poincaré). Fix \( p \in ]1, \infty[. \) We have:
(i) There exists \( K_p > 0 \) such that for all \( q \in [0, \eta_0], \eta_0 \in (0, \eta_0) \) \( \text{we have} \)
\[ |f|_{p, \eta_0} \leq K_p q^\frac{1}{p} |Df|_{p, \eta_0}. \]

(ii) If \( \theta \in [1/2p, 1/2p + 1/p] \) there exists \( K_{p, \theta} > 0 \) such that for all \( \theta \in (0, \eta_0], \eta_0 \in (0, \eta_0) \) \( \text{we have} \)
\[ |f|_{p, \eta_0} \leq K_{p, \theta} q^\frac{1}{p} |f|_{2p, p, \eta_0}. \]

(iii) If \( \theta \in [1/2p, 1/2p + 1/p] \) \( \text{we have} \)
\[ |f|_{p, \eta_0} \leq K_{p, \theta} q^\frac{1}{p} |f|_{2p, p, \eta_0}. \]

An immediate consequence of Lemma 2.6 is a refinement of the estimate
\[ \text{(2.7).} \]

Lemma 2.7. If \( \theta \in ]0, 1/(2p)[ \) there exists \( C(p, \theta, \eta) \) such that for each \( G_0 \in [W^{2,1}(\Omega)]^N \)
\[ \sum_{k=0}^{N-1} (1 + |\lambda|^k) \|D^k N_0(\lambda) G_0\|_p \leq C(p, \theta, \eta) \|D^2 \psi\|_p \]
\[ + (1 + |\lambda|) \|\psi\|_{2p, \eta} : \psi \in [W^{2,1}(\Omega)]^N, \psi = G_0 \text{ on } \partial \Omega. \]

Proof. It is enough to apply (2.7) with \( \psi \) replaced by \( \psi_n \), where \( \psi_n \in C^\infty(\Omega) \) is such that:
\[ \int_{\Omega} \psi_n = 0, \quad \text{and } \int_{\Omega} \psi_n^2 \leq c \int_{\Omega} \psi^2 \]
\[ \text{for } \psi \in [W^{2,1}(\Omega)]^N \text{ on } \partial \Omega. \]

Indeed, by (2.14) and (2.7) we have for each \( \psi \in [W^{2,1}(\Omega)]^N \) with \( \psi = G_0 \) on \( \partial \Omega \)
\[ \sum_{k=0}^{N-1} (1 + |\lambda|^k) \|D^k N_0(\lambda) G_0\|_p \leq c \|D^2 \psi\|_p \]
\[ + (1 + |\lambda|) \|\psi\|_{2p, \eta} ; \]
noting that there exists \( c(\eta_0) > 0 \) such that
\[ c(\eta_0)^{-1} (1 + |\lambda|) \leq c(\eta_0 + (1 + |\lambda|) \leq c(\eta_0 + (1 + |\lambda|)^{-1/2} \quad \forall \lambda \in S_{\Omega_0}, \]
we use (2.11) and the result follows.

3. Existence and representation of the solution. We suppose that Hypotheses 1.1–1.3 hold and we fix \( p \in ]1, \infty[. \) \( x \in [0, 1] \) \( \text{with } x \neq 1/(2p), 1/2, 1/2 + 1/(2p) \) (such values of \( x \) are critical in some sense; see Remark 3.2 below). For notational simplicity we set
\[ Y := [L^p(\Omega)]^N, \quad Y_0 := [L^p(\Omega)]^{N-1}, \quad Y_1 := [L^p(\Omega)]^N, \]
\[ X := [W^{2,1}(\Omega)]^N, \quad X_0 := [W^{2,1}(\Omega)]^N, \quad X_1 := [W^{1,1}(\Omega)]^N. \]

We choose the data of problem (1.9) in the following way:
\[ f = \{ f^{\alpha} \}_{\alpha = 1}^N \in C^0(Y), \]
\[ g_0 = \{ g_0^{\alpha} \}_{\alpha = 1}^N \in C^0(X_0 \cap C^{\infty+1}(Y_0), \]
\[ g_1 = \{ g_1^{\alpha} \}_{\alpha = 1}^N \in C^0(X_1 \cap C^{\infty+1}(Y_1), \]
\[ \varphi = \{ \varphi^{\alpha} \}_{\alpha = 1}^N \in X. \]

In addition, we assume the following compatibility conditions:
\[ B_0(x) \varphi(x) = g_0(0, x), \quad x \in \partial \Omega, \]
\[ B_1(x, D) \varphi(x) = g_1(0, x), \quad x \in \partial \Omega. \]

**Theorem 3.1.** Under the above assumptions, problem (1.9) has a unique strict solution \( u \), which is given by the following representation formula:

\[ u(t) = u(t, \cdot) = \int_0^t e^{\lambda(s-t)} R(\lambda) \varphi d\lambda + \int_0^t e^{\lambda(s-t)} R(\lambda) f(s) d\lambda ds \]
\[ + \int_0^t e^{\lambda(s-t) N_0(\lambda)} g_0(\lambda) d\lambda ds + \int_0^t e^{\lambda(s-t) N_1(\lambda)} g_1(\lambda) d\lambda ds, \]

where \( \gamma \) is the curve (2.4), \( f \) means \( 2(\pi)^{-1} \int f(s) ds \), and \( g_0, g_1 \) stand for \( f(s, \cdot), g_0(s, \cdot), g_1(s, \cdot) \). Moreover, for each \( \theta \in [0, 1/(2p)][\gamma], \) \( f(0), \) \( g_0, g_1 \) and \( N_0, N_1 \) the following estimate holds:

\[ \|u\|_{C^0(Y)} + \|u\|_{C^1(\Omega)} \leq C_0 \|f\|_{L^p} + \|g_0\|_{C^0(\Omega)} + \|g_0\|_{C^0(\partial \Omega)} + \|g_1\|_{C^0(\Omega)} + \|g_1\|_{C^0(\partial \Omega)} \]

**Proof.** Uniqueness of the strict solution follows by the theory of analytic semigroups (see e.g. [14]). The proof of existence consists of four steps:

**Step 1:** Formula (3.8) is meaningful.

**Step 2:** The function \( u \) given by (3.8) is differentiable in \( Y \) and (3.9) holds.

**Step 3:** \( u \) solves the equation of (1.9) in \([0, T] \times \Omega \).

**Step 4:** \( u \) satisfies the boundary conditions of (1.9).

**Proof of Step 1.** This is the simplest part of the proof, but it is worth while performing it carefully since we use a complex variable change which will be displayed systematically in the sequel; thus the details of this calculation will not be repeated anymore.

Proposition 2.1(i) immediately gives \( E(\cdot) \varphi \in C^0(Y) \) and \( E(0) \varphi = \varphi(\cdot) \) is defined in (2.3).

Fix \( 0 \leq s < t \leq T \) and set \( \mu := (t-s) \lambda \) in the complex integral

\[ I(t, s) := \int_0^t e^{\lambda(s-t)} \left[ R(\lambda) f(s) + N_0(\lambda) g_0(s) + N_1(\lambda) g_1(s) \right] d\lambda. \]

We obtain

\[ I(t, s) = \int_0^t e^{\lambda(s-t)} \left[ R(\mu(t-s)^{-1} f(s) + N_0(\mu(t-s)^{-1} g_0(s) \right. \]
\[ \left. + N_1(\mu(t-s)^{-1}) g_1(s) \right] (t-s)^{-1} d\mu. \]

Now we remark that the curve \( (t-s) \cdot \gamma \) is homotopic to \( \gamma \) in \( S_{s_0} \) and that the integrand is a holomorphic function of \( \mu \) in \( S_{s_0} \) (Remark 2.3). Hence we can replace \( \int_0^{\mu(s-t)} \gamma \) by \( \int_0^{s-t} \gamma \), so that by (2.2), (2.13) and (2.8) we get for a fixed \( \theta \in [0, 1/(2p)] \)

\[ \|I(t, s)\|_{L^p} \leq c \int_0^{s-t} e^{\theta \lambda(s-t)} \left[ \left( 1 - s \right) \|f\|_{L^p} + \left( \right) \|g_0\|_{C^0(\Omega)} + \|g_1\|_{C^0(\partial \Omega)} \right] \]
\[ + \left( 1 - s \right) \|g_0\|_{C^0(\partial \Omega)} + \|g_1\|_{C^0(\partial \Omega)} \right] \]
\[ \leq c \left[ 1 + \left( t \right) + \left( t-s \right) \right] \|f\|_{C^0(Y)} + \|g_0\|_{C^0(\partial \Omega)} + \|g_1\|_{C^0(\partial \Omega)}. \]

This estimate immediately yields that formula (3.8) makes sense and for each \( \theta \in [0, 1/(2p)] \)

\[ \|u(t) - \varphi\|_{Y} \leq \|E(t) \varphi - \varphi(t)\|_{Y} + \|O(t)\|_{Y} \]

A similar calculation shows that \( u \in C^0(Y) \).

**Proof of Step 2.** Actually we will prove that \( u' \in C^0(Y) \) and

\[ u'(t) = \int_0^t e^{\lambda(s-t)} \left[ R(\lambda) f(s) + N_0(\lambda) g_0(s) + N_1(\lambda) g_1(s) \right] d\lambda ds \]
\[ + \sum_{j=0}^{1} N_j(\lambda) g_j(s) ds \]
\[ + \int_0^t e^{\lambda(s-t)} \left[ R(\lambda) \frac{\partial f}{\partial \lambda} + N_0(\lambda) \frac{\partial g_0}{\partial \lambda} + N_1(\lambda) \frac{\partial g_1}{\partial \lambda} \right] d\lambda ds. \]

The hardest part consists in proving that formula (3.10) is meaningful, i.e. that all integrals involved are in fact convergent; next, we will show, by a usual approximation procedure on intervals \( [\delta, T], \) \( \delta > 0 \), that formula (3.10) indeed coincides with \( u'(t) \), and finally we will prove that \( u'(t), \) constructed in \( [0, T], \) is in fact a continuous function in \([0, T] \).

First of all, fix \( \theta \in [0, 1/(2p)][\gamma] \). Using Lemma 1.9(i), Proposition 1.11(i) and (3.3), we certainly have

\[ f \in C^0(Y), \quad g_0 \in C^0(X_\lambda) \wedge C^{0; 1/2}(Y_\lambda), \quad g_0 \in C^0(X_\lambda) \wedge C^{0; 1/2}(Y_\lambda), \]
\[ \theta \in [0, 1/(2p)][\gamma]. \]

By (2.2), for each \( t > 0 \) we easily get (via the change \( \mu := (t-s) \lambda \); we will mention this fact no more)

\[ \|I(t, s)\|_{L^p} \leq c \int_0^{s-t} e^{\theta \lambda(s-t)} \left[ \left( 1 - s \right) \|f\|_{L^p} + \left( \right) \|g_0\|_{C^0(\Omega)} + \|g_1\|_{C^0(\partial \Omega)} \right] \]
\[ + \left( 1 - s \right) \|g_0\|_{C^0(\partial \Omega)} + \|g_1\|_{C^0(\partial \Omega)} \right] \]
\[ \leq c \left[ 1 + \left( t \right) + \left( t-s \right) \right] \|f\|_{C^0(Y)} + \|g_0\|_{C^0(\partial \Omega)} + \|g_1\|_{C^0(\partial \Omega)}. \]
on the other hand, (2.8) yields
\begin{equation}
\left\| \int_0^t e^{\theta - \lambda t} N_1(\lambda) \left[ g_1(s) - g_1(t) \right] d\lambda ds \right\|_\gamma \leq c t^\theta \left[ [g_1]_{C^\gamma(\partial X)} + [g_1]_{C^{\gamma + 1/2}(\partial X)} \right],
\end{equation}
and finally by (2.11) and (3.11)
\begin{equation}
\left\| \int_0^t e^{\theta - \lambda t} N_0(\lambda) \left[ g_0(s) - g_0(t) \right] d\lambda ds \right\|_\gamma \leq c t^\theta \left[ [g_0]_{C^\gamma(\partial Y)} + [g_0]_{C^{\gamma + 1/2}(\partial Y)} \right].
\end{equation}
The remaining integrals appearing in (3.10) are obviously convergent, so that (3.10) is meaningful.

Next, we consider the following functions defined in \([\delta, T]\), \(\delta > 0\):
\begin{equation}
u(t) \equiv u(t, \cdot) := \int_0^t e^{\lambda t} \frac{\partial}{\partial \tau} R(\lambda) \varphi d\lambda + \int_0^t \frac{\partial}{\partial \tau} \left[ R(\lambda) f(t) + \frac{1}{\sqrt{\gamma}} \sum_{j=0}^{\gamma} N_j(\lambda) g_j(t) \right] d\lambda ds,
\end{equation}
where \(\tau \in \]0, \delta[\). By using again (2.2), (2.8), (2.13) and (3.11) it is not difficult to show that if \(\varepsilon \in \]0, \delta[\) then \(\nu(t) \to u(t)\) in \(Y\) uniformly in \([\delta, T]\), whereas \(\nu(t)\) is continuous in \([\delta, T]\). Thus \(u\) is given by (3.10) and is continuous in \([0, T]\).

In order to get continuity at \(t = 0\), we rewrite \(u'(t)\) as
\begin{equation}
u'(t) = \int_0^t e^{\lambda t} \left[ \nu R(\lambda) \varphi + R(\lambda) f(0) + \frac{1}{\sqrt{\gamma}} \sum_{j=0}^{\gamma} N_j(\lambda) g_j(0) \right] d\lambda
\end{equation}
\begin{equation}+ \int_0^t e^{\lambda t} \left[ \nu R(\lambda) \left[ f(t) - f(0) \right] + \frac{1}{\sqrt{\gamma}} \sum_{j=0}^{\gamma} \nu N_j(\lambda) \left[ g_j(t) - g_j(0) \right] \right] d\lambda,
\end{equation}
where \(\nu = \int_0^t e^{\lambda t} R(\lambda) \varphi d\lambda + \int_0^t \frac{\partial}{\partial \tau} \left[ R(\lambda) f(t) + \frac{1}{\sqrt{\gamma}} \sum_{j=0}^{\gamma} N_j(\lambda) g_j(t) \right] d\lambda ds.
\end{equation}

The same arguments as before now lead to
\begin{equation}
\|I_1\|_\gamma + \|I_2\|_\gamma \leq c t^\theta \left( \int [f]_{C^\gamma(\partial X)} + [g_1]_{C^{\gamma \gamma + 1/2}(\partial X)} \right) + [g_0]_{C^\gamma(\partial Y)} + [g_0]_{C^{\gamma + 1/2}(\partial Y)};
\end{equation}

concerning \(I_1\), we invoke Lemma 2.2(ii) and the compatibility conditions (3.6), (3.7) and rewrite it in the following way:
\begin{equation}
I_1 = \int_0^t e^{\lambda t} R(\lambda) \varphi + \frac{1}{\sqrt{\gamma}} \sum_{j=0}^{\gamma} N_j(\lambda) B_0 \varphi + N_1(\lambda) B_1(D) \varphi + R(\lambda) f(0) d\lambda
\end{equation}
\begin{equation}+ \int_0^t e^{\lambda t} \left[ R(\lambda) \left[ f(t) - f(0) \right] + \frac{1}{\sqrt{\gamma}} \sum_{j=0}^{\gamma} N_j(\lambda) g_j(t) - g_j(0) \right] d\lambda.
\end{equation}

By using once again the estimates (2.2), (2.8), (2.13) as well as (3.11), it is easy to see that the three integrals in (3.13) are convergent in \(X = [W^{2,p}(\Omega)]^n\), whereas the last one vanishes, since the integrand is holomorphic in \(S_{t_0}\) and decays as \(||1\|^{-1-\theta}\) for large \(|\|1\|\). Hence we can operate with
\begin{equation}
(A(D) u(t)) = \int_0^t e^{\lambda t} R(\lambda) \varphi d\lambda + \int_0^t \frac{\partial}{\partial \tau} \left[ R(\lambda) f(t) + \frac{1}{\sqrt{\gamma}} \sum_{j=0}^{\gamma} N_j(\lambda) g_j(t) \right] d\lambda ds
\end{equation}
\begin{equation}+ \int_0^t e^{\lambda t} \left[ R(\lambda) f(0) + \frac{1}{\sqrt{\gamma}} \sum_{j=0}^{\gamma} N_j(\lambda) g_j(0) \right] d\lambda.
\end{equation}

By the Residue Theorem the last integral equals \(f(t)\) and consequently a comparison between (3.17) and (3.10) shows that
\begin{equation}
A(D) u(t) = u'(t) - f(t), \quad t \in [0, T].
\end{equation}
Recalling that \(f, u' \in C^0(Y)\) and that \(u'(0) = A(D) \varphi + f(0)\), we conclude that
\begin{equation}
A(D) u \in C^0(Y), \quad \text{and the equation of (1.9) holds.}
\end{equation}

Proof of Step 4. As we saw before, \(u(t) \in X\) so that we can operate
with $B_0$ and $B_1(D)$ on $u(t)$. By (3.16) and the Residue Theorem we have

$$B_1(D)u(t) = \int_{\gamma} e^{t(-x,s)}B_1(D)N_1(\lambda)[g_1(s) - g_1(t)]\, d\lambda \, ds + \int_{\gamma} \lambda^{-1} e^{t\lambda} B_1(D)N_1(\lambda)g_1(t)\, d\lambda = g_1(t),$$

and similarly we get $B_0u(t) = g_0(t)$.

The proof of Theorem 3.1 is complete. ■

Remark 3.2. The values $\alpha = 1/(2p)$, $\alpha = 1/2$ and $\alpha = 1/2 + 1/(2p)$ are critical for different reasons. When $\alpha = 1/2$ it is not clear which is the right space for $g_1$ (see (3.4)); it should perhaps be the space $C^{1/2}(X_i) \cap C^{\infty}(Y_i)$, where $C^{\infty}(Y_i)$ is the Zygmund class of functions $h \in C^0(Y_i)$ such that

$$\sup_{0 \leq t \leq T} |(t - s)^{-1} [h(t) - h(s) - 2h(i + o)/2]|_{Y_i} < \infty.$$

When $\alpha = 1/(2p)$ or $\alpha = 1/2 + 1/(2p)$ the problem is that the interpolation spaces $([W^{2,\alpha}(\Omega)]^\alpha, [L^p(\Omega)]^{\alpha\sigma})$ have not been concretely characterized, so that we are not able to state the explicit compatibility conditions in our maximal regularity theorem (see Section 5 below).

Remark 3.3. By Lemma 2.2(vi) we have (setting $r_1 = N - r_0$)

$$[N_j(\lambda) - N_j(0)]h_j = -\lambda R(\lambda)N_j(0)h_j \quad \forall h_j \in [W^{2-1/2,\alpha}(\Omega)]^j, \; j = 0,1;$$

hence formula (3.8) can be rewritten as

$$u(t) = \int_0^t e^{t\lambda} R(\lambda) \varphi \, d\lambda - \int_0^t \lambda e^{t\lambda} R(\lambda) \sum_{j=0}^1 N_j(0)g_j(s)\, d\lambda \, ds + \int_0^t e^{t\lambda} R(\lambda) f(s)\, d\lambda \, ds,$$

or, recalling (2.3) and denoting by $A$ the infinitesimal generator of $E(t)$,

$$u(t) = E(t) \varphi + A \int_0^t E(t-s) \sum_{j=0}^1 N_j(0)g_j(s)\, ds + \int_0^t E(t-s) f(s)\, ds.$$

Formula (3.18) looks very close to the representation formula (1.1) of [12]. However, (3.8) and [12, (1.1)] act in different situations: in the latter, the functions $g_j$ are less regular than ours, and consequently there is a need for extending the operators $N_j(0)$ to larger trace spaces: this is possible, due to the Hilbert space framework of [12].

4. Technicalities

4A. Approximation of $B^{2\sigma,p}$-functions. Let $f \in [B^{2\sigma,p}(\Omega)]^\alpha$, $\sigma \in ]0,1[\setminus k \in N^*$, by definition, there exists a function $F \in [B^{2\sigma,p}(R^n)]^\alpha$ such that

$$F|\alpha \equiv f, \quad ||F||_{2\sigma,p,R^n} \leq C ||f||_{2\sigma,p,\Omega}.$$
Proof. This is a straightforward consequence of Lemma 4.2 and of the identity
\[ \partial \theta / \partial t = \frac{1}{2} t^{-1/2} [ \partial \theta / \partial x ]_{x=1/2}. \]

4.B. Further properties of \( N_0(\lambda), N_1(\lambda) \). Recall that \( r_0 \) is the number defined in (1.6), \( B_0 \equiv B_0 (\cdot) \) and \( B_1 (D) \equiv B_1 (\cdot, D) \) are the boundary operators defined in (1.7), and the spaces \( Y, X, Y_0, Y_1, X_0, X_1 \) were introduced in (3.1).

**Lemma 4.5.** Fix \( \sigma \in \mathbb{R} \) and let \( h \in \mathcal{B}(\mathbb{R}) \) be such that \( B_0, h = g \) on \( \partial \Omega \) if \( \sigma > 1/(2p) \). Then for all \( h > 0 \) and \( \theta \in \mathbb{R} \), we have:

\[
\mathcal{A} \left( \mathcal{B} \left( \mathcal{K} \left( \mathcal{H} \right) \right) \right) \leq c \left[ 2 \left( 1 + |\lambda| \right)^{-1/2} \right] \left[ \mathcal{B} \left( \mathcal{K} \left( \mathcal{H} \right) \right) \right] \leq c \left( \mathcal{A} + \mathcal{B} \right).
\]

**Proof.** Set
\[ I_0 \equiv \sum_{k=0}^2 \left( 1 + \lambda \right)^{-1/2} \left[ \mathcal{D} \left( \mathcal{B} \left( \mathcal{K} \left( \mathcal{H} \right) \right) \right) \right] \leq c \left( \mathcal{A} + \mathcal{B} \right).
\]

**Case 1:** \( \sigma \in \mathbb{R} \) and (2.7). We apply estimate (2.7) with \( \psi := (B_0, h_g) \eta_2 \), where \( \eta_2 \) is defined by (2.14) (recall also Remark 4.1). We get
\[
I_0 \leq c \left( \mathcal{A} + \mathcal{B} \right) \mathcal{C} \left( \mathcal{D} \left( \mathcal{B} \left( \mathcal{K} \left( \mathcal{H} \right) \right) \right) \right) \leq c \left( \mathcal{A} + \mathcal{B} \right) \mathcal{C} \left( \mathcal{D} \left( \mathcal{B} \left( \mathcal{K} \left( \mathcal{H} \right) \right) \right) \right).
\]

Now by Lemma 4.2(iii) and (2.11) we obtain for a fixed \( \theta \in \mathbb{R} \) and (2.11) we obtain:
\[
I_0 \leq c \left( \mathcal{A} + \mathcal{B} \right) \mathcal{C} \left( \mathcal{D} \left( \mathcal{B} \left( \mathcal{K} \left( \mathcal{H} \right) \right) \right) \right) \leq c \left( \mathcal{A} + \mathcal{B} \right) \mathcal{C} \left( \mathcal{D} \left( \mathcal{B} \left( \mathcal{K} \left( \mathcal{H} \right) \right) \right) \right).
\]

Finally, we use Lemma 4.2(i) and (2.11) or (2.12) if \( \sigma > 1/(2p) \), deducing
\[
I_0 \leq c \left( \mathcal{A} + \mathcal{B} \right) \mathcal{C} \left( \mathcal{D} \left( \mathcal{B} \left( \mathcal{K} \left( \mathcal{H} \right) \right) \right) \right) \leq c \left( \mathcal{A} + \mathcal{B} \right) \mathcal{C} \left( \mathcal{D} \left( \mathcal{B} \left( \mathcal{K} \left( \mathcal{H} \right) \right) \right) \right).
\]

which implies the result.

**Case 2:** \( \sigma \in \mathbb{R} \) and (2.7). We apply again (2.7) with
\[
\psi \equiv (B_0, h_g) \eta_2 \left( x \right) - d \left( x \right) \left( \frac{\partial}{\partial \eta_2} \left( B_0, h_g \right) \right) \eta_2 \left( x \right)
\]

where \( \eta_2 \) is the function (2.14), \( d(x) \) are defined in Lemma 2.4 (again, recall also Remark 4.1). Set for simplicity \( J^r := B_0 h - g \), \( J := B_0 h - g \); then we get
\[
I_0 \leq c \left( \mathcal{A} + \mathcal{B} \right) \mathcal{C} \left( \mathcal{D} \left( \mathcal{B} \left( \mathcal{K} \left( \mathcal{H} \right) \right) \right) \right) \leq c \left( \mathcal{A} + \mathcal{B} \right) \mathcal{C} \left( \mathcal{D} \left( \mathcal{B} \left( \mathcal{K} \left( \mathcal{H} \right) \right) \right) \right).
\]

On the other hand, by Lemma 4.2(iii) and recalling that \( d \in \mathcal{C} \left( \mathcal{B} \left( \mathcal{K} \left( \mathcal{H} \right) \right) \right) \), we have
\[
I_0 \leq c \left( \mathcal{A} + \mathcal{B} \right) \mathcal{C} \left( \mathcal{D} \left( \mathcal{B} \left( \mathcal{K} \left( \mathcal{H} \right) \right) \right) \right) \leq c \left( \mathcal{A} + \mathcal{B} \right) \mathcal{C} \left( \mathcal{D} \left( \mathcal{B} \left( \mathcal{K} \left( \mathcal{H} \right) \right) \right) \right).
\]

and therefore
\[
I_0 \leq c \left( \mathcal{A} + \mathcal{B} \right) \mathcal{C} \left( \mathcal{D} \left( \mathcal{B} \left( \mathcal{K} \left( \mathcal{H} \right) \right) \right) \right) \leq c \left( \mathcal{A} + \mathcal{B} \right) \mathcal{C} \left( \mathcal{D} \left( \mathcal{B} \left( \mathcal{K} \left( \mathcal{H} \right) \right) \right) \right).
\]

Next, concerning \( I_3 \), as \( \partial \mathcal{J} \partial \partial = 0 \) on \( \partial \Omega \) and using (2.11), (2.10) and Lemma 4.2(iii), we deduce from (2.1) and (2.10) and Lemma 4.2(iii), we have:
\[
I_3 \leq c \left( \mathcal{A} + \mathcal{B} \right) \mathcal{C} \left( \mathcal{D} \left( \mathcal{B} \left( \mathcal{K} \left( \mathcal{H} \right) \right) \right) \right) \leq c \left( \mathcal{A} + \mathcal{B} \right) \mathcal{C} \left( \mathcal{D} \left( \mathcal{B} \left( \mathcal{K} \left( \mathcal{H} \right) \right) \right) \right).
\]

Finally, we have to estimate \( I_1 \), noting that \( J - d : \partial \mathcal{J} \partial \partial = 0 \) on \( \partial \Omega \) and using (2.11), (2.10) and Lemma 4.2(ii),(iv),(iii), a direct calculation yields for a fixed \( \theta \in \mathbb{R} \) and (2.11) or (2.12) if \( \sigma > 1/(2p) \), deducing
\[
I_1 \leq c \left( \mathcal{A} + \mathcal{B} \right) \mathcal{C} \left( \mathcal{D} \left( \mathcal{B} \left( \mathcal{K} \left( \mathcal{H} \right) \right) \right) \right) \leq c \left( \mathcal{A} + \mathcal{B} \right) \mathcal{C} \left( \mathcal{D} \left( \mathcal{B} \left( \mathcal{K} \left( \mathcal{H} \right) \right) \right) \right).
\]
Using (2.8) and Lemma 4.2(iii)(ii) we have
\[ I_0 \leq c \| D(B_1(D) h)_{\|p,D_0} + (1 + |\lambda|)^{1/2} \| B_1(D) h\|_{p,D_0} \]
\[ \leq c (|D^2 h|_{p,D_0} + |Dh|_{p,D_0} + (1 + |\lambda|)^{1/2} \| B_1(D) h\|_{2 \pi - 1, D_0}) \]
\[ \leq c (|e^{2\pi - 2} + (1 + |\lambda|)^{1/2} \| h\|_{2 \pi - 1, D_0}) \]

(ii) Choose now in (2.8) \( \psi = (B_1(D) h - g) \eta_1 \). Then
\[ J_0 \leq c (|D(B_1(D) h - g)\|_{p,D_0} + (1 + |\lambda|)^{1/2} \| (B_1(D) (h - g))\|_{p,D_0} + \| B_1(D) (h - g)\|_{2 \pi - 1, D_0}) \]
\[ = : I_1 + I_2 + I_3 + I_4. \]

Now, arguing as before, we get
\[ I_1 \leq c (|\eta_2|_{2 \pi - 1, D_0} + |g|_{2 \pi - 1, D_0}) \]
and similarly, using Lemma 4.2(iv),
\[ I_3 \leq c (|\lambda|^{1/2} \| B_1(D) h - g\|_{2 \pi - 1, D_0}) + |g|_{2 \pi - 1, D_0}. \]

On the other hand, as \( B_1(D) h - g = 0 \) on \( \partial Q \), (2.12) yields
\[ I_2 + I_4 \leq c (|\lambda|^{1/2} \| B_1(D) h - g\|_{2 \pi - 1, D_0} + |g|_{2 \pi - 1, D_0}). \]

and by (4.9)–(4.12) we get the result. \( \square \)

4.C. An approximation result. Let \( g_0, g_1 \) be as in (3.3), (3.4), i.e.,
\( g_0 \in C^r(X_0) \cap C^{r+1}(Y), g_1 \in C^r(X_1) \cap C^{r+1/2}(Y) \). We prove a sort of “Taylor’s formula” for such functions.

**Lemma 4.7.** For all \( \theta \in [0, 1] \) and \( x, y \in [0, T) \) we have:

(i) \[ \| g(s - t) - g(t) - (s - t) \partial g(t)/\partial t \|_{x} \]
\[ \leq c ([|s| + |t|] |e^{2\pi - 2} + (1 + |\lambda|)^{1/2} \| h\|_{2 \pi - 1, D_0}) \]
\[ + c (\| \partial g(0)/\partial t \|_{x} + \| g(0) \|_{x}). \]

(ii) \[ \| g(s - t) - g(t) - (s - t) \partial g(t)/\partial t \|_{x} \]
\[ \leq c ([|s| + |t|] |e^{2\pi - 2} + (1 + |\lambda|)^{1/2} \| h\|_{2 \pi - 1, D_0}) \]
\[ + c (\| \partial g(0)/\partial t \|_{x} + \| g(0) \|_{x}). \]

**Proof.** (i) Due to Lemma 1.9(i) and Proposition 1.11(i)
\[ \| g(s) \|_{x} \leq c (\| g(0) \|_{x} + |s| e^{2\pi - 2}). \]

so that by Lemma 4.2(iii) we obtain

\[ \sup_{t \in [0, T]} \| g(s) \|_{x} \leq c (\| g(0) \|_{x} + |s| e^{2\pi - 2}). \]
\[ \|g_0(s) - g_0(t) - (s-t)(\partial g_0(t)/\partial t)|x_0 \| \]
\[ \leq \|g_0(s) - g_0(t)|x_0 + |s-t|\|\partial g_0(t)/\partial t)|x_0 \| \]
\[ \leq c \left[ |t-s|^s + |t-s|e^{2s-2} \right] \{ [g_0]_{C^2(X_0)} + [g_0]_{C^1(X_0)} \} . \]

(ii) Due to Lemma 1.9(ii) and Proposition 1.11(i)

\[ \|\partial g_0/\partial t \|_{C^0 - B^{2s-2s}(X^0)} \leq c \{ [g_0]_{C^2(X_0)} + [g_0]_{C^1(X_0)} \} . \]

hence by Lemma 4.2(ii), (4.14) and (4.13)

\[ \|g_0(s) - g_0(t) - (s-t)(\partial g_0(t)/\partial t)|x_0 \|_{2s-p,0} \]
\[ \leq \left\{ \left[ |t-s|^s + |t-s|e^{2s-2} \right] \{ [g_0]_{C^2(X_0)} + [g_0]_{C^1(X_0)} \} \right\} . \]

Lemma 4.8. Let \( a \in ]1/2, 1[ \). For all \( s,t \in [0, T] \) we have:

(i) \( \|g_1(s) - g_1(t) - (s-t)(\partial g_1(t)/\partial t)|x_1 \| \)
\[ \leq c \left[ |t-s|^s + |t-s|e^{2s-2} \right] \{ [g_1]_{C^2(X_1)} + [g_0]_{C^1(X_1)} \} . \]

(ii) \( \|g_2(s) - g_2(t) - (s-t)(\partial g_2(t)/\partial t)|x_1 \| \)
\[ \leq c \left[ |t-s|^s + |t-s|e^{2s-2} \right] \{ [g_1]_{C^2(X_1)} + [g_0]_{C^1(X_1)} \} . \]

Proof. Similar to the proof of Lemma 4.7. \( \square \)

5. Maximal regularity. Theorem 3.1 allows us to solve problem 1(19) in \( C^1(Y) \cap C^0(X) \) (see (3.1), starting from data whose regularity is described in (3.2)-(3.5). This situation is not satisfactory from the point of view of the regularity of the solution, and is also useless for applications to quasilinear parabolic problems. Actually, (3.2)-(3.5) imply more smoothness of the solution; of course, in order to obtain as much smoothness as possible (i.e. \( \partial \varphi/\partial t, A(D)u, B_2(u) \) and \( B_1(D)u \) as regular as the data) we shall need to impose, together with (3.9) and (3.7), further compatibility conditions.

The result we are going to prove is the following:

Theorem 5.1. Assume Hypotheses 1.1-1.3. Let \( f, g_0, g_1 \) and \( \varphi \) be such that
\[ (3.2)-(3.5) \] hold with \( a \in [0, 1 - 1/(2p)] \), and suppose that conditions (3.6) and (3.7) are true. The strict solution \( u \) of problem (1.9), which is given by formula (3.8), belongs to \( C^{1 + s}(Y) \cap C^s(X) \) if and only if the following conditions are fulfilled:

(5.1) \( h = A(D) \varphi + f(0) \in [B^{2s-2}(\Omega)]^N \) if \( a \in ]0, 1/(2p)[ \),

(5.2) \( h \in [B^{2s-2}(\Omega)]^N \) and \( B_0 h = [\partial g_0(t, \cdot)/\partial \nu]|_{x=0} \) on \( \partial \Omega \)
\[ \text{if} \ a \in ]1/2, 1/2 + 1/(2p)[ - \{ -1/2 \}, \]

(5.3) \( h \in [B^{2s-2}(\Omega)]^N \) and \( B_0 h = [\partial g_0(t, \cdot)/\partial \nu]|_{x=0} \) on \( \partial \Omega \) if \( a \in ]0, 1/2 + 1/(2p)[ \).

Moreover, if this is the case, then the following estimate holds:

(5.4) \( \|u \|_{C^1(Y)} + \|u \|_{C^2(X)} \leq c \|A(D) \varphi + f(0)\|_{2s-p,0} + F_s \)

where

\[ \left\{ \begin{array}{l}
F_s = \|f \|_{C^0(Y)} + \|g_0 \|_{C^0(X)} + \|\varphi \|_{C^0(\Omega)} + \|g_1 \|_{C^1(X)} + G_s \ \\
G_s = \|\varphi \|_{C^{1 + s/2}(\Omega)} \quad \text{if} \ a \in ]0, 1/2[ \ \\
\|\varphi \|_{C^{1 + s/2}(\Omega)} \quad \text{if} \ a \in ]1/2, 1/2 + 1/(2p)[ \.
\end{array} \right. \]

Proof. It consists (as usual!) of four steps:
Step 1: Conditions (5.1)-(5.3) are necessary.
Step 2: If \( a \in ]0, 1/(2p)[ \), condition (5.1) is sufficient, and (5.4) holds.
Step 3: If \( a \in ]1/2, 1/(2p)[ \), condition (5.2) is sufficient, and (5.4) holds.
Step 4: If \( a \in ]1/2, 1/(2p)[ \), condition (5.3) is sufficient, and (5.4) holds.

Proof of Step 1. It is just a formalism. First of all we remark that the property \( u \in C^s(X) \) is a consequence of \( u \in C^{1 + s}(Y) \). Indeed, if \( u \in C^{1 + s}(Y) \) then \( u(t) - u(\cdot) \), \( u(t) \in [0, T] \), solves the elliptic problem

\[ \left\{ \begin{array}{l}
A(D)u(t) - u(\cdot) = f(s) \quad \text{in} \ \Omega, \\
B_0 u(t) - u(\cdot) = g_0 \quad \text{on} \ \partial \Omega, \\
B_1(D)u(t) - u(\cdot) = g_1 \quad \text{on} \ \partial \Omega;
\end{array} \right. \]

hence by Theorem 1.4 we have (see (5.5))

\[ \|u(t) - u(\cdot)\|_{X} \leq c \left[ |t-s|^s \left\{ \|f \|_{C^0(Y)} + \|u \|_{C^1(Y)} + \|g_0 \|_{C^0(X)} + \|g_1 \|_{C^1(X)} \right\} \right. \]
\[ \left. + c \left[ |t-s|^{1/2} \right] G_s \right\} + c \left[ |t-s| \right] \|\varphi \|_{C^0(\Omega)} , \]

i.e. \( u \in C^s(X) \) and

(5.6) \( \|u \|_{C^s(X)} \leq c \left\{ \|u \|_{C^1(Y)} + \|f \|_{C^0(Y)} + \|g_0 \|_{C^0(X)} + \|g_1 \|_{C^1(X)} + \right. \}
\[ \left. + c \left[ T^{1-s} \right] G_s + \|\varphi \|_{C^0(\Omega)} \right\} \]

Now by Lemma 1.9(i) and Proposition 1.11(ii) we get \( u(0) = h \in [B^{2s-2}(\Omega)]^N \), \( g_0(0) \in [E^{2s-2}(\Omega)]^N \) and, provided \( a \in ]1/2, 1[ \), \( g_1(0) \in [E^{2s-1/2}(\Omega)]^N \). Thus \( B_0 h_{\alpha,0} \) and \( g_0(0) \), as well as \( B_1(D)h_{\alpha,0} \) and \( g_1(0) \), are simultaneously meaningful, and in this case they must coincide, so that conditions (5.1)-(5.3) must hold.

Proof of Step 2. This is an "easy" step: the proof relies on a good decomposition of the difference \( u(t) - u(\cdot) \) for \( 0 \leq r \leq t \). Using (3.10) we can
write after easy manipulations:

\[
(5.7) \quad u(t) - u'(t) = \int_0^t \left[ 2 \lambda e^{t-s} \left[ R(\lambda) \left[ f(s) - f'(s) \right] + \sum_{j=0}^1 N_j(\lambda) \left[ g_j(s) - g_j(0) \right] \right] d\lambda ds \\
+ \int_0^t \left[ 2 \lambda e^{-\lambda \mathbf{e}^s} \left[ R(\lambda) \left[ f(s) - f'(s) \right] + \sum_{j=0}^1 N_j(\lambda) \left[ g_j(s) - g_j(0) \right] \right] d\lambda ds \\
+ \int_0^t \left[ 2 \lambda e^{t-s} \left[ R(\lambda) \left[ f(s) - f'(s) \right] + \sum_{j=0}^1 N_j(\lambda) \left[ g_j(s) - g_j(0) \right] \right] d\lambda ds \\
+ \int_0^t \left[ 2 \lambda e^{t-s} \left[ R(\lambda) \left[ f(s) - f'(s) \right] + \sum_{j=0}^1 N_j(\lambda) \left[ g_j(s) - g_j(0) \right] \right] d\lambda ds \right] d\lambda =: \sum_{i=1}^5 I_i.
\]

We will now use systematically the estimates (2.2), (2.8), (2.13) and the regularity on the data described by (3.11); in addition we recall that, by Lemma 1.9(iii),

\[
\|u - v\|_{2p} \leq \sup_{\lambda \in (0, T)} \|\partial u(\lambda) / \partial \lambda\|_{2p}\] 

\[
\leq c \left[ \|g_0\|_{C^0(X_0)} + \|g_0\|_{C^0(0)} \right] \quad \forall u, v \in [0, T], u \neq v.
\]

Concerning \(I_1\) we have (see (5.5))

\[
|I_1|_r \leq c \int_0^t (t-s)^{-1} \left[ \|f(s) - f'(s)\|_{L^r} + \|g_0(t) - g_0(0)\|_{L^r} \right] ds \\
+ \int_0^t (t-s)^{-2} \left[ \|\partial g_0(\lambda) / \partial \lambda\|_{2p, 2p} \right] ds \\
+ \int_0^t (t-s)^{-1} \left[ \|g_1(t) - g_1(0)\|_{L^r} + \|g_1(t) - g_1(0)\|_{L^r} \right] ds \\
\leq c (t-r)^{r} F_{\alpha},
\]

whereas \(I_2\) is estimated by

\[
|I_2|_r \leq c \int_0^t (t-s)^{-1} \left[ \|f(s) - f'(s)\|_{L^r} + \|g_0(t) - g_0(0)\|_{L^r} \right] ds \\
+ \int_0^t (t-s)^{-3} \left[ \|g_0(t) - g_0(0)\|_{2p, 2p} + \|g_0(t) - g_0(0)\|_{L^r} \right] ds \\
+ \int_0^t (t-s)^{-2} \left[ \|g_1(t) - g_1(0)\|_{L^r} + \|g_1(t) - g_1(0)\|_{L^r} \right] ds \\
\leq c (t-r)^{r} F_{\alpha}.
\]

Next, for \(I_3\) and \(I_4\) we get

\[
|I_3|_r \leq C \left( \|f(t) - f'(t)\|_{L^r} + \|g_0(t) - g_0(0)\|_{L^r} \right) \]

\[
+ \left( (t-r)^{-1} + (t-r)^{-1} + \|g_1(t) - g_1(0)\|_{L^r} \right) \]

\[
+ \left( (t-r)^{-1} + (t-r)^{-1} + \|g_1(t) - g_1(0)\|_{L^r} \right) \]

\[
\leq c (t-r)^{r} F_{\alpha},
\]

\[
|I_4|_r \leq C \left( \|f(t) - f'(t)\|_{L^r} + \|g_0(t) - g_0(0)\|_{L^r} \right) \]

\[
+ \left( (t-r)^{-1} + (t-r)^{-1} + \|g_1(t) - g_1(0)\|_{L^r} \right) \]

\[
\leq c (t-r)^{r} F_{\alpha},
\]

Finally, remembering Lemma 2.2(i), the compatibility conditions (3.6), (3.7), and the definition (2.3) of \(E(t)\),

\[
\frac{dI_5}{dt} = \int_0^t \left[ \|f(t) - f'(t)\|_{L^r} + \|g_0(t) - g_0(0)\|_{L^r} \right] ds = \frac{1}{E(t) - E(r)} h(t)
\]

thus by Proposition 2.1(ii)

\[
I_5 = O((t-r)^{r}) \quad \text{as} \quad t \to r \quad (r \to 0)
\]

and in this case we have also

\[
|I_5|_r \leq c (t-r)^{r} \|h\|_{L^r}.
\]

Collecting the above estimates for \(I_1, \ldots, I_5\) we get the result, and recalling (5.6) estimate (5.4) also holds.

Remark 5.2. Before starting with Step 3, which is much harder, let us observe that many of the integrals appearing in (5.7) are \(O((t-r)^{r})\) as \(t \to r \downarrow 0\) even when \(\alpha \notin \mathbb{N}_0(1/2p)\): for instance, all integrals in \(I_1, I_2, I_3, I_4\) involving \(N_1(\lambda)\) are of this kind when \(\alpha \in [0, 1/2p, 1/2]\); similarly, all integrals in \(I_1, I_2, I_3, I_4\) involving \(R(\lambda)\) are \(O((t-r)^{r})\) as \(t \to r \downarrow 0\) when \(\alpha \in [0, 1/2, \infty]\). This will relieve our toil.

Proof of Step 3. If we just repeat the estimates of Step 2, we can only obtain \(u \in C^0(\mathbb{T})\) for each \(\theta \in (0, 1/2p)\), due to the fact that in estimating the terms which contain \(N_0(\lambda)\) we cannot fully use the fact that \(g_0 \in C^0(X_0) \cap C^{1+\epsilon}(Y_0)\). In order to overcome this obstacle, we introduce suitable approximations of \(\partial g_0(\lambda) / \partial \lambda\) and of \(h := A(D) \varphi + f(0)\). Namely, recalling (4.1) and Remark 4.1, we set

\[
\chi_0(t, \cdot) = \chi(t) \approx [\partial g_0(\lambda) / \partial \lambda]_{\alpha = 1/2},
\]

\[
\psi(t, \cdot) = \psi(t) := [h]_{\alpha = 1/2}, \quad 0 < t \leq T.
\]
Taking into account Remark 5.2, we rewrite (5.7) by separating the terms which are \( O((t-r)^\theta) \) as \( t-r \downarrow 0 \) from the others; in addition, we add and subtract other integral terms involving the function (5.9). We can evaluate exactly such new integrals (with the help of (2.13) and Corollary 4.4(i)) and after boring but elementary calculations we get as \( t-r \downarrow 0 \)

\[
(5.10) \quad u(t) - u(r) = O((t-r)\theta) \]

\[
+ \int \frac{e^{s-r} e^{-\theta u} N_0(\lambda) [g_0(s) - g_0(t) - (s-t) \chi_{\theta}^0(r)] d\lambda ds}{0 \leq r < t} \]

\[
+ \int \frac{e^{-\theta u} (t-r) N_0(\lambda) \chi_{\theta}^0(r) d\lambda}{0 \leq r \leq t} + \frac{1}{r-r_1} \int e^{s-r} N_0(\lambda) \chi_{\theta}^0(r) d\lambda ds \]

\[
+ \int \frac{r^2 \lambda N_0(\lambda) [g_0(s) - g_0(r) - (s-r) \chi_{\theta}^0(r)] d\lambda ds}{0 \leq s \leq r \leq t} \]

\[
+ \int \frac{\lambda e^{s-r} - e^{s-r_1} N_0(\lambda) (s-r) \chi_{\theta}^0(r) d\lambda}{0 \leq r \leq t} \]

\[
+ \int \frac{e^{s-r} N_0(\lambda) [g_0(t) - g_0(r) - (t-r) \chi_{\theta}^0(r)] d\lambda}{0 \leq r \leq t} \]

\[
+ \int \frac{e^{-\theta u} (t-r) N_0(\lambda) \chi_{\theta}^0(r) d\lambda}{0 \leq r \leq t} \]

\[
+ \int \frac{\lambda e^{s-r} - e^{s-r_1} N_0(\lambda) [g_0(r) - g_0(0) - r \chi_{\theta}^0(r)] d\lambda dq}{0 \leq r \leq t} \]

\[
+ \int \frac{e^{s-r} N_0(\lambda) \chi_{\theta}^0(r) d\lambda}{0 \leq \lambda \leq r} \]

\[
+ \int \frac{e^{-\theta u} R(\lambda) h d\lambda}{0 \leq \lambda \leq r} = O((t-r)^\theta) + \sum_{j=1}^{10} J_j \]

where \( J_{10} \) is just the term \( J_5 \) of (5.7), written in the form (5.8).

Now we use Lemma 4.7, (2.13) and Corollary 4.4(iii), getting for \( a \in (0,1/(2p)) \), getting for a fixed \( \theta \in (0,1/(2p)) \)

\[
(5.11) \quad \|I_0\|_Y \leq c \left| \int \frac{\theta^{-1} \|g_0(s) - g_0(t) - (s-t) \chi_{\theta}^0(r)\|x_0}{0 \leq r < t} \right| \]

\[
+ \theta^{-\theta} \|g_0(s) - g_0(t) - (s-t) \chi_{\theta}^0(r)\|_{20,r} \right| ds \leq c (t-r)^\theta F_a \]

\[
(5.12) \quad \|J_2 + J_3\|_Y = \left| \int \frac{\theta^{-1} \|g_0(t) - g_0(r) - (t-r) \chi_{\theta}^0(r)\|_{20,r} \right| ds \leq c (t-r)^\theta F_a \]

\[
\leq c \left| \frac{\theta^{-1} \|g_0(s) - g_0(t) - (s-t) \chi_{\theta}^0(r)\|_{20,r} \right| ds \leq c (t-r)^\theta F_a \]

\[
(5.13) \quad \|J_4\|_Y \leq c \left| \int \frac{\theta^{-1} \|g_0(s) - g_0(t) - (s-t) \chi_{\theta}^0(r)\|x_0}{0 \leq r < t} \right| \]

\[
+ \theta^{-\theta} \|g_0(s) - g_0(t) - (s-t) \chi_{\theta}^0(r)\|_{20,r} \right| ds \leq c (t-r)^\theta F_a \]

\[
(5.14) \quad \|J_6\|_Y \leq c \left| \frac{\theta^{-1} \|g_0(t) - g_0(r) - (t-r) \chi_{\theta}^0(r)\|_{20,r} \right| ds \leq c (t-r)^\theta F_a \]

\[
(5.15) \quad \|J_8\|_Y \leq c \left| \frac{\theta^{-1} \|g_0(r) - g_0(0) - r \chi_{\theta}^0(r)\|_{20,r} \right| ds \leq c (t-r)^\theta F_a \]

Concerning \( J_9, J_{10}, J_{11}, J_{12}, J_{13} \), here are the worst troubles. We start with \( J_5 \). Integration by part yields

\[
(5.16) \quad J_5 = -\int \frac{\theta^{-1} \|g_0(s) - g_0(t) - (s-t) \chi_{\theta}^0(r)\|_{20,r} \right| ds \leq c (t-r)^\theta F_a \]

We couple \( J_{5,1} \) with \( J_9 \) and \( J_{5,2} \) with \( J_3 \). By Corollary 4.4(iii)

\[
(5.17) \quad \|J_{5,1} + J_9\|_Y = \left| \int \frac{\theta^{-1} \|g_0(s) - g_0(t) - (s-t) \chi_{\theta}^0(r)\|_{20,r} \right| ds \leq c (t-r)^\theta F_a \]

whereas

\[
(5.18) \quad \|J_{5,3} + J_3\|_Y = \left| \int \frac{\theta^{-1} \|g_0(t) - g_0(r) - (t-r) \chi_{\theta}^0(r)\|_{20,r} \right| ds \leq c (t-r)^\theta F_a \]

now, since \( g_0 \in C^{\alpha,\theta}(B^{2\alpha,\theta}(\Omega)) \cap B^{2\alpha,\theta}(\Omega) \) (Lemma 1.9), we can write
by Lemma 4.2(ii)
\[ \| \chi^0_{\alpha_0}(r) - \chi^0_{\alpha_0}(r) \|_{2\alpha_p} \]
\[ \leq \| \chi^0_{\alpha_0}(r) - \chi^0_{\alpha_0}(r) \|_{2\alpha_0} + \| \tilde{\mu} \|_{2\alpha_p} + \| \tilde{\mu} \|_{2\alpha_0} + \| \tilde{\mu} \|_{2\alpha_p} \]
\[ \leq c (t - r)^{\alpha_0} \| \chi^0_{\alpha_0} \|_{2\alpha_0} + \| \tilde{\mu} \|_{2\alpha_0} + \| \tilde{\mu} \|_{2\alpha_p} \]
so that by Corollary 4.4(i) we obtain
\[ \| J_{3,2} + J_{3,3} \|_r \leq c (t - r)^{\alpha} F_s. \]

Next, we estimate \( J_{3,4} \) and \( J_{3,5} \): by Corollary 4.4(iv),(v) we have
\[ \| J_{3,4} \|_r \leq c \int \int \left( \left\| \left( \frac{\partial}{\partial s} \chi^0_{\alpha_0}(r) \right) \right\|_{\infty} + q^{\alpha_0} \left\| \left( \frac{\partial}{\partial s} \chi^0_{\alpha_0}(r) \right) \right\|_{2\alpha_p} \right) \]
\[ \leq c (t - r)^{\alpha} F_s, \]
\[ \| J_{3,5} \|_r \leq c \int \int \left( (r - s) q^{\alpha_0} \left\| \left( \frac{\partial}{\partial s} \chi^0_{\alpha_0}(r) \right) \right\|_{\infty} + (r - s) q^{\alpha_0} \left\| \left( \frac{\partial}{\partial s} \chi^0_{\alpha_0}(r) \right) \right\|_{2\alpha_p} \right) \]
\[ \leq c (t - r)^{\alpha} F_s. \]

Finally, we couple \( J_{3,3} \) with \( J_{1,0} \):
\[ J_{3,3} + J_{3,0} = \int \left[ \left( \frac{\partial}{\partial s} \chi^0_{\alpha_0}(r) + R(\lambda) h \right) \right] d\lambda \]
\[ = \int \left[ \left( \frac{\partial}{\partial s} \chi^0_{\alpha_0}(r) - \chi^0_{\alpha_0}(0) \right) \right] \left( (r - s) q^{\alpha_0} \right) \left( \frac{\partial}{\partial s} \chi^0_{\alpha_0}(r) \right) \]
\[ + \int \left[ \left( \frac{\partial}{\partial s} \chi^0_{\alpha_0}(r) + \lambda R(\lambda) \psi \right) \right] d\lambda = J_{3,1} + J_{3,2} + J_{3,3}. \]

Now, arguing as before, it is easily seen that
\[ \| J_{3,1} \|_r + \| J_{3,2} \|_r \leq c (t - r)^{\alpha} F_s; \]
thus we only have to treat \( J_{3,3} \). By Lemma 2.2(ii)
\[ N_0(\lambda) \chi^0_{\alpha_0}(0) + \lambda R(\lambda) \psi_1 = \psi_1 + R(\lambda) A(D) \psi_1 + N_0(\lambda) \chi^0_{\alpha_0}(0) - B_0 \psi_1 = N_1(\lambda) B_1 \psi_1 \]
since we can perform the last splitting:
\[ J_{3,3} = \int \int \left( \frac{\partial}{\partial s} \chi^0_{\alpha_0}(r) + R(\lambda) A(D) \psi_1 \right) d\lambda \]
\[ + \int \int \left[ \left( \frac{\partial}{\partial s} \chi^0_{\alpha_0}(r) + B_0 \psi_1 \right) \right] d\lambda \]
\[ - \int \int \left[ \left( \frac{\partial}{\partial s} \chi^0_{\alpha_0}(r) + B_0 \psi_1 \right) \right] d\lambda \]
If $t > r \geq 0$ we split $u'(t) - u'(r)$ by assembling all terms which are $O((t-r)^s)$ according to Remark 5.3. We add and subtract suitable integral terms which are exactly evaluates (with the aid of (2.8) and Corollary 4.4(ii)). The result is, as $t-r \downarrow 0$:

\begin{equation}
(5.28) \quad u'(t) - u'(r) = O((t-r)^s) + \int_{r}^{t} \int_{0}^{\infty} e^{\sigma - \sigma t} N_{1}(\lambda) \left[ g_{1}(s) - g_{1}(t) - (s-t) \chi_{1-r}(t) \right] d\lambda ds
\end{equation}

\begin{align*}
&+ \int_{r}^{t} \int_{0}^{\infty} e^{\sigma - \sigma t} N_{1}(\lambda) \left[ g_{1}(s) - g_{1}(t) - (s-t) \chi_{1-r}(t) \right] d\lambda ds \\
&+ \int_{r}^{t} \int_{0}^{\infty} e^{\sigma - \sigma t} N_{1}(\lambda) \left[ g_{1}(s) - g_{1}(t) - (s-t) \chi_{1-r}(t) \right] d\lambda ds \\
&+ \int_{r}^{t} \int_{0}^{\infty} e^{\sigma - \sigma t} N_{1}(\lambda) \left[ g_{1}(s) - g_{1}(t) - (s-t) \chi_{1-r}(t) \right] d\lambda ds \\
&+ \int_{r}^{t} \int_{0}^{\infty} e^{\sigma - \sigma t} N_{1}(\lambda) \left[ g_{1}(s) - g_{1}(t) - (s-t) \chi_{1-r}(t) \right] d\lambda ds \\
&+ \int_{r}^{t} \int_{0}^{\infty} e^{\sigma - \sigma t} N_{1}(\lambda) \left[ g_{1}(s) - g_{1}(t) - (s-t) \chi_{1-r}(t) \right] d\lambda ds \\
&+ \int_{r}^{t} \int_{0}^{\infty} e^{\sigma - \sigma t} N_{1}(\lambda) \left[ g_{1}(s) - g_{1}(t) - (s-t) \chi_{1-r}(t) \right] d\lambda ds
\end{align*}

\begin{equation}
(5.31) \quad \|I_{S,1} + I_{S,2}\|_{Y} = \left\| \int_{r}^{t} \int_{0}^{\infty} e^{\sigma - \sigma t} N_{1}(\lambda) \left[ \chi_{1-r}(t) - \chi_{1-r}(r) \right] d\lambda ds \right\|_{Y}
\end{equation}

\begin{align*}
&\leq c \int \int_{0}^{\infty} \|g_{1}(s) - g_{1}(t) - (s-t) \chi_{1-r}(t)\|_{X_{1}} ds \\
&\leq c \int \int_{0}^{\infty} \|g_{1}(s) - g_{1}(t) - (s-t) \chi_{1-r}(t)\|_{X_{1}} ds
\end{align*}

whereas

\begin{align*}
\|I_{S,2} + I_{S,3}\|_{Y} &= \left\| \int_{r}^{t} \int_{0}^{\infty} e^{\sigma - \sigma t} N_{1}(\lambda) \left[ \chi_{1-r}(t) - \chi_{1-r}(r) \right] d\lambda ds \right\|_{Y} \\
&\leq c \int \int_{0}^{\infty} \|g_{1}(s) - g_{1}(t) - (s-t) \chi_{1-r}(t)\|_{X_{1}} ds \\
&\leq c \int \int_{0}^{\infty} \|g_{1}(s) - g_{1}(t) - (s-t) \chi_{1-r}(t)\|_{X_{1}} ds
\end{align*}

now, since $g_{1} \in C^{0,1}((Y_{1}) \cap B([B^{2-1,1}(\Omega)])^{N-n})$ (Lemma 1.9), we can write by Lemma 4.2ii

\begin{equation}
(5.32) \quad \|\chi_{1-r}(t) - \chi_{1-r}(r)\|_{X_{1}} \leq \|g_{1}(t) - g_{1}(r)\|_{X_{1}}
\end{equation}

\begin{align*}
&\leq c \|g_{1}(t) - g_{1}(r)\|_{X_{1}} + \|g_{1}(r) - \chi_{1-r}(r)\|_{X_{1}} \\
&\leq c \|g_{1}(t) - g_{1}(r)\|_{X_{1}} + \|g_{1}(r) - \chi_{1-r}(r)\|_{X_{1}}
\end{align*}

so that Corollary 4.4(ii) implies

\begin{equation}
(5.33) \quad \|I_{S,2} + I_{S,3}\|_{Y} \leq c \|g_{1}(t) - g_{1}(r)\|_{X_{1}} + \|g_{1}(r) - \chi_{1-r}(r)\|_{X_{1}}
\end{equation}

Concerning $I_{S}$, we integrate by parts:

\begin{equation}
(5.30) \quad I_{S} = -\int_{r}^{t} \int_{0}^{\infty} e^{\sigma - \sigma t} \left[ \frac{\partial}{\partial t} \chi_{1-r}(t) \right] d\lambda ds \\
+ \int_{r}^{t} \int_{0}^{\infty} e^{\sigma - \sigma t} \left[ \frac{\partial}{\partial t} \chi_{1-r}(t) \right] d\lambda ds
\end{equation}

Next, we estimate $I_{S,4}$ and $I_{S,5}$ by (2.8) and Corollary 4.4(iv):

\begin{equation}
(5.34) \quad \|I_{S,4}\|_{Y} \leq c \int \int_{0}^{\infty} \left\| \frac{\partial}{\partial t} \chi_{1-r}(t) \right\|_{X_{1}} ds
\end{equation}

\begin{align*}
&\leq c \int \int_{0}^{\infty} \left\| \frac{\partial}{\partial t} \chi_{1-r}(t) \right\|_{X_{1}} ds \\
&\leq c \int \int_{0}^{\infty} \left\| \frac{\partial}{\partial t} \chi_{1-r}(t) \right\|_{X_{1}} ds
\end{align*}

\begin{equation}
(5.35) \quad \|I_{S,5}\|_{Y} \leq c \int \int_{0}^{\infty} \left\| \frac{\partial}{\partial t} \chi_{1-r}(t) \right\|_{X_{1}} ds
\end{equation}

\begin{align*}
&\leq c \int \int_{0}^{\infty} \left\| \frac{\partial}{\partial t} \chi_{1-r}(t) \right\|_{X_{1}} ds \\
&\leq c \int \int_{0}^{\infty} \left\| \frac{\partial}{\partial t} \chi_{1-r}(t) \right\|_{X_{1}} ds
\end{align*}
The end is closer and closer! It remains to estimate \( I_{5,3} + I_{4,1} \), which we rewrite as
\[
I_{5,3} + I_{4,1} = \frac{1}{2} \int \left[ e^{\alpha} - e^{\beta} \right] N_1(\alpha) [x^2(\alpha) - x(\alpha)] \, d\lambda
+ \frac{1}{2} \int \left[ e^{\gamma} - e^{\delta} \right] N_1(\gamma) [x^2(\gamma) - B_1(\gamma)] \, d\lambda =: I_1 + I_2,
\]
but, using (5.32), we find that
\begin{equation}
(5.36) \quad \|I_1\|_r \leq c \left[ \frac{\|x(\gamma)^3\|_{x^2} + \|x(\alpha)^3\|_{x^2} + \|x(\alpha)^3\|_{x^2}}{r^2} + q^{-1/2} \frac{\|x(\gamma)^3\|_{x^2} + \|x(\alpha)^3\|_{x^2}}{r^2} \right] dq
\leq c \left[ \frac{r^{\alpha - 1} + q^{-1/2} r^{\alpha - 1/2}}{r^2} \right] dq \cdot F_a \leq c(t-r)^p F_a,
\end{equation}
and concerning \( I_2 \) we have by (5.3) and (4.8)
\begin{equation}
(5.37) \quad \|I_2\|_r \leq c \left[ \frac{\|x(\gamma)^3\|_{x^2} + \|x(\alpha)^3\|_{x^2} + \|x(\alpha)^3\|_{x^2}}{r^2} + q^{-1/2} \frac{\|x(\gamma)^3\|_{x^2} + \|x(\alpha)^3\|_{x^2}}{r^2} \right] dq \cdot \|x(\gamma)^3\|_{x^2} + \|x(\alpha)^3\|_{x^2}
\leq c(t-r)^p \cdot F_a + \|x(\gamma)^3\|_{x^2}.
\end{equation}
By (5.28)-(5.31), (5.33)-(5.37), taking into account (5.6), we conclude the proof of Step 4. Theorem 5.1 is completely proved. □

**Appendix**

**A. Proof of Lemma 4.3.** We recall that \( f_\epsilon \) is defined in (4.1), and it is plain that
\[
\varepsilon \rightarrow f_\epsilon \in C(0, \infty) \cap \bigcap_{m \in \mathbb{N}} [W^{m,p}(\Omega)]^p.
\]
Let us start by remarking that if \( f \in [B^{2 \epsilon,p}(\Omega)]^p \) and \( F \) is any \( B^{2 \epsilon,p} \) extension of \( f \) to \( \mathbb{R}^n \), then we have
\[
(\text{A.1}) \quad \frac{\partial^2}{\partial \epsilon^2} F_\epsilon = -\frac{\partial^2}{\partial \epsilon^2} D^h F_{0,\epsilon}.
\]
Let us prove (i). Suppose first \( \sigma \in ]0,1/2[ \); then it is easily seen that
\[
\left| \frac{\partial^2}{\partial \epsilon^2} D^h F_{0,\epsilon}(x) \right| = \epsilon^{-h-2} \left| \int_{\mathbb{R}^n} \left[ F(x-\varepsilon z) - (n+h+1) (n+h) D^h \phi(z) \right. \right.
+ 2 (n+h+1) \sum_{i=1}^n D_i D^h \phi(z_i) + \sum_{i,j=1}^n D_i D_j D^h \phi(z_i z_j) \left. \right| \, dz \right|
\leq c \epsilon^{-h-2} \left[ \int_{\mathbb{R}^n(0,1)} \left| F(x-\varepsilon z) - F(x) \right|^p \, dz \right]^{1/p},
\]
so since the integral of the expression in square brackets vanishes; similarly, if
\[
(\text{A.2}) \quad \left. \frac{\partial^2}{\partial \epsilon^2} D^h F_{0,\epsilon} \right|_{\mathbb{R}^n} \leq c \epsilon^{2 \epsilon - 2 - h} \|F\|_{2,\epsilon,\sigma,\mathbb{R}^n},
\]
By (A.1), (A.2) and the arbitrariness of the extension \( F \), we obtain the result.
Part (ii) follows (i) via an interpolation argument (recall Proposition 1.11(i)). □

Remark A.1. We can prove quite similarly the following generalization of (A.2):
\[
(\text{A.3}) \quad \left. \frac{\partial^2}{\partial \epsilon^2} D^h F_{0,\epsilon} \right|_{\mathbb{R}^n} \leq c \left( m, h \right) \epsilon^2 \epsilon^{-m} \|F\|_{2,\epsilon,\sigma,\mathbb{R}^n}
\forall m, h \in \mathbb{N} \quad \text{with} \quad m + h > 2 \sigma, \forall \sigma > 0.
\]

**B. Proof of Lemma 4.2.** (i) For each \( \theta \in ]0,1/2[ \cap ]0,\sigma[ \) we have
\[
(\text{A.4}) \quad \|f_{\theta} - f\|_{\sigma,\epsilon} \leq \left[ \int_{\mathbb{R}^n(0,1)} \int_{\mathbb{R}^n(0,1)} \left[ F(x-\varepsilon z) - F(x) \right] \phi(z) \, dz \right]^{1/p}
+ \left[ \int_{\mathbb{R}^n(0,1)} \int_{\mathbb{R}^n(0,1)} \left[ F(x-\varepsilon z) - F(x) \right] [n \phi(z) + D \phi(z) \cdot z] \, dz \right]^{1/p} \leq c \epsilon^{-h} \|F\|_{2,\epsilon,\sigma,\mathbb{R}^n},
\]
so that the result follows provided \( \sigma \in ]0,1/2[ \). On the other hand, if \( \sigma \in ]1/2,1[ \) we write
\[
F_\epsilon - F = \left. \frac{\partial}{\partial \epsilon} F_\epsilon \right|_{\mathbb{R}^n} \, dr = \left. \frac{r \partial}{\partial \epsilon} F_\epsilon \right|_{\mathbb{R}^n} \, dr,
\]
and by (A.2) we get
\[
\|f_{\epsilon} - f\|_{\sigma,\epsilon} \leq \|F_\epsilon - F\|_{\sigma,\epsilon,\mathbb{R}^n} \leq c \epsilon^{2 \epsilon} \|F\|_{2,\epsilon,\sigma,\mathbb{R}^n};
\]
this implies (i).

(ii) If \( h \geq 2 \sigma \) we have
\[
D^h F_\epsilon = D^h F_{0,\epsilon} - \epsilon \frac{\partial}{\partial \epsilon} D^h F_{0,\epsilon},
\]
and by (A.3) the result follows.
(iv) As \( \sigma \in ]1/2,1[ \), we have \( DF \in [B^{2\sigma-1,p}(\Omega)]^d \) and

\[
DF_\sigma = (DF)_{0,\sigma} + \partial_\sigma (DF)_{0,e};
\]

thus the result follows by (A.3) with \( f \) replaced by \( DF \) and \( \theta = \sigma - 1/2 \).

(v) follows obviously by a direct calculation.

Finally, we prove (ii). Suppose first \( \theta = \sigma \), in which case we have to show that

\[
\|f\|_{2\sigma,p,D} \leq c \|f\|_{2\sigma,p,D}.
\]

If \( \sigma \in ]0,1/2[ \), we set \( g(t) := F_{\sigma + t}, \ t > 0 \), so that, by (A.1), \( g'(t) = -(\varepsilon + t) \partial_\sigma (\sigma + t) \|f\|_{2\sigma,p,D} \). Thus (A.3) yields

\[
\|g'(t)\|_{p,p,D} + \int_0^t \|D^2 g(t)\|_{p,p,D} \leq c (\varepsilon + t)^{1-\sigma-1/2} \|f\|_{2\sigma,p,D}.
\]

Hence for \( u(t) := g(t^{1/2}) \) we obtain \( u(0) = F_\sigma \) and

\[
t^{1-\sigma} \|u'(t)\|_{p,p,D} + t^{1-\sigma} \|D^2 u(t)\|_{p,p,D} \leq c \|f\|_{2\sigma,p,D}.
\]

By Definition 1.8 and Proposition 1.1(ii) we deduce

\[
\|F_\sigma\|_{2\sigma,p,D} \leq c \|f\|_{2\sigma,p,D}
\]

and by the arbitrariness of the extension \( F \) we get (A.5).

On the other hand, if \( \theta = \sigma \in ]1/2,1[ \), we can apply the above argument to \( DF \in [B^{2\sigma-1,p}(\Omega)]^d \), and again (A.5) follows.

Finally, if \( \theta \in ]0,\sigma[ \) we interpolate between \( [B^{2\sigma-2,p}(\Omega)]^d \) and \( [L^1(\Omega)]^d \) (via the Reiteration Theorem), obtaining by (i) and (A.5)

\[
\|f_\sigma - f\|_{2\sigma,p,D} \leq c \|f_\sigma - f\|_{2\sigma,p,D}^{1-\sigma} \|f_\sigma - f\|_{2\sigma,p,D}^{\sigma} \leq c \|f\|_{2\sigma,p,D}^{\sigma + 2\sigma - 2}.n\|f\|_{2\sigma,p,D}.
\]

The proof is complete.

Remark A.2. Lemma 4.1 holds also in the case \( \sigma = 1/2 \); the proof is analogous, but it is now crucial that the mollifier \( \varphi \) is even.
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