convex set in $\mathbb{R}^n$ of volume 1 then for every 1-codimensional subspace $H$ of $\mathbb{R}^n$, $|H \cap C| > \delta$.

3) There is a constant $M$ such that if $C$ is an isotropic symmetric convex set in $\mathbb{R}^n$ of volume 1 then

$$m(C \cap B(M, \sqrt{n})) \geq \frac{1}{M},$$

where $B(M, \sqrt{n})$ is the Euclidean ball of radius $M \sqrt{n}$.

4) There is a constant $M$ such that for every symmetric convex set $C$ in $\mathbb{R}^n$ of volume 1 there is an ellipsoid $\mathcal{E}$ of volume at most $M^n$ such that $|\mathcal{E} \cap C| \geq \frac{1}{M}$.

We may remark that such bounds do hold uniformly for the unit balls of spaces with a 1-unconditional basis. This follows from the observation that such a space can be represented on $\mathbb{R}^n$ with an isotropic unit ball $C$, say, and with the unconditional basis vectors orthogonal. In this situation the section of $C$ perpendicular to a basis vector is also the projection of $C$ onto the orthogonal complement of that vector.
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On the strong maximal function and rearrangements
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Abstract. We provide sufficient conditions for almost everywhere fastness, integrability and membership in weak $L^1$ of the strong maximal function on $\mathbb{T}$. These are the weakest possible conditions which are invariant under all measure-preserving transformations of $\mathbb{T}$ which preserve the product structure. We also give examples showing that the conditions are not necessary.

1. Introduction. There are many points of contact between probability theory and harmonic analysis. One of the more striking concerns the connections between the Hardy–Littlewood maximal operator and its probabilistic counterpart. In this paper we explore similar connections between the strong maximal operator and a two-parameter probabilistic maximal operator. The differences between the two maximal operators are related to their behavior relative to rearrangements which preserve the product structure.

Let $X_1, X_2, \ldots$ be independent and identically distributed (i.i.d.) random variables on some probability space $(\Omega, \mathcal{F}, P)$. Suppose also each $X_i$ has a uniform on $[0, 1)$ $(U(0, 1))$ distribution. For Borel functions $f$ on $[0, 1)$ let

$$s_n(f) = \sum_{i=1}^n f(X_i), \quad s^*(f) = \sup_{n \in \mathbb{N}} \left( \frac{1}{n} \sum_{i=1}^n f(X_i) \right).$$

Then by classical results of Khinchin and Kolmogorov and of Marcinkiewicz and Zygmund we have

\begin{equation}
\mathbb{E}s^*(f) < \infty \quad \text{a.s.} \quad \text{if and only if} \quad \|f\|_1 < \infty,
\end{equation}


and

\begin{equation}
Ex^*(f) = \|f\|_{U(0,1)} : = \left( \int f(x) \left( 1 + \log_+ \frac{|f(x)|}{\|f\|_{L^1}} \right) dx \right).
\end{equation}

* Supported in part by NSF grant DMS 85-03775 and by the Alfred P. Sloan foundation. AMS (1980) Subject Classification: Primary 42B25, Secondary 26A15.

Key words and phrases: strong maximal function, differentiation of integrals, Fourier analysis on product domains.
(Here, and throughout the rest of this paper, two extended real quantities \( A \) and \( B \) are related by \( \approx \) and said to be comparable provided \( A \) is finite if and only if \( B \) is, in which case their ratio is bounded below and above by positive absolute constants. The expression \( \| f \|_{L_{\log L}} \) is not a norm, but it is easily shown to be comparable to any Orlicz-type norm on the Zygmund class \( L_{\log L} \).

These are analogous to the results of Hardy and Littlewood [3] and Stein [11] for the Hardy–Littlewood maximal function \( \mathfrak{m}(f) \):

\begin{align}
\mathfrak{m}(f) &< \infty \text{ a.e. if and only if } \| f \|_{L_{\log L}} < \infty, \tag{1.3} \\
\| \mathfrak{m}(f) \|_{L_{\log L}} &\approx \| f \|_{L_{\log L}}. \tag{1.4}
\end{align}

Here, to be precise, we assume that \( f \) is a function on the circle \( \mathbb{S}^1 \), which we identify as usual with \([0, 1)\). One may complete the analogy suggested by these inequalities by viewing the strong law of large numbers as a counterpart of the Lebesgue differentiation theorem.

Recently there has been some progress in understanding a probabilistic analogue of the two-parameter strong maximal function. Let \( \{ Y_t \} \) be an independent copy of \( \{ X_t \} \) and for \( f \) Borel on \([0, 1]^2 \) let

\[ S_{S, m}(f) = \sum_{t=1}^{n} \sum_{j=1}^{n} f(X_t, Y_j), \quad \mathcal{S}^*(f) = \sup_{1, n \in \mathbb{N}, m \in \mathbb{N}} (\| S_{S, m}(f) \|/(m^n)). \]

The classical conditions \( \| f \|_{L_1} < \infty \) and \( \| f \|_{L_{\log L}} < \infty \) are no longer sufficient for finiteness and integrability of \( \mathcal{S}^*(f) \). Let

\[ \delta_0(f) = \int_{[0, 1]} \| f(x, y) \| (1 + \log_+ (\| f(x, y) \|)) \, dx \, dy, \]

\[ A(f) = \| f \|_{L_{\log L}} + \int_{[0, 1]} \| f(x, y) \| \log_+ (\| f(x, y) \|) \, dx \, dy, \]

where \( \| f \|_{L_{\log L}} = \| f \|_{L_{\log L}} + \| f \|_{L_{\log L}} \) and \( \delta_0(f) = \| f \|_{L_{\log L}} \). Then [6]

\begin{align}
\mathcal{S}^*(f) &< \infty \text{ a.s. if and only if } \delta_0(f) < \infty, \tag{1.5} \\
E \mathcal{S}^*(f) &\geq A(f). \tag{1.6}
\end{align}

The quantities \( \delta_0 \) and \( A \) are scalar homogeneous but they are not norms. They are, however, quasi-norms, i.e., satisfy

\[ \delta_0(f + g) \leq \delta_0(f) + \alpha \delta_0(g), \tag{1.7} \]

\[ A(f + g) \leq \alpha A(f) + \alpha A(g), \quad \text{for some } \alpha \geq 1. \]

(See [8, Section 2] for a proof.) The two terms in the definition of \( \delta_0 \) are not comparable.

One remarkable property of \( \mathcal{S}^* \) not shared by \( \mathcal{S}^* \) is that \( \mathcal{S}^*(f) \) finite a.e. already implies that \( \mathcal{S}^*(f) \) belongs to weak \( L^1 \). Weak \( L^1 \) (\( W^1 \)) is the space of random variables \( Z \) having \( \| Z \|_{L_1} < \infty \) where the quasi-norm \( \| Z \|_{L_1} \) is defined by

\[ \| Z \|_{L_1} = \sup_{\lambda \geq 0} \lambda P(Z > \lambda). \]

Indeed, one has

\[ \| \mathcal{S}^*(f) \|_{L_1} \approx \| f \|_{L_1} \approx \| \mathcal{S}^*(f) \|_{L_1}. \]

In contrast, we may have \( \mathcal{S}^*(f) \) finite a.e., and yet \( \| \mathcal{S}^*(f) \|_{L_1} = +\infty \). In [8] we found a necessary and sufficient condition to have \( \mathcal{S}^*(f) \) in \( L^1 \). Let

\[ \mu(y) = \| f(t, y) \|_{L_1}, \quad \lambda(x) = \| f(x, \cdot) \|_{L_1}, \quad A = \| f \|, \quad \text{and} \]

\[ \delta_0(f) = \sup_{\lambda \geq 0} \int \| f(x, y) \| (1 + \log_+ (\| f(x, y) \|)) \, dx \, dy, \]

Then [8]

\[ \| \mathcal{S}^*(f) \|_{L_1} \approx \delta_0(f). \]

The counterpart of \( \mathcal{S}^*(f) \) in harmonic analysis is the strong maximal function \( M(f) \) defined by

\[ M(f)(x_0, y_0) = \sup_{(x, y) \in \mathbb{T}} \int |f(x, y)| \, dx \, dy, \]

\[ (x_0, y_0) \in \mathbb{T}^2 = [0, 1) \times [0, 1), \]

where the supremum extends over all intervals \( I \) containing \( x_0 \) and \( J \) containing \( y_0 \). While all the results of this paper are phrased in the context of functions on \( \mathbb{T}^2 \) or doubly periodic functions, they easily yield results concerning almost everywhere finiteness, local integrability, and local membership in \( W^1 \) for the strong maximal function on \( \mathbb{R}^2 \) as it is usually defined. (For integrability properties of this and related maximal functions over general sets of finite measure see [1].) We should also mention that the strong maximal function is sometimes defined with the additional requirement that the intervals \( I \) and \( J \) in (1.10) be centered at \( x_0 \) and \( y_0 \). The same results below hold with either definition.

The main result of this paper is that conditions \( \delta_0(f) < \infty, A(f) < \infty \) and \( \delta_0(f) < \infty \) are sufficient, respectively, for almost everywhere finiteness of \( M(f) \), and for its membership in \( L^1 \) and in \( W^1 \). Unfortunately, while each of these conditions is strictly weaker than any previously known sufficient condition, apparently none of them are necessary conditions. (We thank Carl Mueller for pointing this out. An example, based on his sketch, is given in Section 3 below.) On the other hand, they do come very close to being...
necessary. Indeed, we make precise below the statement that the conditions
given are the weakest for their respective conclusions which are invariant
under measure-preserving rearrangements of $T^2$ which preserve the factors.
(The classical one-parameter conditions are invariant under all measure-
 preserving rearrangements.)

We now turn to the precise statements.

Let $\mathcal{R}_n$ be the $n$th dyadic $\sigma$-field of subsets of $[0, 1]$, i.e., $\mathcal{R}_n$ is generated by $I_{k, n} = [k2^{-n}, (k+1)2^{-n})$, $k = 0, 1, \ldots, 2^n - 1$. We denote by $[\mathcal{R}_n]$ the collection of all the $I_{k, n}$.

Let $\mathcal{D}$ denote the class of all one-to-one measure-preserving maps of $[0, 1]$ onto itself which, for all sufficiently large $n$, induce a permutation of $[\mathcal{R}_n]$. For a pair $T, S \in \mathcal{D}$ we denote by $f \circ T, S$ the composite function $f(T(x), S(x))$.

**Theorem 1.** Let $f$ belong to $L^1(T^2)$. Then $\delta_0(f) < \infty$ implies $M(f) < \infty$ a.e. Indeed, given $\varepsilon > 0$ there is $\delta > 0$ such that

$$
\delta_0(f) < \delta \Rightarrow \|M(f) > \varepsilon\| < \varepsilon. 
$$

(1.11)

Also, we have

$$
\|M(f)\|_{\infty, \varepsilon} \leq c\delta_0(f),
$$

(1.12)

$$
\|M(f)\|_1 \leq c\delta(f)
$$

(1.13)

for some constant $c$.

In [5] (see also [9]) it is shown that dyadic functions are dense in the
space determined by $\delta_0(f) < \infty$. We give a simple proof below in Section 3. Combining this with (1.11), standard arguments yield

**Corollary 1.** The condition $\delta_0(f) < \infty$ is sufficient for strong differentiability of $\int_{T^2} f(x, S)dx\,dy$.

(See [2] for background on differentiation of integrals.)

**Theorem 2.** For each $\lambda > 0$ we have

$$
P(\star S^*(f) > \lambda) \leq \|M(f) \circ T, S > \lambda\|_T, 
$$

(1.14)

Also,

$$
\|M(f) \circ T, S\|_{1, \varepsilon} \leq c\delta(f),
$$

(1.15)

$$
\|M(f) \circ T, S\|_1 \leq c\delta_*(f) \leq \|M(f) \circ T, S\|_{1, \varepsilon}. 
$$

(1.16)

Throughout the paper the letter $c$ denotes a constant which may change
from line to line.

We shall prove Theorems 1.1 and 1.2 in Section 2. In Section 3 we present examples which show that the suprema in (1.14) and (1.15) cannot be omitted.

We currently have the means to extend results (1.11) and (1.14) to 3 parameters. The analogue of the condition $\delta_0(f) < \infty$ is the condition given in [7] for triple integrability of $f$ with respect to the symmetric Cauchy process. (Take $s = 1$ in Theorem 1.1 of [7]. See Section 2 of [6] and the references quoted there for connections between maximal functions and Cauchy processes.) Unfortunately, this condition is vastly more complicated than $\delta_0(f) < \infty$ and so it appears to be very difficult, if not impossible, to extend the results of the present paper to $n$ parameters.

**2. Proofs.** To prove Theorem 1.1 we shall need some further one-parameter results. These are summarized in the following lemma (see [8, Section 2] for proofs or references).

**Lemma 2.1.** For each Borel function $f$ on $[0, 1]$ we have \(\text{sup}||f(X, \cdot)||_1 < \infty\) if and only if $||f||_1 < \infty$. Moreover,

$$
||\text{sup}||f(X, \cdot)||_1||_1 \approx ||f||_{L^1}. 
$$

(2.1)

For $\lambda > 6||f||_1$, we have

$$
\frac{1}{\varepsilon} E(\|f(X, \cdot)||_1; \|f(X, \cdot)||_1 > \lambda) \approx \lambda P(\text{sup}||f(X, \cdot)||_1 > \lambda) 
$$

(2.2)

$$
\leq 2\varepsilon kP(\text{sup}||f(X, \cdot)||_1 > \lambda) 
$$

$$
\leq 4\varepsilon E(\|f(X, \cdot)||_1; \|f(X, \cdot)||_1 > \lambda/2). 
$$

Finally,

$$
P(\text{sup}||f(X, \cdot)||_1 > \frac{1}{\varepsilon} ||f||_1) \equiv \frac{1}{4}. 
$$

(2.3)

Now let $f$ be a function such that $\delta_0(f) < \infty$. Then $\star S^*(f) < \infty$ a.s., and hence, by Fubini's theorem and the strong law of large numbers,

$$
\int \text{sup}||f(X, \cdot)||_1dy \leq \frac{1}{\varepsilon} \int \|f(X, \cdot)||_1dy < \infty \quad \text{a.s.} 
$$

Thus, from (1.3) and an obvious pointwise inequality we conclude

$$
\text{sup}||m_2(f(X, \cdot)||_1 < \infty \quad \text{a.s., a.e.},
$$

where $m_2(f(X, \cdot))$ denotes the Hardy–Littlewood maximal function (one-dimensional) of $f$ considered as a function of its second variable. Repeating this argument, we conclude, in turn,

$$
\int m_2(|f(x, \cdot)||_1)dx \leq \infty \quad \text{a.e.,}
$$

$m_2(f) < \infty$ a.e., and hence $M(f) < \infty$ a.e. The inequality (1.11) is now easily proved by an indirect argument as in [8].
The proof of (1.13) is similar, using (1.2) in place of (1.1), etc. One merely trades, twice, a probabilistic for a Hardy–Littlewood maximal function.

The weak-type inequality (1.12) is somewhat more difficult to obtain. We combine (2.2) and (2.3) with the Hardy–Littlewood inequality,

\[ \lambda \int \{ |\mathbb{M}(f) > \lambda \} \leq 2 \int_{|f| > \lambda/2} |f|. \]

We have

\[ \|m_1(m_2(f))\|_{1, \infty} \leq 12 \left\| \frac{1}{i} \mathbb{M}_i(f(x, y)) \right\|_{1, \infty} + \sup_{0 < \lambda \leq \infty} \lambda \left\| \frac{1}{i} \mathbb{M}_i(f(x, y)) \right\|_{1, \infty} \]

For the first term we estimate, using (2.3),

\[ \lambda \left\| \sup_{0 \leq \lambda \leq \infty} \frac{1}{i} \mathbb{M}_i(f(x, y)) \right\|_{1, \infty} \leq 2 \lambda \mathbb{M}_i(f(x, y)) \right\|_{1, \infty} \]

Thus we obtain

\[ \|m_1(m_2(f(x, y)))\|_{1, \infty} \leq 48 \left\| \frac{1}{i} \sup_{0 \leq \lambda \leq \infty} \frac{1}{i} \mathbb{M}_i(f(x, y)) \right\|_{1, \infty} \]

For the first term here, we have by (2.3),

\[ \left\| \frac{1}{i} \sup_{0 \leq \lambda \leq \infty} \frac{1}{i} \mathbb{M}_i(f(x, y)) \right\|_{1, \infty} \leq 8 \left\| \frac{1}{i} \mathbb{M}_i(f(x, y)) \right\|_{1, \infty} \]

Thus we obtain

\[ \left\| \frac{1}{i} \sup_{0 \leq \lambda \leq \infty} \frac{1}{i} \mathbb{M}_i(f(x, y)) \right\|_{1, \infty} \leq c \delta_{\bullet}(f) \]

by the equivalence

\[ \left\| \sup_{0 \leq \lambda \leq \infty} \frac{1}{i} \mathbb{M}_i(f(x, y)) \right\|_{1, \infty} \approx \delta_{\bullet}(f) \]

of [8]. What remains is to obtain an inequality similar to (2.7) for the second terms of (2.5) and (2.6).

Combining (2.4) with (2.2) we see that the second term in (2.5) is bounded by a multiple of

\[ \sup_{0 \leq \lambda \leq \infty} \frac{1}{i} \mathbb{M}_i(f(x, y)) \right\|_{1, \infty} \leq m_2 \left( \sup_{0 \leq \lambda \leq \infty} \frac{1}{i} \mathbb{M}_i(f(x, y)) \right) \]

which is essentially the same as (2.6), so all that remains is to estimate the second term here. For this, we again combine (2.4) and (2.2) and apply (2.8) as previously. The proof of Theorem 1.1 is complete.

Remark 2.1. An examination of the proof shows that we have actually proved a stronger theorem with the strong maximal function \( M \) being replaced by the iterated maximal function \( m_2(m_1(f)) \). Thus the methods of this paper cannot distinguish amongst \( m_1(m_2) \), \( m_2(m_1) \), and \( M \). Since these operators do behave differently (see Remark 3.1), it is an open problem to devise function space quasi-norms which can make these distinctions.

We now turn to the proof of Theorem 1.2. It will be convenient to replace \( M \) here by a somewhat more tractable object. Recall that the nth dyadic field \( \mathbb{R}_n \) is generated by the collection \( \mathbb{R}_n \) of \( 2^n \) intervals \( I_{k,n} \) having length \( 2^{-n} \). Define marginal conditional expectations by

\[ E(f | \mathbb{R}_n)(x, y) = \sum_{i=0}^{2^n-1} E(f \mid I_{i,n}) \]

with an analogous expression for \( E(f | \mathbb{R}) \). Then

\[ E(E(f | \mathbb{R}_n) \mathbb{R}_n) = E(f | \mathbb{R}_n \otimes \mathbb{R}_n) \]

The family

\[ f_{n} = E(f | \mathbb{R}_n \otimes \mathbb{R}_n) \]

is a two-parameter martingale. Its maximal function, the dyadic maximal function \( M(f) \) (no underscores), is closely related to \( M(f) \). We will need the following technical result about \( M \). (Note that \( M \) dominates \( M \) pointwise.)

**Lemma 2.2.** Suppose \( \|f\|_{1, \infty} < \infty \). Then there exists a sequence \( f_n \) of dyadic functions such that \( f_n \) converges to \( f \) a.e., \( M(f_n) \) converges to \( M(f) \) a.e.,

\[ \sup_{x \in \mathbb{R}} \| M(f_n \circ T, S) - M(f \circ T, S) \|_{1, \infty} \to 0 \]

as \( n \to \infty \), and

\[ \sup_{x \in \mathbb{R}} | M(f_n \circ T, S) - M(f \circ T, S) | \to 0 \]

as \( n \to \infty \).
Proof. In the notation (2.9) above we take \( f_\alpha = f_{\alpha^*} \) and note that, by the martingale convergence theorem, \( f_\alpha \to f \) a.e. and in each \( L^p \), \( 0 \leq p < \infty \). Thus \( f_\alpha \to f \) in \( L^2 \) almost everywhere for each pair \( T, S \in \mathcal{T} \) and in all such \( L^2 \).

Now for each Borel \( g \) we have [4]
\[
\left( \left\| M(g) \right\| \right)^2 \leq C \| g \|_2.
\]
But, for any \( \lambda > 0 \) and \( T, S \in \mathcal{T} \),
\[
\lambda \left\| M(f_\alpha \circ T, S) - M(f \circ T, S) \right\|_2 \leq \| f \|_2 \left\| M(f_\alpha - f, T, S) \right\|_2 \leq \lambda \| f \|_2 \left\| M(f_\alpha - f, T, S) \right\|_2.
\]
Taking the supremum over such \( \lambda \geq 0 \), \( T \) and \( S \) we obtain
\[
\lim_{\alpha \to \infty} \sup_{T, S} \| M(f_\alpha \circ T, S) - M(f \circ T, S) \|_2 = \| f \|_2.
\]
This implies (2.10). The proof of (2.11) is similar.

The next proposition is an analogue of Fatou's lemma for the quasi-norms \( \delta_0, \delta_\sigma \) and \( \delta \). The sequence \( f_\alpha \) is that of Lemma 2.2.

**Proposition 2.1.** We have
\[
\delta_\sigma(f) \leq \lim \delta_\sigma(f_\alpha), \quad \delta(f) \leq \lim \delta(f_\alpha), \quad \delta_0(f) \leq \lim \delta_0(f_\alpha),
\]
(2.13)
\[
\delta_\sigma(f) \leq \lim \delta_\sigma(|f| \wedge N), \quad \delta(f) \leq \lim \delta(|f| \wedge N),
\]
\[
\delta_0(f) \leq \lim \delta_0(|f| \wedge N).
\]

Proof. We have \( \| f_\alpha \|_1 = \| f \|_1 \) and \( \| f_\alpha \|_{L^\infty} \to \| f \|_{L^\infty} \) as extended real numbers, thus, by Fubini's theorem and Fatou's lemma,
\[
\| f_\alpha(x, \cdot) \|_1 \to \| f(x, \cdot) \|_1 \quad \text{and} \quad \| f_\alpha(x, \cdot) \|_{L^\infty} \to \| f(x, \cdot) \|_{L^\infty}
\]
for almost every \( x \), with a similar result for the other variable. All the statements of the lemma are now easy consequences of these observations and Fatou's lemma.

Recall that a one-to-one, onto, measure-preserving map \( \sigma : [0, 1] \to [0, 1] \) is called a dyadic map if, for all sufficiently large \( n \), \( \sigma \) induces a permutation of \( [0, 1] \). The collection of all such maps is denoted by \( \mathcal{D} \).

The next result is the main step in the proof of Theorem 1.2.

**Lemma 2.3.** For every fixed pair of integers \( N \) and \( M \) there is a dyadic map \( \sigma \) such that for each \( f \) measurable \( \mathcal{R}_N \mathcal{R}_M \)
\[
P \left( \max_{1 \leq \alpha < N} \sum_{j=1}^{\infty} |f(X_i, Y_j)| > \lambda \right) \leq \| M(f \circ \sigma^{-1}, \sigma^{-1}) \|_2 \lambda, \quad \lambda > 0.
\]

We shall prove Lemma 2.3 below after having first shown how Theorem 1.2 follows.

First note that we may assume \( f \) nonnegative, and that it is enough to prove (1.14) (1.16) with \( M \) replacing \( M^* \) since the latter is pointwise larger. Inequality (1.14) for dyadic \( f \) now follows from (2.14) after passage to the limit as \( N \to \infty \). Suppose that \( f \) is bounded and let \( f_\alpha \) be as in Lemma 2.2. It follows easily from Fatou's lemma that
\[
P \left( \left\{ \delta_\sigma(f) > \lambda \right\} \right) \leq \lim \sup \left\{ \left\{ \delta_\sigma(f_\alpha) > \lambda \right\} \right\}.
\]

Fix a \( \lambda > 0 \). We may assume (Prop. 3.1) \( \delta_\sigma(f_\alpha) \to \alpha \lambda \) after a subsequence. Given \( \epsilon > 0 \) choose \( \delta \) as in (1.11) so that \( \delta_\sigma(g) < \delta \) implies
\[
\sup_{T, S} \| M(f \circ T, S) > \lambda \| < \epsilon.
\]

The estimate of (1.11) is independent of \( T, S \) because the family \( \{ T(X_i), Y_j \} \) has the same distribution as the family \( \{ X_i, Y_j \} \). The proof of Theorem 1.1. The desired result now follows easily from
\[
\sup_{T, S} \| M(f \circ T, S) > \lambda \| \leq \| \sup \| M(f \circ T, S) > \lambda \|
\]
\[
+ \sup_{T, S} \| M(f_\alpha - f, T, S) > \lambda \|
\]
\[
< \epsilon.
\]

The passage from bounded \( f \) to general \( f \) is easily effected since, for \( f \) nonnegative, \( M(f \wedge N) \leq M(f) \).

The proofs of (1.15) and (1.16) follow the same pattern and use the remaining conclusions of Lemma 2.2 and Proposition 2.1. (They do not, unfortunately, follow directly from (1.14).)

**Remark 2.2.** An examination of the argument just given shows that one may replace the supremum over \( T, S \in \mathcal{D} \) with a supremum over \( T, S \in \mathcal{D} \) with a supremum over \( T, S \in \mathcal{D} \) This is apparently related to the recently discovered “decoupling phenomenon” (see [10]).

We now turn to the proof of Theorem 2.3. It will be convenient to work with an explicit realization of the variables \( X_i \) and \( Y_j \) on \( [0, 1] \) and [ ] denote the greatest integer function and define \( \theta : [0, 1] \to [0, 1] \) by \( \theta(x) = 2x - \lfloor 2x \rfloor \). Fix \( M \) in the statement of Lemma 2.3. It is then easy to construct inductively a sequence of integers \( n_j \) such that \( n_k = 0, n_k < n_{k+1} \) and such that for each \( g \) measurable \( \mathcal{R}_N \mathcal{R}_M \) the sequence \( g(\theta^j(x)) \) is i.i.d. Let \( U_i(x) \)
\[ = \theta^N(x). \text{ (Note that } U_\theta(x) = x) \text{ The } U_i \text{ each have a } U(0, 1) \text{ distribution. They are not independent, but we may treat them as if they were, for given any } \phi \in \mathcal{M} \otimes \mathcal{M}, \text{ the family } \{ f(U_i(x), U_j(y)) \} \text{ has the same distribution as the family } \{ f(X_i, Y_j) \}.

For our purposes below it is necessary to consider Banach-valued functions.

**Lemma 2.4.** For each pair of integers \( M \) and \( N \) there is a dyadic map \( \sigma \) such that
\[
\sup_{1 \leq k \leq N} \left( \sup_{\|f\| \leq \|g\|} \|f(\phi \circ \sigma^k) - g(\phi(x))\|_E \right) \leq \sup_{1 \leq k \leq N} \|f(\phi \circ \sigma^k) - g(\phi(x))\|_E, \quad x \in [0, 1),
\]
for every Banach space \( E \) and \( E \)-valued functions \( f \) measurable \( \mathcal{M} \). (It is vital that \( \sigma \) be independent of \( E \) and \( f \).

**Proof.** We shall use the \( L^1 \)-valued function
\[
G(x) = \sum_{i=0}^{2^M-1} x_i \chi_{I_{i,M}}(x),
\]
where \( x_i = 2^M \chi_{I_{i,M}} \). (\( \chi \) and \( I \) denote characteristic functions on distinct copies of \([0, 1)\).) Set
\[
s_{-1}(x) = \frac{1}{k+1} \sum_{j=0}^{N-1} G(U_j(x)) \quad \text{for } 0 \leq k \leq N-1,
\]
\[
s_{-k}(x) = G_{-k} := \frac{1}{k} G(x) \quad \text{(constant)}.
\]
Then the sequence \( (s_{-N}, \ldots, s_{-1}, s_0) \) is a martingale. To complete the proof, we need:

**Lemma 2.5.** For each pair of integers \( M \) and \( N \) there are an integer \( k(M, N) \), a dyadic function \( H \in \mathcal{M} \), a dyadic function \( H \in \mathcal{M} \), and positive integers \( k_1, \ldots, k_N = k(M, N) \) such that
\[
(s_{-N}, \ldots, s_{-1}, s_0)(x) = (G, E(H | \mathcal{M}), \ldots, E(H | \mathcal{M})) \sigma(x).
\]

In particular, equality of the last components gives
\[
E(H | \mathcal{M}) \sigma(x) = G(U_0(x)) = G(x),
\]
so by the iteration property of conditional expectation and \( \mathcal{M} = \mathcal{M} \), we get
\[
(s_{-N}, \ldots, s_{-1}, s_0)(x) = (G, E(G \circ \sigma^{-1} | \mathcal{M}), \ldots, G \circ \sigma^{-1} | \mathcal{M}) \sigma(x).
\]

Now let \( f \in \mathcal{M}(E) \) and define \( T_f : L^1(S^1) \to E \) by
\[
T_f(h) = \int_{S^1} f(x) h(x) \, dx.
\]
Thus
\[
(T_f G)(x) = \sum_{i=0}^{2^M-1} T_f \chi_{I_{i,M}}(x) \tilde{1}_{I_{i,M}}(x) = \sum_{i=0}^{2^M-1} \chi_{I_{i,M}}(x) f(x) \tilde{1}_{I_{i,M}}(x) = f(x).
\]
Applying \( T_f \) to both sides of (2.21) and using the operator linearity of
Bochner-conditional expectations we obtain
\[ \langle f, (N-i+1)^{-1} \sum_{j=0}^{N-1} f(U_j(x)), i = 1, \ldots, N \rangle = \langle f, E(f \circ \sigma^{-1} \mid \mathcal{F}_0) \rangle_{\mathcal{F}_0}(x), \]
\[ i = 1, \ldots, N. \]

The desired conclusion (2.17) follows by comparing the maxima of these sequences and using the inequality
\[ \max \{ \| E(f \circ \sigma^{-1} \mid \mathcal{F}_0) \|_{\mathcal{F}_0} : 1 \leq i \leq N \} \leq \sup_{1 \leq i \leq N} \| E(f \circ \sigma^{-1} \mid \mathcal{F}_0) \|_{\mathcal{F}_0}. \]

The proof of Lemma 2.4 is complete.

Now we return to the proof of (2.14). For this purpose, fix \( M \) and choose \( f \in \mathcal{F}_M \cap \mathcal{F}_N \). Fix \( y \) and introduce the finite-dimensional Banach space
\[ E_y = \{ (a_0, \ldots, a_{M-1}) : a_i \in \mathbb{R} \} \]
with norm
\[ \|(a_0, \ldots, a_{M-1})\|_y = \sum_{i=0}^{M-1} |a_i \chi_{I_i,M}(y)|. \]
(dyadic maximal function evaluated at \( y \)). Denote by \( e_i \) the standard basis of \( E_y \). Define \( g : S \to E_y \) by
\[ g(x) = \sum_{i=0}^{M-1} \chi_{I_i,M}(x) e_i. \]
Let \( \sigma \) be as in Lemma 2.4 (for \( M \) and the given \( N \)). The point of these definitions is that we have
\[ \mathcal{M}(f \circ \sigma^{-1}, I)(x)(y) = \sup_{0 \leq j \leq M} \| E(g \circ \sigma^{-1} \mid \mathcal{F}_y) \|_{E_y}(x), \]
where \( I \) denotes the identity. Thus, by Lemma 2.4 we have
\[ \mathcal{M}(f \circ \sigma^{-1}, I)(x)(y) \geq \sup_{1 \leq i \leq N} \| \sum_{j=0}^{i-1} g(U_j(x)) \|_{E_y} \]
\[ = \sup_{1 \leq i \leq N} \| \sum_{j=0}^{i-1} \int f(U_j(x), \chi_{I_i,M}(y)) \|_{E_y} \]
\[ = \sup_{1 \leq i \leq N} \| \chi_{I_i,M}(y) \|_{E_y} \]
\[ = \sup_{1 \leq i \leq N} \| \chi_{I_i,M}(y) \|_{E_y}, \]
\[ \text{say (defining } I \text{).} \]

Now fix \( x \) and allow \( y \) to vary. The \( B \)-space \( E_y \) is no longer relevant. From now on everything is real-valued. Apply Lemma 2.4, this time with \( E = \mathbb{R} \) to show
\[ m(V(x, \sigma^{-1})(y)) \geq \sup_{1 \leq i \leq N} \| \chi_{I_i,M}(y) \|_{E_y} \]
\[ = \sup_{1 \leq i \leq N} \| \chi_{I_i,M}(y) \|_{E_y}. \]

Combining this with the above, we conclude
\[ \mathcal{M}(f \circ \sigma^{-1}, \sigma^{-1})(x)(y) \geq \sup_{1 \leq i \leq N} \| \chi_{I_i,M}(y) \|_{E_y} \]
\[ = \sup_{1 \leq i \leq N} \| \chi_{I_i,M}(y) \|_{E_y}. \]
The desired inequality (2.14) follows, and hence the proof of Theorem 1.2 is complete.

3. Complements. C. Mueller has shown us an example of a function \( f \) having \( d_0(f) = +\infty \), but with \( \mathcal{M}(f) < \infty \) a.e. Expanding, somewhat, on his idea we present such an example here and at the same time construct a function \( f \) having \( \mathcal{M}(f) = \infty \) but \( \mathcal{M}(f) \) in \( L^1 \).

**Example 3.1.** Let \( h \) be an even nonnegative integrable function of period 1 which is nonincreasing on \( (0, 1/2] \). We begin by proving that if \(-1/2 \leq x_0 \leq 1/2, x_0 \neq 0\), and if \( I \) is a finite interval of any length containing \( x_0 \) then
\[ \int_{|I|} h(t) \, dt \leq \int_{|x_0|} h(t) \, dt. \]
To see this, let \( I^* = I \cup (-I). \) Then
\[ \int_{|I|} h(t) \, dt \leq \int_{|x_0|} h(t) \, dt. \]
We may assume \( 0 < x_0 < 1/2 \) and that \( x_0 \) belongs to the interior of \( I \). Now let \( J \) denote the set \( (x_0, 1-x_0) \) together with all translates of this interval by integers. Since
\[ \sup_{t \in I^* \setminus J} |h(t)| \leq \inf_{t \in I^* \setminus J} |h(t)| \]
we easily deduce
\[ \int_{|I^*|} h(t) \, dt \leq \int_{|I^*| \setminus J} h(t) \, dt. \]

Now the set \( I^* \setminus J \) consists of a symmetric subset of \( [-x_0, x_0] \) containing \( x_0 \), together with translates of this set. From the form of this set and of \( h \) we clearly have
\[ \int_{|I^*| \setminus J} h(t) \, dt \leq \frac{1}{2x_0} \int_{-x_0}^{x_0} h(t) \, dt. \]
The desired inequality follows easily from this. We may easily extend the
inequality for any noninteger $x_0$ as

$$\frac{1}{|h|} \int |h(t)| dt \leq \frac{4}{|x_0 - y_0|} \int_0^{|x_0 - y_0|} h(t) dt,$$  \hspace{1cm} \text{(3.2)}

where $\lfloor x_0 \rfloor$ denotes the fractional part of $|x_0|$, $\lfloor x_0 \rfloor = |x_0| - \lfloor |x_0| \rfloor$.

Now define $f(x, y)$ by $f(x, y) = h(x - y)$.  \hspace{1cm} \text{LEMMA 3.1.}  \hspace{1cm} \text{For any } (x_0, y_0) \text{ with } x_0 \neq y_0 \text{ we have}

$$M(f)(x_0, y_0) \leq \frac{16}{(x_0 - y_0)^2} \int_0^{|x_0 - y_0|} h(t) dt.$$  \hspace{1cm} \text{(3.3)}

\text{Proof.}  \hspace{1cm} \text{Let } R \text{ be any rectangle containing the point } (x_0, y_0) \text{ in its interior (by a limiting argument we need only consider this case). Let } L \text{ be the line } x - y = x_0 - y_0 \text{ and } z_+ \text{ and } z_- \text{ the points where this line meets the boundary of } R. \text{ Also let } L_+ \text{ and } L_- \text{ be lines perpendicular to } L \text{ through } z_+ \text{ and } z_- \text{ respectively. The lines } L_+ \text{ and } L_- \text{ divide } R \text{ into 3 pieces. We denote by } T \text{ the part between the lines, by } T_+ \text{ the part above } L_+, \text{ and by } T_- \text{ the remaining part. These last two may lie either above or below the line } L \text{ depending on the location of } (x_0, y_0). \text{ We will estimate each of the integrals}

$$\int_T f \, dx \, dy, \hspace{1cm} \int_{T_+} f \, dx \, dy, \hspace{1cm} \int_{T_-} f \, dx \, dy.$$  \hspace{1cm} \text{To estimate } \int_{T_-} f \, dx \, dy \text{ we suppose that } T_- \text{ lies above } L (\text{the other case being similar}) \text{ and choose a polar coordinate system centered at } z_- \text{. Then there is a continuous, piecewise linear function } \varphi(u) \text{ such that}

$$T_- = \{(r, \theta): 3\pi/4 < \theta < \pi, 0 < r < \varphi(\theta)\}.$$  \hspace{1cm} \text{Thus}

$$\int_{T_-} f \, dx \, dy = \int_{3\pi/4}^{\pi} \int_0^{|x_0 - y_0| + r(\cos \theta - \sin \theta)t} f \, dr \, d\theta \hspace{1cm} = \int_{3\pi/4}^{\pi} \int_0^{|x_0 - y_0| + r(\cos \theta - \sin \theta)t} h(\varphi(u) - u) \, dr \, d\theta \hspace{1cm} \leq \int_{3\pi/4}^{\pi} \int_0^{|x_0 - y_0| + r(\cos \theta - \sin \theta)t} h(t) \, dr \, d\theta.$$  \hspace{1cm} \text{By the second mean value theorem there is a function } \xi(\theta) \text{ satisfying}

$$0 \leq \xi(\theta) \leq \sqrt{2} \varphi(\theta) \text{ such that}

\int_0^{|x_0 - y_0| + r(\cos \theta - \sin \theta)t} h(t) \, dt = \xi(\theta) \int_0^{|x_0 - y_0| + r(\cos \theta - \sin \theta)t} h(t) \, dt.$$  \hspace{1cm} \text{Thus, using (3.2), we obtain}

$$\int_{T_-} f \, dx \, dy \leq \int_{3\pi/4}^{\pi} \sqrt{2} \varphi(\theta) \xi(\theta) \, d\theta \hspace{1cm} = \frac{4}{|x_0 - y_0|} \int_0^{|x_0 - y_0|} h(t) \, dt.$$  \hspace{1cm} \text{But}

$$\int_{3\pi/4}^{\pi} \sqrt{2} \varphi(\theta) \xi(\theta) \, d\theta \leq \frac{4}{|x_0 - y_0|} \int_0^{|x_0 - y_0|} h(t) \, dt.$$  \hspace{1cm} \text{A similar estimate applies to } T_+. \text{ Hence}

$$\int_{T_+} f \, dx \, dy \leq \int_{T_-} f \, dx \, dy.$$

To estimate $\int f \, dx \, dy$ we make the change of variables $u = (x + y)/2, v = (x - y)/2$ and find constants $a < (x_0 + y_0)/2 < b$ and piecewise linear functions $\varphi(u)$ and $\psi(u)$ such that $\varphi(u) \leq (x_0 - y_0)/2 \leq \psi(u)$ and

$$T = \{(u + v)/2, (u - v)/2): \varphi(u) \leq v \leq \psi(u), a \leq u \leq b\}.$$  \hspace{1cm} \text{Then, by (3.2),}

$$\int f \, dx \, dy = \int_{(a,b) \times (a,b)} \int_0^{\varphi(u)} h(2u) \, du \, du \hspace{1cm} \leq \int_{(a,b) \times (a,b)} \int_0^{\psi(u) - \varphi(u)} h(u) \, du \, du \hspace{1cm} \leq \frac{8}{|x_0 - y_0|} \int_0^{|x_0 - y_0|} h(t) \, dt.$$  \hspace{1cm} \text{Combining this with (3.4) yields (3.3) since } R \text{ was arbitrary.}

Now choose $h$ to have all the above properties and in addition such that $|h|_{L^\infty + L^1} = +\infty$. Defining $f$ as above, we have for each $x$ or $y$ in $[0, 1]$, $\|f(x, y)\|_1 = |f(1, y)|_1 = |h|_1$. Thus the normalizing factors in the denominator of the logarithm in $d_0(f)$ are constant. Since $h \notin L^\infty + L^2$, we conclude $d_0(f) = \infty$. But, by (3.3), we have $M(f) < \infty$ a.e.

To obtain an example of a function $f$ having $\mathcal{A}(f) = \infty$ but $M(f) \notin L^1$, we may proceed as above by taking $h \notin L^\infty + L^2$ which gives $\mathcal{A}(f) = \infty$ and $h \notin L^\infty + L^1$. The latter condition, together with (3.3) and Lemma 3.2 below, yields $M(f) \notin L^1$.

\text{LEMMA 3.2.}  \hspace{1cm} \text{Let } h \text{ be nondecreasing and nonnegative on } [0, 1]. \text{ Then}

$$\frac{1}{h} |h|_{L^\infty + L^1} \leq \int_0^1 \int_0^x |h(t)| \, dt \, dx \leq (2 + \ln 2)|h|_{L^\infty + L^1}.$$  \hspace{1cm} \text{This result (with possibly different constants) is known, but we will present an elementary proof here for the reader's convenience.}
Proof. We may assume $\|h\|_{L^1} < \infty$. For each $\lambda > 0$ we have $||r(h) \geq \lambda|| \leq \|h\|_{L^1} / \lambda$. Putting $h = h(x)$ and using the fact that $h$ is nonincreasing we have the estimate

$$h(x) \leq \|h\|_{L^1}/x.$$ 

Now

$$\int_0^x \frac{1}{x} \int_0^y h(x) \, dx \, dy = \lim_{x \to 0} \log(1/x) \int_0^y h(x) \, dx \, dy + \int_0^1 \log(1/x) h(x) \, dx,$$

so

$$\int_0^x \frac{1}{x} \int_0^y h(x) \, dx \, dy \geq \int_0^1 \log(1/x) h(x) \, dx \geq \frac{1}{\lambda} \log \|h\|_{L^1} \|h\|_{L^1} \int_0^1 h(x) \, dx,$$

which yields the left-hand inequality of the lemma.

For the right-hand inequality we may assume $\|h\|_{L^1} < \infty$. For $\lambda > 0$ let $E(\lambda) = \{y: \sqrt{y} \leq \lambda\}$. Then by separate estimates on and off $E(1)$ we have

$$\log(1/x) \int_0^x \frac{1}{x} \int_0^y h(x) \, dx \, dy \leq 2 \sqrt{x} \log(1/x) + 2 \int_0^1 \log(1/x) h(y) \, dy.$$

Thus, integration by parts yields

$$\int_0^x \frac{1}{x} \int_0^y h(x) \, dx \, dy = \frac{1}{\lambda} \log \|h\|_{L^1} \|h\|_{L^1} \int_0^1 h(x) \, dx \leq \frac{1}{\lambda} \log \|h\|_{L^1} \|h\|_{L^1} \int_0^1 h(x) \, dx + 4 \lambda.$$

Taking $\lambda = \|h\|_{L^1}/2$ yields the desired inequality.

Remark 3.1. It is now easy to give an example of a function $f$ for which the iterated maximal functions $m_1(m_2(f))$ and $m_2(m_1(f))$ are finite a.e., and yet $Mf \neq \infty$ a.e. In fact, the function $f$ of Example 3.1 will work. To see this, fix $(x_0, y_0)$ with $x_0 \neq y_0$ and $0 < \|x_0 - y_0\| < 1$. Then

$$m_1 \{m_2 \{f \} \}(x_0, y_0) \geq \frac{1}{\|x_0 - y_0\|} \int_0^{x_0 - y_0} h(x_0 - x - y_0) \, dx = \frac{\log \|x_0 - y_0\|}{\|x_0 - y_0\|} \int_0^1 h(x) \, dx.$$

Since $\|h\|_{L^1} < \infty$, Lemma 3.1 implies that $m_1 \{m_2 \{f \} \}(x_0, y_0)$ is not integrable as a function of $y_0$. Thus $m_2(m_1(f)) = +\infty$ a.e.

We conclude by showing that dyadic step functions are dense in the quasi-normed function space determined by $\delta_0$. This fact was used above to deduce Corollary 1.1 from Theorem 1.1.

Proposition 3.1. Let $f$ satisfy $\delta_0(f) < \infty$. Then there exists a sequence $f_n$ of dyadic functions satisfying $\|f_n - f\|_1 < 1$ and $f_n \to f$ a.e.
T. R. McConnell
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