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Since A>0 is arbitrary, it follows that
2 b
[ flwydu< [ flu)du.

But the opposite inequality is trivial, hence f is integrable on [a, b].
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Walsh equiconvergence for hest I;-approximates

by 4
A BTARMA (Bdmonton) and 2, ZYEGLER (Haifa and Austin, Tex.)

Dedicated to Professor Jan Mikusitieki
on his 70th birthday

Abstract. 'Wo obtain equiconvorgence results for polynomials interpolating at
a subsed of the roots of unity and best approximating f in the lysense on the
complementary sot.

1. Yotroduction. Let 4, (L < p < co) denote the class of functions
e

f(2) analytic in |2| < o but notin |2] < g. If f(2) = 3 a2, thenlet p,,_, (2; f)
§=0

denote the Lagrange polynomial which interpolates f in the m roots of

M= ],
unity. If 8, (23 ) = 3, a#’, then a beautiful theorem of Walsh [5] states
that =0

(1.1) U Py (25 f) =Bma (25} = 0 for o] < g%,

the convergence being uniform and geometric in |#| < v < ¢* Moreover
the regult iy hest possible in the sense that for every 2 with |¢| = o?, there
is an fed, for which (1.1) fails.

Recently extonsions of this theorem have been made in various
directions. We refer the reader to a survey article by R. 8. Varga [4]
for further references. Mere we generalize a result of Rivlin [3] which
extends Walsh’s theorem in the ly-senge, It m == ng o and if p,, . (¢; f) € =,
minimizes

=1,
(1.2) 21&(0»’“#)4@’“)1% o =1
v 0 .
over all polynomials P, € m, then Rivlin [3] showed thab
(1.3) lim (P (%3 f)—=Sale; I} =0 for  le| <@,
H=h0O :

the convergence being uniform and geometric in ¢l < v < ¢**2. Moreover,
the result is best possible in the same sense as described above.
Tn Section 2, we obtain equiconvergence regults for pplynommls
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interpolating at a subset of the roots of unity and best d,pprommwtmg fin
the I,-sense on the complementary subset.

2. Mixed interpolation and [,-approximation. Let m be an integer
with m = nrs, s >1 and let o™ = 1. Let U, be the subset of the m roots
of unity defined by
(2.1) U, ={’;v=0,1,...,mrs—1,» 5 0(mods)}, ¢>1.

Note that the complement of the set U, is the sct {oxp(2wil/nr); &
=0,1,..., nmr—1}, ie., the set of zoros of &""—1. Thus U, consists of
the zeros of W( ) = (2" —1)/(z"" —1).

Let Z(f; Us) € iy ppery N = nr(s—1) denote tho class of polynomials
of degree << .V +n —1 interpolating f vt the set Uy Let Py.,_y (2) €2 (f; U,)
be the solution of the minimizativ.y problem

) WP, Qe2(f; U}

min { 3 1£(0) @ (

=0

(2.2)

We shall prove

TureorREM 1. Let f(2) € 4, (¢ > 1) and let Py, (23 f) be the polynomial
= Z(f; U,) which solves the minimizration problem. (2.2). Then
(2.3) U {Pyy yus(25 1) —Byin—a (25 1)} =0 for Joj < g"?,

N—»r0
the convergence being uniform and geometric in |2| <
the result is best possidble.

Remark 1. When s =1, U, is a null set and we get Rivlin’s problem
(1.2). The result follows from the derivation below. For j > 1, we intro-
duce the polynomials Sy..,_;,,(#;f) derived from the power series for f(2).
Set

-7 < ¢, Moreover,

N4n-1 nr—n-1
PN . " /‘I.fnr .
Spsn-1,;(2; ) = 2 s o —2 ( ) 2 Upnpsmnntnin?

[l] Vel
(§==1,2,...).

Then we can show that
1

1 [Py (25 ) =Bivynea (23.) = stml,xf«,f)]

=1

(2.4)

for |a| < g1,
Proof. Since §(2) ¢ Z(f; U,) can be written as

Q(Z) LN—— 23 f) _l“ z)Qn-— ( )7 Qn—-l Eﬂ-n.mla
where Ly_,(2;f) is the Lagrange interpolant to f on U, we can reduce
problem (2.2) to the following:
nr—1

min{z1 19(0”®) =@y _1(0*))*; Qs & —1}

y=0

(2.5)

where g(2) = s [f(2) —Ly_(2; 1. .

icm
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Appealing to Itivlin's result [3], we see that the solution p,_,(z;f)
to(2.6) i8 given by

ﬁnw-l(zif) = Sn—ul [z; I‘nrml(z§ g)]

1 1
= Boyr [#5 Tipga(@5 )]~ " Sp1{#; Lypr[#5 Ly 1 (25 I}

tm-n(bn n)
o W W)=y (t—a)

where I" ig the circle || = R, B < g. Thus we now get

1 {3
By (83 1) =By pnes (25 ) = 2m f_(_)z K(t,2)dt
where
_ W(l) mw(z) W(z) t”r“”(t"—zn) N0 __oN+n
'K(t’ z) - W(f,) - W(t) ™1 - V+n

zNwlm Pr ey | (tnr—nzn ___1)

= PN - e ] ' prpc

When & = 1, we have N = 0 and

1" g
]f(t, z) == m

which tends to zero for |z| < ¢'t". When s > 1, we can rewrite

nr-n z‘n(z zlm-)

tNr)-n M_zN-l-n th-M(tnr—n
A=0

K (t, z) == Ry .

'

From, this wo can see that K (1, 2) wnds to zero for [¢| < BRI, R < o,

which gives the resulf.
Moreover, from (2.6), we can write K (t,2)/(t—=) a8 a polynomial
in # and expanding (#° —1)"' in powers of ™" we can see that

(2.6)

1 fit)y K@)
P iuer(#3) =Snsn 1250 = ZSNM_l,,w D=5 | 1= o @

=1

from which we can get (2.4).
We can see that the results are best possible on taking f(2) = (¢ —#)~

Remark 2. Other variations of the problem (2.2) can be handled as
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above. We shall now consider the cage of Hermite interpolation on the
set U,, defined as above, where the values and derivatives up to order
p—1 are prescribed. Let 52,(f; U,) be the set of polynomials in myy., ., g
satisfying the Hermite interpolating conditions on U, We note that
any Q e, (f; Uy) can be written as

@.7) Q) = Hyy-1(25f) + W7 (2) Q-1 ()

where H,y_, is the unique Hermite interpolant of degreo p¥N —1. If we
now seek to golve the minimization problem

nr—1
(2:8) min{ 3 1Q(w") ~f(o")'; @ € #,(f5 U },
vl

then from (2.7), we see that (2.8) is equivalent to

nr—1

min { 37 19(@) =@y ()P Quos € 7o)

y=ad

(2.9)
where
9(2) = {f(e) —Hpy-1(2[f)}/s".
As seen above, the solution P,_,(2) of (2.9) is given by
(2.10) Pp1(8) = s (%5 Inyos (25.9)
= 8781 {25 Lppy [25 f—Hpy 1 (25 ) 1} -

We observe that
1 F() WP(e)—W*(2)

(2.11) Hyy1(2;f) = o J 1—z W2 (1) d
r
so that
» 1
12 Huawn) =fw- g [T,
I

Combining (2.10) and (2.12), we have

_ ——];“ f(t) znr_znr
Prale) = S"*’[zm' Ff (t—a) (1" —1)WP (%) dt]

_ 1 f(t) tn?‘*‘n(tﬂ ot n)
e

2mi o (F—2) (™ —1)WP(t)
If Pyyin—1(#;f) i8 the solution of (2.8), then (2.7) now yields

O N T T Ry P LU Y
Ir

where
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B (4, 0) = W(%;(grp(z) n

WP (z) t’nr—n(tn __zn) tpN+n _sz+n

We(l) ¢ —1

{PN+n

2PN+n (2" —1 )p

- (tms__l)p

(-1t
. (z'm‘——]_)p (tnr nzn_l)’

= t(DN'i'fb

N = nrs —nr.

It s =1, we return to the Rivlin case since U, is empty. If s >1, we can
rewrite

Kyt #) == [PV (0N s 1) (07 —1) —t70m (2N .. 41)P 4
FPNE N R L)PY PN 4 1)P (1 1)

and a careful observation ghows that this tends to zero for |2| < g'+UPle—1),
‘We have thus proved

TemoreM 2, Let f(2) e 4,(o >1) and let Ppy,n_1(2;f) be the poly-
nomial €, (f; U,) which minimizes (2.8). Then

(2.14) o] < g*+iiple-

il_i“; [Ppxin—1(25 ) =By in-a (23 )] = 0,

the convergence being uniform and geometric in 2| < v < @' t*PE=1_ More-
over, the result is best possible.

An analogue of fomula (2.4) can be given, but it gets very unwieldy
and ig left out.

Remark. It would be interesting to extend the equiconvergence
results o polynomials of best approximation in a weighted ?,-norm com-
puted at values which are not roots of unity.
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