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Abstract. Various classes of functions of generalized bounded variation are introduced by assuming the finiteness of \( \sum |f(I_a)|/\lambda_n \), \( \lambda_n \rightarrow \infty \), \( (I_a) \) nonoverlapping intervals. The Fourier series of functions of one class, the functions of harmonic bounded variation (HBV), converge everywhere and converge uniformly on closed intervals of continuity. This result is best possible in that each larger class contains a continuous function whose Fourier series diverges at a point. The functions of \( \Phi \)-bounded variation with complementary function \( \Psi \) satisfying \( \sum \Phi(1/m) < \infty \), as considered by Salem, are contained in HBV, as are the functions with logarithmically integrable Banach indicatrix considered by Gariga and Sawyer. However, all these conditions are contained in the test of Lebesgue. An example of an application to absolute convergence of Fourier series is given.

In this note we introduce various classes of functions of generalized bounded variation. We show that the Fourier series of functions of one class, the functions of harmonic bounded variation, converge everywhere and converge uniformly on each closed interval of continuity. This result is best possible in the sense that each larger class contains a continuous function whose Fourier series diverges at a point. The functions of \( \Phi \)-bounded variation in the sense of L. C. Young satisfying the Salem condition, \( \sum \Phi(1/m) < \infty \), where \( \Phi \) is the complementary function, are included in this class of functions of harmonic bounded variation, as are the functions with logarithmically integrable Banach indicatrix considered by Gariga and Sawyer. We show, however, that all these conditions are contained in the test of Lebesgue. The notions of generalized bounded variation considered here have other applications, and an indication of such an application to absolute convergence of Fourier series is given.

1. Let us suppose that \( f \) is a real function defined on an interval \([a, b]\). \((I_a)\) will denote a sequence of non-overlapping intervals \( I_a = [a_a, b_a] \subset [a, b] \) and we write \( f(I_a) = f(b_a) - f(a_a) \). We let \( A \) denote a non-decreasing sequence of real numbers \( \lambda_n > 0 \) such that \( \sum 1/\lambda_n \) diverges.
DEFINITION. A function \( f \) is said to be of \( A \)-bounded variation (\( ABV \)) if for every \( \{I_n\} \) we have
\[
\sum_{n=1}^{\infty} |f(I_n)|/\lambda_n < \infty;
\]
for \( A = \{n\} \), i.e.,
\[
\sum_{n=1}^{\infty} |f(I_n)|/n < \infty,
\]
we say that \( f \) is of harmonic bounded variation (\( HBV \)).

We note that \( ABV \) functions share many of the properties of \( BV \) functions as, for example,

1. \( ABV \) functions are bounded;
2. The discontinuities of a \( ABV \) function are simple and, therefore, at most denumerable;
3. The Helly selection theorem holds for \( ABV \) functions.

It may be shown readily that the following are equivalent:

(i) \( f \) is a \( ABV \) function;

(ii) There is an \( M < \infty \) such that for every \( \{I_n\} \), \( \sum_{n=1}^{\infty} |f(I_n)|/\lambda_n < M \);

(iii) There is an \( M < \infty \) such that for every finite collection \( \{I_n\} \),
\[
\lambda_n \sum_{n=1}^{\infty} |f(I_n)|/\lambda_n < M.
\]

If \( f \in ABV \), we may now define the \( A \)-variation,
\[
V(x) = \sup \left\{ \sum_{n=1}^{N} |f(I_n)|/\lambda_n : \{I_n\} \text{ such that } \bigcup I_n \subset [a, x]\right\},
\]
where \( x \in [a, b] \). Clearly \( V(x) \) is a non-decreasing function, and we may show that \( V \) is continuous at a point if and only if \( f \) is continuous there.

It is easily seen that \( ABV \) is a Banach space with the norm
\[
\|f\| = |f(a)| + V(b).
\]

Let us now suppose that \( \Phi \) and \( \Psi \) are two functions complementary in the sense of W. H. Young, i.e., \( \Phi(x) = \int_{a}^{x} \Psi(t)\,dt \), where \( \Psi \) is continuous, strictly increasing, and \( \Psi(0) = 0 \), and \( \Psi^{-1} = \int_{a}^{t} \Psi^{-1}(s)\,ds \). A function \( f \) on \([a, b]\) was said by L. C. Young [8] to be of \( \Phi \)-bounded variation if there is an \( M < \infty \) such that, for every partition \( a = x_0 < x_1 < \ldots < x_n = b \), we have
\[
\sum_{i=1}^{n-1} \Phi(|f(x_{i+1}) - f(x_i)|) < M.
\]

The least such \( M \) is known as the \( \Phi \)-variation of \( f \).

Salem [7] showed that if a continuous function \( f \) is of \( \Phi \)-BV and \( \sum_{i=1}^{n} \Psi(1/n) < \infty \), then the Fourier series of \( f \) converges uniformly. It has been shown by Basernain [1] that if \( \sum_{i=1}^{n} \Psi(1/n) = \infty \), then there is a continuous \( \Phi \)-BV function whose Fourier series diverges at a point, answering a question raised by Goffman and Waterman [5].

We note that the above definition of \( \Phi \)-BV is unnecessarily restrictive. Suppose we assume merely that \( \Phi \) is convex, \( \Phi(x) = o(x) \) as \( x \to 0 \), \( \Phi(x)/x \to \infty \) as \( x \to \infty \), and \( \Phi(0) = 0 \). Let
\[
\Psi(x) = \sup \{xy - \Phi(y) : y \geq 0\}.
\]

Then we have
\[
xy \leq \Phi(x) + \Psi(y),
\]
which is Young's inequality.

With \( \Phi \) satisfying these requirements, we may now define the \( \Phi \)-variation as above. In the following, a function \( f \) will be said to be of \( \Phi \)-BV if for some \( k > 0 \), the function \( kf \) has finite \( \Phi \)-variation. This class has been thoroughly studied by Musielak and Orlicz [6].

It is clear that if \( \{I_n\} \) is as before and \( f \in \Phi \)-BV with \( \Psi \) satisfying Salem’s condition, then for some \( k > 0 \), by Young’s inequality,
\[
k \sum_{i=1}^{n} |f(I_n)|/n \leq \sum_{i=1}^{n} \Phi(|f(I_n)|) + \sum_{i=1}^{n} \Psi(1/n) < M + \sum_{i=1}^{n} \Psi(1/n) < \infty,
\]
and so \( f \in \Phi \)-HBV.

Another generalization of bounded variation was given by Garsia and Sawyer [2]. They restricted themselves to continuous functions with range \([0, 1]\). If \( n(y) \) is the Banach indicatrix of \( f \), that is, the cardinality of \( \{x : f(x) = y\} \), if this is finite and \( \infty \) otherwise, they consider those functions such that
\[
\int_{a}^{b} \log(n(y))\,dy < \infty.
\]
They showed that these functions too have uniformly convergent Fourier series.

Goffman [3] considered regulated functions, i.e., functions whose discontinuities are simple and for which \( f(x) = [f(x^+) + f(x^-)] \). He
showed that if we replace the continuous functions by these, the conditions imposed by Salem, as well as those of Garciá and Sawyer with a suitable modification of the definition of \( g(y) \), then imply everywhere convergence of the Fourier series. The principal tool here was a result of Goffman and Waterman [4] on the everywhere convergence of Fourier series of continuous functions. Using this result, which he obtained for regulated functions as well, he showed that if the Fourier series of a regulated function diverged at a point, then the function was not of harmonic bounded variation (in our terminology) and showed further that this implied that the conditions of Salem and of García and Sawyer would not be satisfied.

We have indicated above why HBV includes \( \Phi \)-BV with the restriction \( \sum \psi(t/n) < \infty \). We turn now to the relation between HBV and the condition of García and Sawyer.

Let \( f(x) = \limsup_{t \to \infty} f(t) \) and \( f(x) = \liminf_{t \to \infty} f(t) \). A function is said to have an external usually if for some \( x, f(x) = \lim f(x) \). It is well-known that the set of points at which an arbitrary function has an external usually is at most countable. Thus if our only interest was in the convergence properties of Fourier series, there would be no loss in generality in restricting ourselves to functions with no external usually. It is easily seen, in this case, that the property that \( f \in \text{ABV} \) is independent of its values at points of discontinuity. We note, however, that the demonstration of the fact that the condition of García and Sawyer implies inclusion in HBV does not require the assumption of no external usually.

We shall use the following result.

**Lemma.** Let \( (E_i) \) be a sequence of \( \mu \)-measurable sets of a measure space \((\mathcal{X}, \mathcal{A}, \mu)\) and let \( S_n = \text{lim} E_1 \) and \( S_n, n = 1, 2, 3, \ldots \), be the set of points belonging to exactly \( n \) of the sets \( E_i \). If \( (a_i) \) is a decreasing sequence of non-negative real numbers, then

\[
\sum_{i=1}^{n} a_i \mu(E_i) \leq \sum_{i=1}^{n} \mu(S_i) + \sum_{i=1}^{n} a_i \mu(S_n).
\]

**Corollary.** If \( \mu(\mathcal{X}) < \infty \), then \( \sum_{i=1}^{n} \mu(E_i) = \infty \) implies that \( \mu(S_n) \neq 0 \) or \( \sum a_i \mu(S_n) = \infty \).

**Proof.** If \( \chi_i \) denotes the characteristic function of \( E_i \), we have, for each \( \varepsilon > 0 \),

\[
\sum_{i=1}^{n} a_i \chi_i(x) \leq \sum_{i=1}^{n} a_i.
\]

Hence

\[
\sum_{i=1}^{n} a_i \mu(E_i) = \int \left( \sum_{i=1}^{n} a_i \chi_i(x) \right) d\mu(x)
\]

\[
= \sum_{i=1}^{n} \int \left( a_i \chi_i(x) \right) d\mu(x) + \sum_{i=1}^{n} a_i \mu(S_n)
\]

\[
\leq \sum_{i=1}^{n} \mu(S_i) \left( \sum_{i=1}^{n} a_i \right) + \sum_{i=1}^{n} a_i \mu(S_n).
\]

Letting \( a_i = \frac{1}{n} \), we have \( \sum a_i \sim \log n \); \( \mu(\mathcal{X}) < \infty \) implies \( \mu(S_n) < \infty \) for every \( n \). If \( \sum \mu(E_i) = \infty \) and \( \mu(S_n) = 0 \), then \( \sum \mu(S_i) \log(1/n) = \infty \), from which the corollary follows immediately.

Let us now consider a bounded function \( f \) on the interval \([a, b]\). For each \( x \) at which \( f \) is discontinuous, we adjoin to the graph of \( f \) the smallest segment containing \( (x, f(x)), (x, f(x)), \) and \( (x, f(x)) \), and call the resulting set \( \mathcal{X} \). It is not difficult to see that \( \mathcal{X} \) has the following

**Generalized Darboux Property.** If \( a \leq x_0 < x_1 < b \) and \( (x_0, y_0) \) and \( (x_1, y_1) \) are in \( \mathcal{X} \), then for each \( y \) between \( y_0 \) and \( y_1 \), there is an \( x \in [x_0, x_1] \) such that \( (x, y) \in \mathcal{X} \).

We may now define a generalized Banach indicatrix \( n(y) = n(y) \) to be the cardinality of \( (x; (x, y) \in \mathcal{X}) \) if finite and \( \infty \) otherwise. Let \( I \) be the interval \((y; (x, y) \in \mathcal{X}) \). We will say that \( f \) satisfies the García-Sawyer condition if \( \int \log n(y) dy < \infty \).

If \( f \) is HBV, but is bounded, there is \( (I_n) \), a sequence of non-overlapping in \([a, b]\) such that \( \sum \mu(I_n) = \infty \). Let \( I_n = [a_n, b_n] \) and let \( E_n \) be the interval with endpoints \( f(a_n) \) and \( f(b_n) \). If \( y \in S_n \), then the generalized Darboux property implies that \( n(y) \geq k \). Thus

\[
\int \log n(y) dy \geq \sum \mu(S_n) \log k + \sum \frac{1}{n} \mu(S_n) = \infty
\]

since \( \sum \mu(S_n) = \infty \) and \( \mu(I) < \infty \).

The corollary above (proved otherwise) is due to Goffman [3], who used it in a similar manner to show that a bounded regulated function satisfying the García-Sawyer condition satisfies the Goffman-Waterman condition [4] for everywhere convergence of its Fourier series.

A review of the above considerations shows that the following result may be established.
Theorem 1. (i) If \( f \in \Phi_{BV} \) and \( \sum_{k=1}^{\infty} (1/\lambda_k) < \infty \), then \( f \in ABV \).

(ii) If the range of \( f \) is contained in a finite interval \( I \) and \( L(x) \) is a finite-valued increasing function such that \( L(n) \sim \sum_{i=1}^{n} 1/\lambda_k \) as \( n \to \infty \), then
\[
\int_I L(n(y)) \, dy < \infty
\]
implies that \( f \in ABV \).

2. In this section we establish our result on the relation between HBV and the Lebesgue test. We use the conventional notation
\[
\varphi(t) = \varphi_n(t) = \frac{1}{\pi} \left( f(x+t) - f(x-t) - 2f(x) \right), \quad \Phi(h) = \Phi_n(h) = \frac{1}{\pi} \int \varphi_n(t) \, dt.
\]

The Lebesgue test can be stated as follows ([9], vol. I, p. 65):
The Fourier series of \( f \) converges to \( f \) at every point \( x \) at which
\[
\Phi(h) = \phi(h), \quad \int \frac{|\varphi(t) - \varphi(t+\eta)|}{h} \, dt \to 0 \quad \text{as} \quad \eta = \pi/n \to 0,
\]
and the convergence is uniform over any closed interval of continuity where the second condition is satisfied uniformly.

When we consider the case of convergence at a point of simple discontinuity, it is clear that we must have \( f(x) = \frac{1}{\pi} \left( f(x+0) + f(x-0) \right) \) in the test and in the definition of \( \varphi_n(t) \).

Our principal result is the following.

Theorem 2. If \( f \) is a function of harmonic bounded variation, then \( f \) satisfies the condition of Lebesgue at each point and satisfies the second condition uniformly over any closed interval of continuity.

Before we pass to the proof of this result, we turn to a simpler question, in what sense is this best possible, for which we have the following answer.

Theorem 3. If \( ABV \supsetneq HBV \) properly, then there is a continuous \( f \in ABV \) whose Fourier series diverges at a point.

Proof. There exists \( a_n \to 0 \) such that \( \sum_{k=1}^{n} a_k \lambda_k \) converges, but \( \sum_{k=1}^{n} a_k/n \) diverges. Let \( b_k = \sum_{i=1}^{n} a_k/\lambda_k \). Let \( f_n(x) \) be defined in \([0, 2\pi]\) to be \( a_k \) for \( (2i-2)\pi < x < (2i-1)\pi \), \( i = 1, \ldots, n+1 \), and 0 elsewhere. Then in \( ABV \), \( \|f_n\|_{\Phi BV} = b_{n+1} \). If \( S_n(f) \) denotes the nth partial sum of the Fourier series of a function \( f \) at the point 0, then
\[
2\pi S_n(f) \geq 2 \sum_{k=1}^{2n} \int_{2k\pi}^{2k+2\pi} f_n(t) \sin((n+\frac{1}{2})t) \, dt
\]
\[
\geq \left( \sum_{k=1}^{n+1} \frac{2(k+1)}{2(k+1)} \right) \int_{2(k-1)\pi}^{2(k+1)\pi} \sin((n+\frac{1}{2})t) \, dt
\]
\[
= \frac{2\pi}{1} \sum_{k=1}^{n+1} a_k/(2i-1) > \frac{2\pi}{1} \sum_{k=1}^{n+1} a_k/k.
\]

Thus \( |S_n| \geq \frac{1}{\pi} \sum_{k=1}^{n+1} a_k/k \to \infty \) as \( n \to \infty \), which implies that there is an \( f \in ABV \) such that \( (S_n(f)) \) does not converge. Note that the continuous functions of \( A \)-bounded variation themselves form a Banach space, since convergence in \( ABV \) implies uniform convergence. The functions \( f_n \) used above can be modified so as to be continuous by excessively complicating the argument, thus yielding the desired result.

We now return to the previous result.

Proof of Theorem 2. We consider first the case of uniform convergence and suppose that \( f \) is continuous at each point of \([a, b]\). Let
\[
L(n, x) = \int_{n\pi}^{(n+1)\pi} \varphi_n(t) - \varphi_n(t+\pi/n) \, dt.
\]

If we assume that \( f \) does not satisfy the second condition of Lebesgue’s test uniformly on \([a, b]\), then without loss of generality we may assume that \( x \in [a, b] \) and that there exists \( a_k \to 0 \), \( n_k \to \infty \), and \( a > 0 \) such that
\[
L(n_k, a_k) > a \quad \text{for every} \quad k.
\]

Now
\[
L(n, x) = \sum_{k=0}^{n_0} \int_{k\pi}^{(k+1)\pi} \varphi_n(t) - \varphi_n(t+\pi/n) \, dt
\]

and
\[
L_n(n, x, \delta) \leq \frac{1}{\delta} \left\{ \frac{1}{2} \left[ \int |f(x(t)) - f(x(t+\pi/n))| \, dt \right]
\]
\[
+ \int |f(x(t)) - f(x(t-\pi/n))| \, dt \right\}
\]

\[
\leq \frac{1}{\delta} \left( \frac{1}{2} \right) \int |f(x)| \, dx = \phi(x) \quad \text{as} \quad n \to \infty.
\]

Hence for a sequence \( a_k \to 0 \) there exists a subsequence \( n_k \) with \( n_k \delta_k \to \infty \) such that
\[
L(n_k, a_k, \delta_k) \to 0.
\]
We suppose that \( \{A_i\} \) is fixed and that \( \{a_k\} \) and \( \{s_k\} \) are our original sequences. Let \( m_k = [n_k \delta_k / \pi + 1] \). Then \( m_k \pi / m_k > \delta_k \), \( m_k \not= \infty \), and

\[ I_{d_{\delta_k}}(a_k, s_k, m_k \pi / m_k) \to 0 \quad \text{as} \quad k \to \infty. \]

For \( k \) sufficiently large, say \( k > \hat{k} \), we have

\[ 3\alpha/4 < I_{d_{\delta_k}}(a_k, s_k, m_k \pi / m_k) \]

\[ = \int \sum_{i=1}^{n_k-1} \left| p_{a_k}(t + i \pi / m_k) - p_{a_k}(t + (i + 1) \pi / m_k) \right| \frac{1}{(t + i \pi / m_k)} \, dt. \]

Thus for some \( \theta \epsilon(0, \pi / m_k) \), we have

\[ 3\alpha/4 < \frac{\pi}{m_k} \sum_{i=1}^{n_k-1} \left| p_{a_k}(\theta + i \pi / m_k) - p_{a_k}(\theta + (i + 1) \pi / m_k) \right| \frac{1}{(\theta + i \pi / m_k)} \]

\[ \leq \sum_{i=1}^{n_k-1} \frac{1}{i} \left| p_{a_k}(\theta + i \pi / m_k) - p_{a_k}(\theta + (i + 1) \pi / m_k) \right|. \]

Let \( D(k) = \sup \left\{ \left| f(x) - f(x') \right| : |x| \leq m_k \pi - m_k \pi / m_k \right\} \). Clearly \( D(k) \to 0 \) as \( k \to \infty \). Choose \( k > \hat{k} \) such that \( D(k) = 0 \). For each \( j = 2, 3, \ldots \), choose \( k_j > k \), such that

\[ (i) \quad 2(m_j + 1)/m_j < 1/m_{j+1}, \]

\[ (ii) \quad \left( \sum_{i=1}^{m_j-1} \frac{1}{i} \right) D(k_j) < \alpha/8. \]

For each \( j = 1, 2, 3, \ldots \), there is an \( \theta_j \epsilon(0, \pi / m_j) \) such that, if \( \varphi(i, j) \) denotes \( \left| p_{a_k}(\theta_j + i \pi / m_j) - p_{a_k}(\theta_j + (i + 1) \pi / m_j) \right| \), we have

\[ \sum_{i=1}^{m_j-1} \varphi(i, j)/i > 3\alpha/4. \]

From (ii) we have

\[ \sum_{i=1}^{m_j-1} \varphi(i, j)/i < \alpha/8 \quad \text{for} \quad j > 1. \]

Thus

\[ \sum_{i=1}^{m_j-1} \varphi(i, j)/i > 5\alpha/8 \quad \text{for} \quad j > 1. \]

To \( \varphi(i, j) \) correspond the intervals

\[ I_{d_{\delta_j}} = [s_k \delta_j + \theta_j + i \pi / m_j, s_k \delta_j + \theta_j + (i + 1) \pi / m_j] \]

and

\[ I_{d_{\delta_j}} = [s_k \delta_j - \theta_j - (i + 1) \pi / m_j, s_k \delta_j - \theta_j - i \pi / m_j] \]

we have

\[ \varphi(i, j) < \left( f(I_{d_{\delta_j}}) + f(I_{d_{\delta_j}}) \right). \]

All the intervals corresponding to \( \varphi(i, j) \), \( 1 \leq i \leq m_{j-1} - 1 \), are contained in an interval of radius \( (m_{j-1} + 1) \pi / m_j \) and center \( s_k \delta_j \). Condition (i) implies that for each \( j = 2, 3, \ldots \), these intervals overlap at most two intervals corresponding to \( \varphi(i, j-1) \), \( 1 \leq i \leq m_{j-1} - 1 \). The monotonicity of \( \{a_k\} \) and condition (i) imply that these (at most) two intervals are of the form \( I_{d_{\delta_j-1}} \) and \( I_{d_{\delta_j-1}} \), and also that \( I_{d_{\delta_j}} \) has \( j = 2, 3, \ldots \), overlaps with none of the \( I_{d_{\delta_j}} \) for \( j < j \).

Let \( m_k = 1 \). For each \( N = 1, 2, \ldots \), we have

\[ S_N^* + S_N^- = \sum_{j=1}^{N} \sum_{i=m_{j-1}}^{m_j-1} \frac{1}{i} \left( f(I_{d_{\delta_j}}) + f(I_{d_{\delta_j}}) \right) \geq \frac{5}{4} \alpha N. \]

As noted above, the intervals \( I_{d_{\delta_j}} \) in the sum \( S_N^* \) are non-overlapping. If for each \( j = 1, \ldots, N-1 \), we eliminate from \( S_N^- \) the at most two terms containing the intervals overlapping with intervals of \( (j+1) \)-th stage, we make at most \( 2(N-1) \) deletions, and the sum after these deletions will exceed

\[ S_N^* - 2N \frac{\alpha}{8} \]

since \( D(k_j) \to 0 \). In the above sums denote \( I_{d_{\delta_j}} \) by \( I_{d_{\delta_j}} \) and \( I_{d_{\delta_j}} \) by \( I_{d_{\delta_j}} \).

If \( \{a_k\}, n = 1, \ldots, m(N) \), denotes the indices of the terms remaining in \( S_N^- \) after the deletions, then the intervals \( I_{d_{\delta_j}} \) are non-overlapping. Since \( x_n \geq n \), we have

\[ \sum_{i=1}^{m_N-1} \frac{1}{i} f(I_{d_{\delta_j}}) \geq \sum_{i=1}^{m_N-1} \frac{1}{i} f(I_{d_{\delta_j}}) > N \alpha, \]

which implies that one of these sums exceeds \( N \alpha/2 \).

This argument is easily modified to include the pointwise case. The first condition of Lebesgue is immediate for HBV functions. If we assume that the second condition does not hold at \( x = 0 \) and that \( f(0) = 0 \), then we proceed as above, setting \( x_0 = 0 \) for all \( k \) and

\[ \Delta(k) = \sup \left\{ \left| f(t) - f(t + h) \right| : 0 < h \leq \pi / m_k \right\} \]

\[ \leq \Delta(k) < \frac{1}{\pi} \left| \left[ -m_k \pi / m_k, 0 \right) \cup (0, m_k \pi / m_k) \right|. \]

Condition (i) now implies that the intervals corresponding to \( \varphi(i, j) \) do not overlap with any of the intervals corresponding to \( \varphi(i', j') \) with
If we set \( I_i^j = I_k^l \) and \( I_i^j = I_k^l \) for \( m_k - 1 \leq i \leq m_k - 1 \), we have two sequences of non-overlapping intervals with the property
\[
\sum_{i=1}^{n} |f(I_i^j)(m)| + \sum_{i=1}^{n} |f(I_i^j)(m)| = \infty.
\]

3. We now give an indication of other applications of generalized bounded variation by establishing a result on absolute convergence of Fourier series which generalizes a theorem of Zygmund [19], vol. I, p. 241). We note that in the following, ABV may be replaced by a less restrictive requirement obtained by allowing \( \{I_k\} \) in the definition of variation to be replaced by a partition in the usual sense, numbered in either direction.

Suppose now that \( f \) is continuous and of period \( 2\pi \). As usual, we set \( a_n = (a_n^2 + b_n^2)^{1/2} \) and let \( \omega \) denote the modulus of continuity of \( f \).

If \( f \) is ABV and \( V \) denotes its \( \lambda \)-variation, then, letting \( I_k = [x + (k - 1)\pi/n, x + k\pi/n] \), we have
\[
\sum_{k=1}^{N} |f(I_k)| \leq \sum_{k=1}^{N} \lambda_k |f(I_k)| \leq V\omega(\pi/n)\lambda_N,
\]
Thus
\[
2N \int \frac{|f(x) - f(x - \pi/n)|}{2\pi/n} \, dx \leq 2\pi V\lambda_N \omega(\pi/n)
\]
or
\[
\sum_{k=1}^{N} a_n \sin k\pi/n \leq \frac{1}{2} V\omega(\pi/n)\lambda_N/N.
\]
Setting \( N = 2^t \),
\[
\frac{1}{2} \sum_{\nu=1}^{2^t} a_n \leq \frac{1}{2} V\omega(\pi/2^t)\lambda_{2^t+1}.
\]
Thus
\[
\sum_{\nu=1}^{2^t} a_n \leq 2^{t-1} \left( \sum_{\nu=1}^{2^{t+1}} a_n^2 \right)^{1/2} \leq 2^{-t} V^4 \omega^4(\pi/2^t)\lambda_{2^t+1}.
\]
and so
\[
\sum_{k=1}^{N} a_n \leq 2^{-t} V^4 \sum_{k=1}^{\infty} \omega^4(\pi/2^t)\lambda_{2^t+1}.
\]
The convergence of the series on the right is equivalent to that of
\[
\sum_{k=1}^{\infty} \omega^4(\pi/2^t)\lambda_{2^t+1}.
\]

If the terms of this series are monotone decreasing from some point on. If \( f \) is HBV, the convergence of that series is equivalent to that of
\[
\sum_{k=1}^{\infty} \omega^4(\pi/n).
\]

We have established the following result for continuous functions of period \( 2\pi \).

**Theorem 4.** If \( f \) is ABV, then the Fourier series of \( f \) converges absolutely if \( \sum_{k=1}^{\infty} a_k \omega^4(2\pi/n) \) is a convergent monotone series. If \( f \) is HBV, then the Fourier series of \( f \) converges absolutely if \( \sum_{k=1}^{\infty} a_k \omega^4(\pi/n) \) converges.

**References**

[1] A. Baernstein, Personal communication.

**Department of Mathematics**
SYRACUSE UNIVERSITY

Received March 26, 1971