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1. Introduction. A famous result of Prohorov [8] states that if \( X \) is a Polish space, and \( \mathcal{M}_1(X) \) the space of probability measures on \( X \) provided with the topology of weak convergence, then the relatively compact subsets of \( \mathcal{M}_1(X) \) are precisely the tight ones. Independently of each other, P.A. Meyer and L. Schwartz remarked that tightness implies relative compactness even in the general setting of a Hausdorff space \( X \) and the space of tight probability measures (private communications). The method consisted in reduction to the compact case. From counterexamples in Varadarajan [9] and Fernique [4] it is known that tightness is not a necessary condition for relative compactness to hold.

It is the main aim of this paper to characterize the compact subsets of \( \mathcal{M}_1(X) \) in general situations. The basic tool is Theorem 1 on extension of a content to a measure. This result is easily derived from the ideas contained in the proof of Theorem 1.2 in Kisynski’s paper [7]; in spite of this we shall include a full proof.

Theorem 1 is also applied to derive some compactness results previously established in special cases by Dieudonné [2] and by Grothendieck [5].

2. Definitions and terminology. A paving is a non-empty set consisting of subsets of a given set \( X \). For pavings we shall use a terminology resembling that of P.A. Meyers; we illustrate this by some examples. \( \mathcal{A} \) is said to be a \( (\bigcup f_i, \bigcap c) \)-paving if \( \mathcal{A} \) is closed under finite unions and countable intersections; if in addition \( \emptyset \notin \mathcal{A} \) and \( X \notin \mathcal{A} \) we speak of a \( (\emptyset, X, \bigcup f_i, \bigcap c) \)-paving, \( (\emptyset, c, X, \bigcup f_i, \bigcap c) \)-paving is the same as a c-field, \( (\emptyset, c, X, \bigcap f_i, \bigcup a) \)-paving is the same as a topology.

A paving \( \mathcal{A} \) is said to be compact (semi-compact) if every family (every countable family) of sets in \( \mathcal{A} \), which has the finite intersection property, has a non-empty intersection.

A paving \( \mathcal{F} \) is filtering to the left if \( F_1 \in \mathcal{F} \land F_2 \in \mathcal{F} \Rightarrow \exists F \in \mathcal{F} : F \subseteq F_1 \land F_2 \). If \( \mathcal{F} \) is filtering to the left and if \( F_n = \bigcap \{ F \mid F \in \mathcal{F} \} \), then we express this notationally by writing \( \mathcal{F} \downarrow F_n \). For pavings filtering to the right we use the notation \( \mathcal{F} \uparrow F_n \).
A paving $\mathcal{P}$ separates points if to any pair $x_1, x_2$ of distinct points in $X$ we can find a pair $G_1, G_2$ of disjoint sets in $\mathcal{P}$ such that $x_1 \notin G_1$ and $x_2 \notin G_2$. $\mathcal{P}$ separates the sets in $X$ if to any pair $K_1, K_2$ of disjoint sets in $\mathcal{P}$ we can find a pair $G_1, G_2$ of disjoint sets in $\mathcal{P}$ such that $K_i \subseteq G_i$, $i = 1, 2$.

By a set function $\beta$ we shall mean a non-negative, possibly infinite-valued function defined on a paving $\mathcal{P}$. Let $\beta$ be a set function defined on the paving $\mathcal{P}$. In all the definitions given below we only require the defining relations to hold when they make sense. $\beta$ is monotone if $A_1 \subseteq A_2 \Rightarrow \beta(A_1) \leq \beta(A_2)$, $\beta$ is subadditive if $\beta(A_1 \cup A_2) \leq \beta(A_1) + \beta(A_2)$ holds. $\beta$ is additive if $A_1 \cap A_2 = \emptyset \Rightarrow \beta(A_1 \cup A_2) = \beta(A_1) + \beta(A_2)$, $\beta$ is modular if $\forall \mathcal{P}$, if $\beta(\emptyset) = 0$, and if $\beta(A_1 \cup A_2) + \beta(A_1 \cap A_2) = \beta(A_1) + \beta(A_2)$ holds.

A monotone set function $\beta$ defined on $\mathcal{P}$ is $\sigma$-smooth ($\tau$-smooth) with respect to the paving $\mathcal{P}$ if $(\mathcal{P}, \sigma)$ countable (arbitrary) and $\forall \mathcal{P} \beta(A) = \inf \{ \beta(A) \mid A \subseteq K \}$, $K$ is the r.h.s. in this equation is finite. If $\mathcal{P}$ is $\sigma$-smooth, and if we only require the last relation to hold when $A_1 = \emptyset$, then we say that $\beta$ is $\tau$-smooth at $0$, with respect to the paving $\mathcal{P}$, if $\forall \mathcal{P}$, if $\beta(\emptyset) = 0$, and if $\beta(A_1 \cup A_2) + \beta(A_1 \cap A_2) = \beta(A_1) + \beta(A_2)$ holds.

A directed set is a set $D$ with a transitive and reflexive relation $\leq$ such that any finite subset of $\mathcal{P}$ has a majorant. A set $D$ is a mapping of a directed set into $X$. A set $\{ x_n \}_{n \in \mathbb{N}}$ on $X$ is universal if, for every subset $A$ of $X$ it is either true that $\forall x \in A, x_n \in A$, or else we have $x_n \notin A$, eventually. Let $\{ x_n \}_{n \in \mathbb{N}}$ be two nets on $X$ such that the mapping $\beta \rightarrow \sum E$ satisfies the requirement that, for any $\alpha < \beta$, we have $\alpha_n < \alpha$, eventually. Then $\{ x_n \}_{n \in \mathbb{N}}$ is called a subnet of $\{ x_n \}_{n \in \mathbb{N}}$. Every net has a universal subnet. The reader may wish to consult J. L. Kelley, General topology, for further comments on the notion of nets.

By a topological space we shall mean a topological Hausdorff space. A set $\{ x_n \}_{n \in \mathbb{N}}$ on a topological space $X$ is said to be compact if every subnet has a further subnet which converges (or, equivalently, if every universal subnet of $\{ x_n \}$ converges). A subset $A$ of $X$ is called net-compact if every net on $A$ has a convergent subnet (or, equivalently, if every universal net on $A$ converges). In case $X$ is a regular topological space, $A \subseteq X$ is net-compact if and only if $A$ is relatively compact (Bourbaki [1], chap. 4, §16, ex. 1).

A topological space is called a $G_\delta$-space if every closed set is a countable intersection of open sets.

In the main results, we shall consider an abstract set $X$ provided with two pavings $\mathcal{P}$ and $\mathcal{Q}$. By $\beta = \beta(\mathcal{P})$ we denote the smallest $r$-field containing every set $E \subseteq X$ for which $E \cap \beta \mathcal{P} \mathcal{Q} \mathcal{X}$, $\mathcal{Q}$ is the set of finite, non-negative measures defined on $\beta(\mathcal{P})$. $\mathcal{M}_\mathcal{Q}(X)$ denotes the set of measures in $\mathcal{M}_\mathcal{Q}(X)$ which are regular w. r. t. $\mathcal{Q}$. $\mathcal{M}_\mathcal{Q}(X, \mathcal{U}, \mathcal{V})$ denotes the set of measures in $\mathcal{M}_\mathcal{Q}(X)$ which are $\tau$-smooth w. r. t. $\mathcal{U}$.

In $\mathcal{M}_\mathcal{Q}(X)$, two topologies, called the $w$-topology and the $\tau$-topology, are of interest to us.

The $w$-topology is defined as the weakest topology for which the mapping $\mu \mapsto \mu X$ is continuous and all mappings $\mu \mapsto \mu U$ are lower semi-continuous for every $U \in \mathcal{Q}$. In other terms, if $\mu \in \mathcal{M}_\mathcal{Q}(X)$ and if $(\mu_n)$ is a net on $\mathcal{M}_\mathcal{Q}(X)$, then $\mu_n$ converges to $\mu$ in the $w$-topology, and we write $\mu_n \xrightarrow{w} \mu$, if and only if $\mu_n X \xrightarrow{w} \mu X$ and $\liminf \mu_n \geq 0$.

The $\tau$-topology is defined as the weakest topology for which all mappings $\mu \mapsto \mu A$, where $A \in \mathcal{Q}$, are continuous. In other terms, if $\mu \in \mathcal{M}_\mathcal{Q}(X)$ and if $(\mu_n)$ is a net on $\mathcal{M}_\mathcal{Q}(X)$, then $\mu_n$ converges to $\mu$ in the $\tau$-topology, and we write $\mu_n \xrightarrow{\tau} \mu$, if and only if $\mu_n A \xrightarrow{\tau} \mu A$.

The following five axioms are important for the investigations we are to carry out:

I. $\mathcal{P}$ is a $\tau$-paving.
II. $\mathcal{Q}$ is a $\tau$-paving.
III. $\mathcal{Q}$ satisfies the $\sigma$-condition.
IV. $\mathcal{P}$ separates the sets in $\mathcal{X}$.
V. $\mathcal{X}$ is semiseparate.

It is convenient to note the following easily established lemma:

L. Assume that IV is satisfied. Then $\mu_n \xrightarrow{\tau} \mu$ if and only if

$$\limsup \mu_n A \leq \mu A \leq \mu A \xrightarrow{\tau} \mu A.$$
\(\mu \in \mathcal{M}_r(X)\) is regular if \(\mu\) is regular \(w.r.t. \mathcal{F}(X)\). \(\mu \in \mathcal{M}_r(X)\) is tight if \(\mu\) is regular \(w.r.t. \mathcal{F}(X)\). The connection between tight measures and tight set-functions will be clear from the results of the next section.

\(\mu \in \mathcal{M}_r(X)\) is \(r\)-smooth if \(\mu\) is \(r\)-smooth \(w.r.t. \mathcal{F}(X)\). By \(\mathcal{M}_r(X, r)\), \(\mathcal{M}_r(X, 1)\), and \(\mathcal{M}_r(X, r)\), we denote the spaces of regular, tight, and \(r\)-smooth measures, respectively. A tight measure is regular and \(r\)-smooth. If \(X\) is regular, then every \(r\)-smooth measure is regular. If \(X\) is analytical (i.e., regular continuous image of a Polish space), then every measure \(\mu \in \mathcal{M}_c(X)\) is tight (see Hoffmann-Jørnsten [6]). If \(X\) is a \(G\_d\) space, then every measure is regular. If \(X\) is regular, then \(\mathcal{M}(X)\) in its \(\omega\)-topology is also regular. For further details and comments the reader is referred to Varadarajan [9] or to forthcoming work by the author (Lecture notes in mathematics, vol. 133).

In the sequel, when we encounter pavings denoted by letters \(\mathcal{X}, \mathcal{F}\), and \(\mathcal{G}\), we shall always assume that sets denoted by the letters \(\mathcal{X}, \mathcal{F}\), and \(\mathcal{G}\) are elements in \(\mathcal{X}, \mathcal{F}\), and \(\mathcal{G}\), respectively.

3. Construction of measures.

**Lemma 1.** Let \(X\) be an abstract set, \(\mathcal{X}\) a \((\emptyset, \cup, f, \cap)\)-paving on \(X\) and \(\lambda\) a finite set function on \(\mathcal{X}\). Assume that \(\lambda\) is tight. We then have:

(i) \(\lambda\) is monotone and modular.

(ii) If \(\lambda\) is \(r\)-smooth at \(\emptyset\) \([r\)-smooth at \(\emptyset]\), then \(\lambda\) is \(r\)-smooth \([r\)-smooth\].

(iii) If the paving \(\mathcal{X}\) is semi-compact \([\text{compact}]\), then \(\lambda\) is \(r\)-smooth \([r\)-smooth\].

**Proof.** Clearly, \(\lambda\) is monotone and \(\lambda \emptyset = 0\). For any subset \(A\) of \(X\) put \(\mu(A) = \sup \{\lambda(K) | K \subseteq A\}\). Then \(\mu\) is an extension of \(\lambda\) and \(\mu\) satisfies \(\mu(K_1 \cup K_2) = \mu K_1 - \mu K_2 {\vee} K_1 \equiv K_1\). For any pair \(K_1, K_2\) of sets in \(\mathcal{X}\) we have \(\mu(K_1 \cup K_2) = \mu K_1 - \mu (K_1 \cap K_2)\), thus \(\lambda\) is modular. Assume now that \(\lambda\) is \(r\)-smooth at \(\emptyset\) and let \(\{K_n\}_{n=1}\) be a decreasing sequence of sets in \(\mathcal{X}\) such that \(K_n = \bigcap_{\lambda \in \mathcal{X}} K_{\lambda} \uparrow \emptyset\). To a given \(\varepsilon > 0\) choose \(K \in K_n\) such that \(\lambda(K) \uparrow \lambda(K) \geq \lambda(K) - \varepsilon\). Then choose \(n\) such that \(\lambda(K \cap K) \subseteq \varepsilon\). Now \(\lambda K_n = \lambda K_n \cap K = \lambda(K \cap K) \subseteq \lambda(K) - \varepsilon + \varepsilon = \lambda(K) + 2\varepsilon\). This argument shows that \(\lambda\) is \(r\)-smooth. The \(r\)-smooth case is handled in the same way. The last assertion of the lemma follows easily from (ii). \(\square\)

**Theorem 1.** Let \(X\) be an abstract set, \(\mathcal{X}\) a \((\emptyset, \cup, f, \cap)\)-paving on \(X\) and \(\lambda\) a tight content on \(\mathcal{X}\) which is \(r\)-smooth at \(\emptyset\). Then \(\lambda\) can be extended to a measure \(\mu\) (not necessarily finite) such that \(\mu\) is regular \(w.r.t. \mathcal{X}\). Furthermore, we can achieve that any set in \(\mathcal{F}(\mathcal{X})\) is measurable (i.e., is a member of the \(\sigma\)-field on which \(\mu\) is defined).

**Proof.** For any subset \(A\) of \(X\) define \(\mu(A) = \sup \{\lambda(K) | K \subseteq A\}\).

\(\mu\) is an extension of \(\lambda\) and \(\mu\) is a disjoint sets \(A\) and \(B\) we have \(\mu(A \cup B) = \mu A + \mu B\). Consider the class

\[\sigma = \{\mathcal{E} | \mu K = \mu (K \cap \mathcal{E}) + \mu (K \setminus \mathcal{E}) \forall K \in \mathcal{X}\}.\]

\(\sigma\) is closed under complementation and \(\sigma\) contains every set \(E\) such that \(K \cap \mathcal{E} \subseteq \mathcal{X} \forall K \in \mathcal{X}\).

Let \(E_n_{\infty=1}\) be a sequence of sets in \(\sigma\). Fix, for some time, \(K \in \mathcal{X}\) and \(\varepsilon > 0\). Choose \(K_n \subseteq K \cap E_n\) and \(K_n^+ \subseteq K \setminus E_n\) such that

\[\mu K_n = \mu K_n^+ + \mu K_n^+ < \varepsilon\], \(n \geq 1\).

We claim that the inequality

\[\lambda(\bigcup_{\lambda \in \mathcal{X}} E_n) = \lambda(\cap_{\lambda \in \mathcal{X}} K_n) > \lambda K - \sum_{n=1}^{\infty} \varepsilon^2\]

holds for \(n \geq 1\). (2) is true for \(n = 1\); therefore, in order to prove (2) for all \(n \geq 1\), it is enough to establish the inequality

\[\lambda(\bigcup_{\lambda \in \mathcal{X}} E_n) = \lambda(\cap_{\lambda \in \mathcal{X}} K_n) > \lambda K - \sum_{n=1}^{\infty} \varepsilon^2\]

holds for \(n \geq 1\). By lemma 1, this inequality can be rewritten in the form

\[\lambda(\bigcup_{\lambda \in \mathcal{X}} E_n) = \lambda(\cap_{\lambda \in \mathcal{X}} K_n) > \lambda K - \sum_{n=1}^{\infty} \varepsilon^2\]

and in this form the inequality follows from (1) and the fact that \(K_n = \bigcup_{\lambda \in \mathcal{X}} K_n \cap \bigcup_{\lambda \in \mathcal{X}} K_n^+\) and \(K_n^+ \cap \bigcup_{\lambda \in \mathcal{X}} K_n^+\) are disjoint sets both contained in \(K\).

By lemma 1, \(\lambda\) is \(r\)-smooth and it follows from (2) that, for \(n\) sufficiently large, the inequality

\[\lambda(\bigcup_{\lambda \in \mathcal{X}} E_n) = \lambda(\cap_{\lambda \in \mathcal{X}} K_n) > \lambda K - \varepsilon\]

holds. On the one hand, it follows from (3) that

\[\mu K \cap \bigcup_{\lambda \in \mathcal{X}} E_n = \mu K \setminus \bigcup_{\lambda \in \mathcal{X}} E_n > \lambda K - \varepsilon\]

and, due to the freedom of choice of \(\varepsilon\) and \(K\), it follows from this that \(\bigcup_{\lambda \in \mathcal{X}} E_n \in \sigma\). On the other hand, it follows from (3) and the subadditivity of \(\lambda\) that

\[\sum_{\lambda \in \mathcal{X}} \lambda K_n + \lambda(\cap_{\lambda \in \mathcal{X}} K_n) > \lambda K - 2\varepsilon\]

we then see that

\[\sum_{\lambda \in \mathcal{X}} \mu E_n + \mu (K \cap \bigcup_{\lambda \in \mathcal{X}} E_n) > \lambda K\]
holds for all $K \in \mathcal{X}$. Thus

$$\mu\left(\bigcup_{i=1}^{\infty} E_i\right) = \sup\{\lambda K \mid K \subseteq \bigcup_{i=1}^{\infty} E_i\} = \sum_{i=1}^{\infty} \mu E_i.$$  

The restriction of $\mu$ to $\mathcal{E}$ has all the required properties. \hfill \Box

Theorem 1 implies that a tight content defined on $\mathcal{X}(X)$ where $X$ is a topological space can be extended to a tight measure on $\mathcal{F}(X)$; this is the result proved by Kisyński (Theorem 1.2 of [7]).

It is instructive to observe that Theorem 1 also contains the following abstract extension theorem (Caratheödy’s theorem):

Let $X$ be an abstract set, $\mathcal{A}$ a $\sigma$-algebra on $X$ (i.e., an algebra, and $\mu$ a finite, and additive set function defined on $\mathcal{A}$ such that $\mu$ is $\sigma$-smooth at $\emptyset$; then $\mu$ can be extended to a measure on $\mathcal{A}$).

To see this, we just have to define $\mathcal{X}$ as the class of countable intersections of sets in $\mathcal{A}$ and to define a measure on $\mathcal{X}$ by $\lambda K = \inf\{\mu\mathcal{A} \mid K \subseteq A \in \mathcal{A}\}$.

We have also proved a result of the same type as Theorem 1, but based on a class of functions instead of a class of sets; this result contains Daniell’s extension theorem in much the same way as Theorem 1 contains Caratheödy’s theorem. The proof is somewhat more technical than the proof of Theorem 1, and we shall not present it here.

We shall now try to construct tight contents by “approximation from outside”.

Lemma 2. Assume that $(X, \mathcal{X}, \mathcal{F})$ satisfies the axioms I, II, and III, and let $\nu$ denote a monotone, additive and subadditive set function defined on $\mathcal{F}$ such that there to any $K \in \mathcal{X}$ exists a $G \in \mathcal{F}$ with $G \supseteq K$ and $\nu G < \infty$.

Define the set function $\lambda$ on $\mathcal{X}$ by $\lambda K = \inf\{\nu G \mid K \subseteq G \subseteq K \}$.

Then we have

(i) If $\lambda$ is additive, then $\lambda$ is a tight content.

(ii) If $\lambda$ separates the sets in $\mathcal{X}$, then $\lambda$ is additive.

(iii) If $\lambda$ is $\sigma$-smooth at $\emptyset$ w.r.t. $\mathcal{X}$ ($\tau$-smooth at $\emptyset$ w.r.t. $\mathcal{X}$), then $\lambda$ is $\sigma$-smooth ($\tau$-smooth).

Proof. $\lambda$ is finite, monotone and subadditive. Assume that $K_1 \supseteq K_2$ and let $\varepsilon > 0$ be given. Choose $G_1 \supseteq K_1$ such that $\nu G_1 < \lambda K_1 + \varepsilon$. Put $K_1 = K_2 \setminus G_1$. Then $K_2 \in \mathcal{X}$. If $G \supseteq K_2$, then $\nu G = \nu G \setminus G_1 + \varepsilon \geq \lambda K_2 - \varepsilon$ and it follows that $\lambda K \geq \lambda K_2 - \varepsilon$. What we have proved is that

$$\lambda K_1 \supseteq \lambda K_2 \supseteq \lambda K_1 \setminus K_2 \supseteq \lambda K_1 - \lambda K_2.$$

(i) follows from this fact.

We omit the simple proof of (ii).

To prove (iii) assume that $\nu$ is $\sigma$-smooth at $\emptyset$ w.r.t. $\mathcal{X}$. It follows that $\lambda$ is $\sigma$-smooth at $\emptyset$. We shall prove from this that $\lambda$ is $\sigma$-smooth.

Let $\mathcal{X} \subseteq \mathcal{X}$ and assume that $\mathcal{X} \supseteq K_2$ and $K \supseteq K_2$. Given $\varepsilon > 0$, choose $G \supseteq K_4$ such that $\nu G < \lambda K_3 + \varepsilon$. By considering the class $(K \cup G) \setminus (K \cup \mathcal{F})$ we see that $K \supseteq K_3$ can be chosen so that $\lambda(K \setminus G) \leq \varepsilon$. From (i) it follows that $K \supseteq K_3$ can be chosen so that $K \subseteq K_2 \cup G$ and such that $\lambda G < \lambda(K \setminus G)$. It follows that $\lambda K < \lambda K_3 + \varepsilon$. This argument shows that $\lambda$ is $\sigma$-smooth. The $\tau$-smooth case is handled analogously. \hfill \Box

Remarks. We need not assume that $\mathcal{F}$ is closed under finite intersections for the proof of (i) and (iii).

We need not assume that $\nu$ is $\sigma$-smooth for the proof of (i).

If $\mathcal{X}$ is a compact paving and if $\mathcal{F}$ separates points, then $\mathcal{F}$ separates the sets in $\mathcal{X}$.

If $\mathcal{X}$ is modular and if to any pair $K$, $K'$ of disjoint sets in $\mathcal{X}$ and to any positive $\varepsilon$ there exists a pair $G$, $G'$ of sets in $\mathcal{F}$ such that $G \supseteq K$, $G' \supseteq K'$ and such that $\nu(G \cup G') < \varepsilon$, then $\lambda$ is additive.

Theorem 2. Assume that $(X, \mathcal{X}, \mathcal{F})$ satisfies the axioms I, IV. Let $\nu$ be a monotone, additive and subadditive set function defined on $\mathcal{F}$ such that to any $K \in \mathcal{X}$ there exists a $G \in \mathcal{F}$ with $G \supseteq K$ and $\nu G < \infty$. Then there exists a largest measure $\mu$ regular w.r.t. $\mathcal{X}$ such that $\mu G \leq \nu G \forall G \in \mathcal{F}$.

This measure is given by the formula

$$\mu A = \sup \inf \{\nu G \mid \emptyset \supseteq A \supseteq K \}.$$  

If $\nu$ is $\tau$-smooth at $\emptyset$ w.r.t. $\mathcal{X}$, then the measure $\mu$ will be $\tau$-smooth w.r.t. $\mathcal{X}$.

This result follows in a straightforward manner from Lemmas 1, 2 and Theorem 1 and we leave the details of the proof to the reader.

In case $X$ is a topological space, we may apply Theorem 2 both to the case where $\mathcal{X} = \mathcal{X}(X)$, $\mathcal{F} = \mathcal{F}(X)$ and to the case where $\mathcal{X} = \{f^{-1}(0) \mid f$ continuous and bounded$\}$, $\mathcal{F} = \{C K \mid K \in \mathcal{X}\}$.

In case $X$ is a normal topological space, $\mathcal{X} = \mathcal{X}(X)$, and $\mathcal{F} = \mathcal{F}(X)$, we obtain another special case of Theorem 2.

Theorem 3. Let $X$ be a regular topological space and $\nu$ a finite, monotone and modular set function defined on $\mathcal{F}(X)$ such that $\nu$ is $\tau$-smooth at $\emptyset$ w.r.t. $\mathcal{F}(X)$.

Then there exists a largest measure $\mu$ in $\mathcal{F}(X)$ such that $\mu G \leq \nu G \forall G \in \mathcal{F}(X)$. This measure is given by the formula

$$\mu A = \sup \inf \{\nu G \mid \emptyset \supseteq A \supseteq K \}.$$  

Furthermore, $\mu \in \mathcal{F}(X)$.
Proof. Note that this result is contained in Theorem 2 in case $X$ is normal.

Define $\lambda$ on $\mathcal{F}(X)$ by $\lambda F = \inf \{|E| \mid G \supseteq F\}$; By Lemma 2 and Theorem 1, we only have to prove that $\lambda$ is additive in order to see, that $\mu \in \mathcal{M}_r(X; \tau)$, where $\mu$ is defined by (6).

Let $F_1$ and $F_2$ be disjoint closed subsets of $X$ and let $\varepsilon > 0$ be given.

Consider the class consisting of all sets of the form $F_1 \setminus F_2$ where $F_1$ and $F_2$ are closed, and in which the inclusions $F_1 \supseteq G_1 \supseteq F_2$ and $F_1 \supseteq G_2 \supseteq F_2$ hold for some pair $G_1, G_2$ of open sets. Since $X$ is a regular space, we find that this class filters downward toward the empty set. By the assumption of $\tau$-smoothness, we can thus find a set $F_1 \setminus F_2$ in our class and an open set $G_1$ containing $F_1 \setminus F_2$ such that $\nu(G_1) < \varepsilon$ holds. This implies that $\nu(G_1 \cap G_2) < \varepsilon$ holds where $G_1$ and $G_2$ are open sets chosen such that $F_1 \subseteq G_1 \supseteq F_1$ and $F_1 \supseteq G_2 \supseteq F_2$ hold. According to the last of the remarks to Lemma 2 it follows that $\lambda$ is additive.

Having seen that $\mu \in \mathcal{M}_r(X; \tau)$, it is easy to establish the first part of the theorem. □

4. Compactness in the w-topology. We shall say that $\mathcal{A}_1$ dominates $\mathcal{A}_2$ and write $\mathcal{A}_1 \succ \mathcal{A}_2$ if $\forall A_1 \subseteq \mathcal{A}_1, \exists A_2 \subseteq \mathcal{A}_2: A_1 \supseteq A_2$.

Theorem 4. Assume that axioms I-V are satisfied and consider the space $\mathcal{M}_r(X; X)$ with the w-topology. Let $(\mu_n)_{n \in \mathbb{N}}$ be a net in $\mathcal{M}_r(X; X)$.

Then $(\mu_n)$ is compact if and only if the following two conditions hold:

(i) $\limsup_{\mathcal{A}_1} \mu_n < \infty$.

(ii) For every subclass $\mathcal{A}_2$ of $\mathcal{A}_1$ which dominates $\mathcal{A}_2$ we have

$$\inf_{\mathcal{A}_2} \limsup_{\mathcal{A}_2} \min_{\mathcal{A}_2}(C G) = 0,$$

where the infimum is taken over all finite subclasses $\mathcal{A}_2$ of $\mathcal{A}_2$.

Proof. Let us perhaps start to prove the more elementary part of the Theorem viz. the "only if" part. For this part of the proof we need not assume that the axioms I-V hold. We assume that $(\mu_n)$ is compact. Then clearly (i) must hold. If (ii) did not hold we would be able to find $\mathcal{A}_2 \subseteq \mathcal{A}_1$ with $\mathcal{A}_2 \supseteq \mathcal{A}_2$ and $\varepsilon > 0$ such that to any pair $(\mathcal{A}_2, \beta)$, where $\mathcal{A}_2$ is a finite subfamily of $\mathcal{A}_2$ and $\beta \in \mathcal{D}$ there exists an element $a(\mathcal{A}_2, \beta) \in \mathcal{D}$ such that $a(\mathcal{A}_2, \beta) \supseteq \beta$ and such that

$$\min_{\mathcal{A}_2} \mu_n(\mathcal{A}_2, \beta) \geq \varepsilon.$$

Consider the net $(\mu_n(\mathcal{A}_2, \beta))_{\mathcal{A}_2}$, where we use the natural ordering in the set of pairs $(\mathcal{A}_2, \beta)$. This net is a subnet of $(\mu_n)$; therefore, it has a convergent subnet. Assume for simplicity that the net $(\mu_n(\mathcal{A}_2, \beta))$ itself converges, and denote the limit measure by $\mu$. Then

$$\lim_{\mathcal{A}_2} \mu_n(\mathcal{A}_2, \beta) X = \mu X = \sup_{\mathcal{A}_2} \mu_{\mathcal{A}_2} X$$

$$\leq \sup_{\mathcal{A}_2} \liminf_{\mathcal{A}_2} \mu_{\mathcal{A}_2} X$$

$$\leq \sup_{\mathcal{A}_2} \liminf_{\mathcal{A}_2} \mu_{\mathcal{A}_2} X$$

$$= \sup_{\mathcal{A}_2} \left( \limsup_{\mathcal{A}_2} \mu_{\mathcal{A}_2} X - \liminf_{\mathcal{A}_2} \mu_{\mathcal{A}_2} X \right)$$

$$\leq \lim_{\mathcal{A}_2} \mu_{\mathcal{A}_2} X - \varepsilon.$$

This is a contradiction. Thus (ii) must hold.

Now assume that (i) and (ii) hold. Let $(\mu_n)_{n \in \mathbb{N}}$ be a universal subnet of $(\mu_n)_{n \in \mathbb{N}}$. Because of (i), $\lim_{\mathcal{A}_2} \mu_n X$ exists for all $\mathcal{A}_2 \subseteq \mathcal{A}$ (and is finite). Let $r: \mathcal{A} \to \mathcal{R}$ be the set function $r \mu_n = \lim_{\mathcal{A}_2} \mu_n(\mathcal{A}_2, \beta)$, $\beta \in \mathcal{D}$. Then $r$ is monotone and modular. According to Theorem 3, $\mu: \mathcal{R} \to \mathcal{M}$ defined by

$$\mu = \sup_{\mathcal{A}_2} \inf_{\mathcal{A}_2} \mu_{\mathcal{A}_2}$$

is a measure in $\mathcal{M}_r(X; X)$ and $\mu \in \mathcal{M}_r(X; X)$. To prove that $\mu_n \to \mu$ we need only prove that $\mu_n(\mathcal{A}_2, \beta) X = \mu X$. If this were not so we would be able to find $\varepsilon > 0$ and a family $(\mathcal{A}_2)_{\mathcal{A}_2}$ of sets in $\mathcal{A}_2$ such that $G_{\mathcal{A}_2} \supseteq \mathcal{A}_2 \subseteq \mathcal{A}_2$ and such that, for every $\mathcal{A}_2 \subseteq \mathcal{A}_2$, $\mu_{\mathcal{A}_2}(\mathcal{A}_2, \beta) \geq \varepsilon$, eventually. If we put $\mathcal{A}_2 = (G_{\mathcal{A}_2}, \mathcal{A}_2)$, then $\mathcal{A}_2 \supseteq \mathcal{A}_2$, and we find that, for every finite subfamily $\mathcal{A}_2$ of $\mathcal{A}_2$ we have $\min_{\mathcal{A}_2}(\mathcal{A}_2, \beta) \geq \varepsilon$, eventually.

This is a contradiction. Thus $\mu_n \to \mu$. □

Corollary 1. Assume that axioms I-V are satisfied and let $(\mu_n)_{n \in \mathbb{N}}$ be a net on $\mathcal{M}_r(X; X)$ such that $\limsup_{\mathcal{A}_1} \mu_n = 0$.

(i) If the "tightness condition"

$$\inf_{\mathcal{A}_1} \limsup_{\mathcal{A}_1} \mu_n(K) = 0$$

holds, then $(\mu_n)$ is compact.

(ii) If $(\mu_n)$ is compact and if $X$ is a compact paving, then $\sup_{\mathcal{A}_1} \mu_n(\mathcal{A}_1, \beta) = 0$ for $\forall \beta \in \mathcal{D}$ holds for every subfamily $\mathcal{A}_1$ of $\mathcal{A}_1$ with $\mathcal{A}_1 \subseteq \mathcal{A}_1$. (If we do not assume that $X$ is compact, we obtain the same conclusion, but only for countable families $\mathcal{A}_1$).

The simple proof is left to the reader.

Corollary 2. Assume that axioms I-V are satisfied. Let $\mathcal{A}$ be a subset of $\mathcal{M}_r(X; X)$ and consider the following properties:

(i) $\mathcal{A}$ is net-compact,

(ii) $\sup_{\mathcal{A}} \mu X < \infty$. 

Theorem 5. Assume that axioms I-IV are satisfied, that $X \subseteq X'$, and that $x \not \in x'$. Let $\mathcal{K} \in \mathcal{F}$. Consider the space $\mathcal{B}(X; X', \tau')$ with the topology and let $(\mu_n)_{n \in \mathbb{N}}$ be a net on $\mathcal{B}(X; X', \tau')$. Then $(\mu_n)$ is compact if and only if $\limsup_{n \to \infty} \mu_n = 0$ holds.

Proof. Assume first that $(\mu_n)$ is compact. Then $\limsup_n \mu_n = 0$. Assume, for the purpose of an indirect proof, that there exist $x' \in \mathcal{F}$ and $\varepsilon > 0$ such that to any pair $(K, \beta)$ with $K \subseteq X'$ and $\beta \subseteq K$ there exists $\alpha(K, \beta) \subseteq D$ with $\alpha(K, \beta) \supseteq \beta$ and $\mu_{nK,D}(K) \geq \varepsilon$. Consider the net $(\mu_{nK,D}(K), \beta)$, where the set of pairs $(K, \beta)$ is given the natural ordering. This net is a subnet of $(\mu_n)$ and thus it has a convergent subnet. Assume for simplicity that $(\mu_{nK,D})$ itself converges, say $\mu_{nK,D} \to \mu$. Then we have $\limsup_{n \to \infty} \mu_{nK,D} = 0$.

A contradiction. The "only if" part is now established.

Now assume that $\limsup_n \mu_n = 0$ holds, and that (9) holds. We need an auxiliary result and consider a fixed class $X'$ with $x' \subseteq x'$. Define the class $\mathcal{F}$ as the class of those $E \subseteq X$ for which there exists a $G \in \mathcal{F}$ such that $E \subseteq G \subseteq E$. Due to IV and the added assumptions, we see that $x' \subseteq x'$. To any $E \subseteq x'$ we can find $E \subseteq x'$ such that $\limsup_{n \to \infty} \mu_n = 0$. Then we can also find $E \subseteq x'$ and $G \in \mathcal{F}$ with $G \subseteq E$ such that $\limsup_{n \to \infty} \mu_n = 0$. This argument proves the following:

(10) $\forall \mu \in \mathcal{F}$, $\limsup_{n \to \infty} \mu_n = 0$,

where $\mathcal{F}$ is the class of those $G$ containing some set in $x'$.

Let $(\mu_n)$ be an universal subnet of $(\mu_{nK,D})$. Define the set function $\rho$ on $\mathcal{F}$ by $\rho(G) = \lim \mu_n G$. Then $\rho$ is finite, monotone, and modular. Furthermore, it follows from (10) that $\rho$ is $\tau$-smooth at $0 \in \mathcal{F}$. Define $\mu$ by

$\mu = \lim \mu_n$. 

By Theorem 2, $\mu \in \mathcal{B}(X; X', \tau')$ and $\mu \subseteq x'$. Since $X \subseteq x'$, we find that $\mu X = X = \lim \mu_n X$. Thus $\mu_n \to \mu$. 

As an easy consequence of Theorem 2 and the proof above we obtain the result that under the hypothesis of Theorem 5, $\mathcal{B}(X; X', \tau')$ is compact.
a Hausdorff space in the w-topology. It can also be proved without much
difficulty that \( \mathcal{M}_X(X; X) \), and therefore also \( \mathcal{M}_X(X; X, \tau) \) is a regular
space (for this we only need \( C(X, X) \subseteq \mathcal{M}_X(X; X, \tau) \) and axiom IV). The relatively
compact subsets of \( \mathcal{M}_X(X; X, \tau) \) are thus the same as the net-compact
subsets, and by Theorem 5 we find that, under the hypothesis of that
theorem, \( \mathcal{E} \subseteq \mathcal{M}_X(X; X, \tau) \) is relatively compact if and only if \( \sup_{\mathcal{E}} \mu_X \)
< \( \infty \) and

\[
\forall \mathcal{E} \subseteq \mathcal{M}_X(X; X, \tau), \inf_{\mathcal{E}} \sup_{\mathcal{E}} \mu_X = 0
\]

hold. This result has the interesting corollary that if \( \mathcal{E} \) is relatively compact,
then \( \text{co}(\mathcal{E}) \), the convex hull of \( \mathcal{E} \), is relatively compact too. The corre-
sponding result for the situation considered in Theorem 4 does not follow
from that theorem and we wonder if it is true.

We shall now look into the case where \( X \) is assumed to be a topological
space. If \( \mathcal{E} = \mathcal{E}(X) \) and \( \mathcal{F} = \mathcal{F}(X) \), Theorem 4 and its corollaries apply
directly. We can also apply Theorem 4 with \( \mathcal{E} = \mathcal{E}(X) \) and \( \mathcal{F} = \mathcal{F}(X) \),
a \( \{f \in \mathcal{F}(X); f \text{ is continuous and bounded} \} \)-paving of open sets that separate points. Note that if \( \mathcal{F} \)
is assumed to separate points and closed sets in the (rather weak) sense
that \( \forall \mathcal{F} \in \mathcal{F}(X) \), \( \mathcal{E} \) is relatively compact in \( \mathcal{M}_X(X; X, \tau) \) and \( \mathcal{E} \subseteq \mathcal{F}(X) \)
then the w-topology in \( \mathcal{M}_X(X; X, \tau) \) based on \( \mathcal{E} \) and the w-topology in \( \mathcal{M}_X(X; X, \tau) \)
based on \( \mathcal{F}(X) \) coincide. This remark gives rise to various criteria for weak
convergence.

One application of Theorem 5 arises if \( X \) is a topological space,
\( \mathcal{E} = \{ f \in C(X); f \text{ is continuous and bounded} \} \), \( \mathcal{F} = \mathcal{F}(X) \) (see
Theorem 25, p. 990 of [9]).

The obvious application of Theorem 5 consists in taking as \( X \) a normal
topological space and \( \mathcal{E} = \mathcal{E}(X), \mathcal{F} = \mathcal{F}(X) \), however, one can generalize the
result thus obtained to a regular space. For this purpose we prove the following:

**LEMMA 3.** Let \( X \) be a regular topological space and \( (\mu_n)_{n \in \mathbb{N}} \) a net on
\( \mathcal{M}_X(X) \). Then the following three conditions are equivalent:

(i) \( \forall \mathcal{E} \subseteq \mathcal{F}(X) \), \( \inf_{\mathcal{E}} \sup_{\mathcal{E}} \mu_X = 0 \),

(ii) \( \forall \mathcal{E} \subseteq \mathcal{F}(X), \mathcal{F} \subseteq \mathcal{F}(X), \inf_{\mathcal{E}} \sup_{\mathcal{F}} \mu_X = 0 \),

(iii) \( \forall \mathcal{E} \subseteq \mathcal{F}(X), \mathcal{F} \subseteq \mathcal{F}(X), \inf_{\mathcal{E}} \sup_{\mathcal{F}} \mu_X = 0 \),

where \( \mathcal{E} = \{ f \in \mathcal{F}(X); f \geq F \text{ for some } F \in \mathcal{F} \} \).

**Proof.** Clearly, (iii) \( \Rightarrow \) (i). Now assume that (i) holds and let
\( \mathcal{E} \subseteq \mathcal{F}(X) \) satisfy \( \mathcal{E} \subseteq \mathcal{F} \). Put \( \mathcal{E} = \{ f \in \mathcal{F}(X); f \geq F \text{ for some } F \in \mathcal{F} \} \).

Since \( X \) is regular, \( \mathcal{F}(X) \). Now

\[
\inf_{\mathcal{E}} \sup_{\mathcal{F}} \mu_X = 0
\]

holds for every class \( \mathcal{F} \subseteq \mathcal{F}(X) \) with \( \mathcal{E} \subseteq \mathcal{E}(X) \).

The proof is based on the same ideas as in the proof of Theorem 5 —
we only appeal to Lemma 3 and to Theorem 3 instead of Theorem 2.

The condition in Theorem 6 seems more manageable than the
condition in the space \( \mathcal{M}_X(X; \tau) \) of probability measures, for instance all
locally compact spaces, all complete metrizable spaces, and all
analytical spaces are regular and satisfy
\( \mathcal{M}_X(X; \tau) = \mathcal{M}_X(X; \tau) \) so that Theorem 6 applies. It is easy to show
that the conditions given in Theorem 6 need not be sufficient for comp-
actness in the space \( \mathcal{M}_X(X; \tau) \) if \( \mathcal{M}_X(X; \tau) \) is not equal to \( \mathcal{M}_X(X, \tau) \).

We can even give an example where \( X \) is a separable metrizable space.
The idea to construct this example is this: Let \( X \) be a subset of \( R \) with
\( \lambda X = 0 \) and \( X X = 1 \) and construct a sequence \( (\mu_n)_{n \in \mathbb{N}} \) of probability
measures with finite support such that \( \mu_n \sim \lambda \). (\( \lambda \) is Lebesgue measure).

5. Compactness in the s-topology.

Most of the results of this section have recently been obtained inde-
dependently and by different methods by F. Gaenssler; "Compactness and
sequential compactness in spaces of measures"; to appear in 2. Wahrschein-
liechkeitsrechnerei. Geb.

**THEOREM 7** (compare with Grothendieck [5], Théorème 2). Let \( X \)
be an abstract space and assume that axioms I-V are satisfied. Consider the
space \( \mathcal{M}_X(X; X) \) with the s-topology and let \( (\mu_n)_{n \in \mathbb{N}} \) be a net on
\( \mathcal{M}_X(X; X) \) with \( \limsup_{n \in \mathbb{N}} \mu_X < \infty \). Then the following four conditions are equivalent:

(i) \( (\mu_n) \) is compact;

(ii) \( \forall \mathcal{E} \subseteq \mathcal{F}(X), \mathcal{F} \subseteq \mathcal{F}(X), \inf_{\mathcal{E}} \sup_{\mathcal{F}} \mu_X = 0 \),

(iii) \( \forall \mathcal{E} \subseteq \mathcal{F}(X), \mathcal{F} \subseteq \mathcal{F}(X), \inf_{\mathcal{E}} \sup_{\mathcal{F}} \mu_X = 0 \),

(iv) \( \forall \mathcal{E} \subseteq \mathcal{F}(X), \mathcal{F} \subseteq \mathcal{F}(X), \inf_{\mathcal{E}} \sup_{\mathcal{F}} \mu_X = 0 \) is compact in the s-topology.

**Proof.** (i) \( \Rightarrow \) (ii): Both properties in (ii) are proved indirectly in
a rather straightforward manner, and we leave the details to the reader.

Clearly, (ii) \( \Rightarrow \) (iii) \( \Rightarrow \) (iv).
(iv) (i): Let \((\mu, X)\) be a universal subset of \((\mu, X)\). Define: \(\mathbf{G} = \lim_{K \to 1} G, \forall G \in \mathfrak{G} \) and \(\mu = \sup_{K \to 1} \mu G, \forall G \in \mathfrak{G} \). Then \(\mu = \Sigma_{K \to 1} (X, X)\). For any \(K \) we have

\[\mu K = \inf_{G \in \mathfrak{G}} \inf_{\mathcal{A} \in \mathcal{A}} \mu \mathcal{A} = \inf_{G \in \mathfrak{G}} \inf_{\mathcal{A} \in \mathcal{A}} \mu \mathcal{A} \]

Then we have

\[\mu = \sup_{K \to 1} \mu K = \sup_{K \to 1} \mu \mathcal{A} \leq \lim_{K \to 1} \mu \mathcal{A} \]

for any \(A \in \mathcal{A}\). Since \((\mu, X)\) is compact in the \(w\)-topology we also have \(\mu X = \lim_{\mu X} \mu X\). Therefore, for any \(A \in \mathcal{A}\), we find

\[\mu A = \mu X = \mu (X, A) = \lim_{\mu X} \mu X = \lim_{\mu X} \mu (X, A) = \lim_{\mu X} \mu \mathcal{A} \]

We now conclude that \(\mu = \lim_{\mu \mathcal{A}} \mu \mathcal{A} \forall A \in \mathcal{A}\). □

Remark. If we also assume that \(C \subseteq \mathfrak{G} \forall K \in \mathfrak{G}\), then (i) in Theorem 7 is equivalent to the condition

\[\forall K \in \mathfrak{G} \sup_{\mu X} \mu (G, X) = 0.\]

Remark. If we change the assumptions of Theorem 7 to those of Theorem 5 and if we consider the space \(\mathfrak{M}_n (X, X, \tau)\) with the \(s\)-topology, then the four conditions of Theorem 7 are still equivalent. The same remark applies if we change the assumptions to those of Theorem 6 and consider \(\mathfrak{M}_n (X, \tau)\) with the \(s\)-topology.

**Lemma 4.** Assume again that axioms 1-5 hold, and consider the space \(\mathfrak{M}_n (X, X)\) with the \(w\)-topology. Then a subset \(\mathfrak{G} \subseteq \mathfrak{M}_n (X, X)\) is relatively compact if and only if the following three conditions hold:

(i) \(\sup_{\mathfrak{G}} \mu X < \infty\).

(ii) \(\mathfrak{G}\) is net-compact in the \(w\)-topology.

(iii) For any sequence \((G_n)_{n=1}^\infty\) of pairwise disjoint sets in \(\mathfrak{G}\) we have

\[\lim_{n \to \infty} \sup_{\mathfrak{G}} \mu G_n = 0.\]

**Proof.** First remark that we may speak of relative compactness instead of net-compactness since any space of measures is regular in the \(s\)-topology.

Assume now that \(\mathfrak{G}\) is relatively compact. Then (i) and (ii) hold. If (i) failed we would be able to find a sequence \((G_n)_{n=1}^\infty\) of pairwise disjoint sets, a sequence \((\mu_n)_{n=1}^\infty\) of measures in \(\mathfrak{G}\), and an \(\epsilon > 0\) such that \(\mu_n G_n \geq \epsilon\) holds for all \(n \geq 1\). Extract from \((\mu_n)\) a convergent subnet, say \(\mu_n \to \mu\).

Since \(\mu_n G_n \to \mu G_n \forall G_n \geq 1\) and \(\mu_n (\bigcup G_n) \to \mu (\bigcup G_n)\), we find that

\[\sum_{n=1}^\infty |\mu_n G_n - \mu G_n| = 0.\]

Choose \(k_n\) such that \(\mu G_n < 1/2 \forall k_n \geq k_n\). Then choose \(a\) such that

\[\sum_{n=1}^\infty |\mu_n G_n - \mu G_n| < 1/2\]

and such that \(a_n \geq k_n\). We have

\[\mu G_n = |\mu_n G_n - \mu G_n| + \mu G_n \leq \sum_{n=1}^\infty |\mu_n G_n - \mu G_n| + \mu G_n < \epsilon,\]

a contradiction. Thus (iii) must hold.

We shall now prove the more interesting part of the result and assume that (i), (ii) and (iii) hold. Due to the equivalence of (i) and (iv) in Theorem 7, all we have to prove is that

\[\forall K \sup_{\mu X} \mu (G, X) = 0.\]

If this did not hold we would be able to find \(K \in \mathfrak{G}\) and \(\epsilon > 0\) such that

\[\forall K \mu (G, X) > \epsilon.\]

Consider any set \(G \ni K\). Select \(\mu \in \mathfrak{G}\) such that \(\mu (G, X) > \epsilon\). Choose \(K \ni G \ni K\) such that \(K \ni G > \epsilon\). We can find \(G' \ni K\) and \(G' \ni G\) such that \(K' \ni G' \ni K\). We can then repeat the argument using \(G' \ni K\) as starting point. Since \(\epsilon < \infty\) it is easy to start the process; we can now see that there exist a decreasing sequence \((G_n)_{n=1}^\infty\) with \(G_n \ni K\) and a sequence \((\mu_n)_{n=1}^\infty\) of measures in \(\mathfrak{G}\), and a sequence \((\mu_n)_{n=1}^\infty\) such that \(G_n \ni G_n \ni K\) and \(\mu_n G_n > \epsilon\) holds for all \(n \geq 1\). Clearly, this contradicts condition (iii).

**Theorem 8.** If (compare with Grothendieck [3], Théorème 2). Assume that axioms 1-5 hold; that, furthermore, the condition

\[\forall K \ni G : G' \ni K \ni G' \ni K\]

is satisfied.

Consider the space \(\mathfrak{M}_n (X, X)\) with the \(w\)-topology. Then a subset \(\mathfrak{G}\) of \(\mathfrak{M}_n (X, X)\) is relatively compact if and only if the following two conditions are satisfied:

(i) \(\sup_{\mathfrak{G}} \mu X < \infty\).

(ii) For every sequence \((G_n)_{n=1}^\infty\) of pairwise disjoint sets in \(\mathfrak{G}\) we have

\[\lim_{n \to \infty} \sup_{\mathfrak{G}} \mu G_n = 0.\]

**Proof.** In view of Lemma 4 we need only prove that (i) and (ii) imply that \(\mathfrak{G}\) is net-compact in the \(w\)-topology. We prove this by proving
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that $\mathcal{F}$ is "tight". If this were not so, we could find $\epsilon > 0$ such that
\[ \forall \mu \exists \epsilon > 0 : \mu(\bigcup_{i=1}^{n} \mathcal{G}_i) > \epsilon. \]
Choose a sequence $(\epsilon_n)_{n \geq 1}$ of positive numbers such that
\[ \sum_{n=1}^{\infty} \epsilon_n < \epsilon/2. \]

We claim that we can construct a sequence $(\mathcal{K}_n)_{n \geq 1}$ of sets in $\mathcal{K}$, two sequences $(\mathcal{G}_n)_{n \geq 1}$ and $(\mathcal{H}_n)_{n \geq 1}$ of sets in $\mathcal{F}$, and a sequence $(\mu_n)_{n \geq 1}$ of measures in $\mathcal{F}$ such that (a)-(f) below hold:

(a) The $\mathcal{K}_n$'s are pairwise disjoint,
(b) $\mu_n \mathcal{K}_n > \epsilon \forall n \geq 1$,
(c) $\mathcal{G}_n = \mathcal{K}_n \forall n \geq 1$,
(d) $\mathcal{G}_n = \bigcup_{i=1}^{n} \mathcal{K}_i \forall n \geq 1$,
(e) $\mathcal{G}_n \cap \mathcal{G}_n' = \emptyset \forall n \geq 1$,
(f) $\sup_{\mathcal{F}} \mu(\bigcup_{i=1}^{n} \mathcal{G}_i) < \epsilon_n \forall n \geq 1$.

We start the construction by taking as $\mathcal{K}_0$ any set in $\mathcal{K} \setminus \emptyset$ will do.

Assume now, for some $n > 0$, that $\mathcal{K}_i$ for $0 \leq i \leq n$, that $\mathcal{G}_i$ for $1 \leq i \leq n$, and that $\mu_i$ for $1 \leq i \leq n$ are constructed so that the relevant parts of (a)-(f) are satisfied. Since $\bigcup_{i=1}^{n} \mathcal{K}_i \in \mathcal{K}$, we can find $\mu_{n+1} \in \mathcal{F}$ with $\mu_{n+1} \bigcup_{i=1}^{n} \mathcal{K}_i > \epsilon$. Choose $\mathcal{H}_{n+1} = \bigcup_{i=1}^{n} \mathcal{K}_i$ such that $\mu_{n+1} \mathcal{H}_{n+1} > \epsilon$. By what was proved in Lemma 4, we can find $\mathcal{G}_{n+1} \in \mathcal{F}$ such that $\sup_{\mathcal{F}} \mu(\mathcal{G}_{n+1} \setminus \mathcal{H}_{n+1}) < \epsilon_{n+1}$. By axiom IV we may and do assume that $\mathcal{G}_{n+1} \cap \bigcup_{i=1}^{n} \mathcal{K}_i = \emptyset$. Choose, according to (11)

\[ \mathcal{G}_{n+1} \subseteq \mathcal{G}_{n+1} \subseteq \mathcal{H}_{n+1} \subseteq \mathcal{G}_{n+1}, \]

We see that the relevant parts of (a)-(f) continue to hold when we take $\mathcal{K}_{n+1} = \mathcal{G}_{n+1} \cap \mathcal{H}_{n+1}$ and $\mu_{n+1}$ into consideration. By induction we thus establish (a)-(f).

Define the sequence $(\mathcal{G}_n)_{n \geq 0}$ by $\mathcal{G}_0 = \mathcal{G}_0', \mathcal{G}_n = \mathcal{G}_0' \cap \bigcup_{i=0}^{n-1} \mathcal{G}_i$; $n$.\label{cn}

For $n < m$ we find that $\mathcal{G}_n \cap \mathcal{G}_m = \mathcal{G}_n \cap \bigcup_{i=0}^{m} \mathcal{G}_i = \emptyset$, so that the $\mathcal{G}_n$'s are pairwise disjoint. We now carry out the following calculations, noting that $\mathcal{G}_n = \bigcup_{i=1}^{n} \mathcal{K}_i$:

\[ \mu_n \mathcal{G}_n = \mu_n \mathcal{G}_0' - \mu_n \mathcal{G}_n \cap \bigcup_{i=1}^{n-1} \mathcal{G}_i \]

Since $\mu_n \mathcal{K}_n > \epsilon/2 \forall n \geq 1$ we arrive at a contradiction with condition (ii).

A similar remark as the second remark as the second remark to Theorem 7 applies to Theorem 8.

Corollary 3 (compare with Dieudonné [2], Proposition 8). Assume that axioms I-V are satisfied, that $\mathcal{F}$ is closed under countable unions, and that condition (11) from Theorem 8 holds. Let $(\mu_n)_{n \geq 1}$ be a sequence on $\mathcal{M}(\mathcal{X})$ and assume that $\lim_{n \to \infty} \mu_k \mathcal{D}$ exists for every $\mathcal{D} \in \mathcal{F}$. Then there exists a measure $\mu \in \mathcal{M}(\mathcal{X})$ such that $\mu_n \to \mu$.

Proof. Due to (11), $\mathcal{X} \in \mathcal{F}$ and we see that (i) Theorem 8 holds. To establish (ii), Theorem 8 is essentially equivalent to proving that the result holds in case $\mathcal{F}$ is countable and $\mathcal{F} = D(\mathcal{X})$; the main fact needed in order to prove this is contained in a result of Nikodym (see III, 7.4 of [3]). Having seen that $(\mu_n)$ is compact, it is easy to see that $(\mu_n)$ converges since any two limit measures agree on the sets in $\mathcal{F}$ — and therefore on all sets in $\mathcal{F}$. \[ \square \]

The idea to prove this corollary by establishing a result like Theorem 8 is due to Grothendieck.

We shall leave it to the reader to see what comes out of the results in this section in case $\mathcal{X}$ is a topological space.

Remark. Throughout this section we have worked with non-negative measures and not, as is perhaps more proper, with signed measures. To indicate briefly how the general case can be handled, we mention two following result: Assume that axioms I-V are fulfilled and let $\mathcal{F} \subseteq \mathcal{M}(\mathcal{X})$ be given satisfying $\sup_{\mathcal{F}} \mu(\mathcal{X}) < \infty$ (that we may assume this, is well-known although not entirely trivial). Then the following conditions are all equivalent:

(i) $\mathcal{F}$ is relatively compact (in the s-topology);
(ii) for every sequence $(\mathcal{K}_n)_{n \geq 1}$ of pairwise disjoint sets in $\mathcal{F}$ we have

\[ \lim_{n \to \infty} \sup_{\mathcal{F}} \mu(\mathcal{K}_n) = 0; \]
(iii) $\forall E \inf \sup |\mu| (G \setminus K) = 0$ and $\forall A = \emptyset \inf \sup |\mu| (A \setminus K) = 0$.

To prove this, one proves the implications (i) $\Rightarrow$ (ii) $\Rightarrow$ (iii) $\Rightarrow$ (i). The ideas involved in the proof are either contained in this section or else well-known from other sources.

I do not know if the compactness results for nets on $\mathfrak{M}$ (…) generalize to nets on $\mathfrak{M}(…)$.
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On isometries of normed linear spaces

by

D. KOEHLER (Oxford) and PETER ROSENTHAL* (Toronto)

1. Introduction. Fixman [3] showed that it was not possible to develop a general spectral theory for invertible isometries on an arbitrary Banach space. The purpose of this note is to obtain a simple characterization of the isometries on a normed linear space (real or complex), in terms of semi-inner products. This is then used to show that eigenvectors corresponding to distinct eigenvalues of an isometry are “orthogonal”, and to establish some facts about the point spectrum of isometries. In some minor respects, invertible isometries have spectral behavior like unitary operators on Hilbert space. Also, conditions are found that are necessary and sufficient for a given operator on a normed linear space to be equivalent to an isometry on an equivalent normed linear space.

Lumer [8] has shown that in any normed linear space $X$, one can construct a semi-inner-product $\langle \cdot, \cdot \rangle$ (there may be more than one), i.e., a mapping from $X \times X$ into $\mathbb{C}$ such that

(i) $\langle x, x \rangle = \|x\|^2$,
(ii) $\langle ax + by, z \rangle = a \langle x, z \rangle + b \langle y, z \rangle$,
(iii) $\langle x, y \rangle = \overline{\langle y, x \rangle}$.

Giles has shown ([3], p. 437) that it is always possible to choose a semi-inner-product such that

(iv) $\langle x, ax \rangle = \bar{a} \langle x, x \rangle$.

We shall assume for the rest of the paper that all semi-inner-products satisfy (iv).

We shall follow James [6] in saying that $x$ is orthogonal to $y$ if $\|x\| \leq \|x + ay\|$ for all scalars $a$.
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