et cette série converge uniformément dans tout intervalle fermé \([0, a_0]\).
La série précédente converge uniformément dans tout intervalle \([0, a_0/a]\).
Mais elle converge aussi pour tout \(|\lambda| < \omega|\lambda|\).
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On integrals of functions
with values in a complete linear metric space

by

D. PRZEWORSKA-ROLEWICZ and S. ROLEWICZ (Warszawa)

In paper [5] S. Mazur and W. Orlicz gave a definition of a Riemann integral of a function \(\sigma(t)\) determined on a set in a Euclidean space with values in a complete linear metric space \(X\) (\(F\)-space in Banach’s terminology [3]). In that paper it was shown that the space \(X\) is locally convex if and only if each continuous function \(\sigma(t)\) is integrable.

In this note some conditions of the existence of a Riemann integral will be given. This will permit us to extend the integral method of Banach algebras [4], [5] to the theory of locally bounded algebras [11], [12].

As a particular case, the existence of analytic functions of many elements will be proved.

At the end of the paper we will show what difficulties arise concerning the definition of the Lebesgue-Bochner integral in the case where \(X\) is not a locally convex space.

1. Let \(L\) be a set in the \(n\)-dimensional Euclidean space \(\mathbb{R}^n\). And let \(|\cdot|\) be some measure determined on \(L\). We will assume that the measure of the whole \(L\) is finite.

By a partition \(\mathcal{A}\) we shall mean a decomposition of the set \(L\) into a union of closed sets \(L = \bigcup_{\mathcal{E}_0} L_\mathcal{E}_0\) such that \(|L_\mathcal{E}_0 \cap L_\mathcal{E}_j| = 0\) for \(\mathcal{E} \neq j\). We will write \(\mathcal{A} = (L_\mathcal{E}_0, \ldots, L_m)\). We say that the sequence of partitions \(\mathcal{A}' = (L_1', \ldots, L_n')\) is normal if the largest diameter of \(L_\mathcal{E}_i\) tends to 0:

\[
\lim_{\mathcal{E}_0 \to \infty} \sup_{J \in \mathcal{A}_0} \sup_{i} |t_i - t'_i| = 0.
\]

Let \(X\) be a complete linear metric space. Let \(\sigma(t)\) be a function determined on \(L\) with values in \(X\). Let \(\mathcal{E}' = (L_1', \ldots, L_m')\) be a normal sequence of partitions. Let \(t_i', S'\). We write

\[
\delta(\sigma, \mathcal{E}', t_i') = \sum_{\mathcal{E}_i} |\sigma(t_i')| |L_\mathcal{E}_i|.
\]
If for each normal sequence of partitions $\Delta'$ and each choice of points $\xi_1$ there is a limit of $S(x, \Delta', \xi_1)$, then this limit is called a Riemann integral of the function $x(t)$ on $I$. We will denote it by

$$\int_{\Delta} x(t) \, dt.$$ 

In the same way as in the classical considerations we can prove that the integral is independent of the choice of a normal sequence of partitions and of the choice of points $\xi_1$.

A function $x(t)$ is called integrable if the integral $\int_{\Delta} x(t) \, dt$ exists.

A function $x(t)$ which is not integrable will be called non-integrable.

The Riemann integral possesses the same arithmetic properties as the Riemann integral of real-valued functions. In particular case, if $x(t)$ is a simple function, i.e.

$$x(t) = \sum_{i=1}^{n} a_i \chi_{L_i},$$

where $a_i \in X$, $\chi_{L_i}$ are characteristic functions of sets $L_i$ whose boundaries are of measure 0, then $x(t)$ is integrable.

**Theorem 1.** Let $X$ be a linear metric space with norm $\| \| \| \| (\cdot)$. Let $x(t)$ be a function determined on $I$ with values in $X$. If for each $\varepsilon > 0$ there is an integrable function $x_0(t)$ such that

$$\| S(x, \Delta, t_0) - S(x_0, \Delta, t_0) \| < \varepsilon$$

for an arbitrary partition $\Delta$ and for an arbitrary choice of $t_0$, then $x(t)$ is integrable.

**Proof.** Let $\Delta' = (L_1', \ldots, L_n')$ be a normal sequence of partitions. Let $t_i' \in L_i'$. The function $x_0(t)$ is integrable, whence there is an $t_i$ such that for $t_i, t_j > t_i$

$$\| S(x_0, \Delta', t_i') - S(x_0, \Delta', t_j') \| < \varepsilon.$$ 

Therefore

$$\| S(x, \Delta', t_i') - S(x, \Delta', t_j') \| < \| S(x, \Delta', t_i') - S(x_0, \Delta', t_i') \| +$$

$$+ \| S(x_0, \Delta', t_i') - S(x_0, \Delta', t_j') \| + \| S(x_0, \Delta', t_i') - S(x, \Delta', t_j') \| < 3\varepsilon.$$ 

Hence, the fact that $\varepsilon$ is arbitrary implies that $x(t)$ is integrable.

---

**Corollary.** Let $X$ be a complete linear metric space with monotonic norm, i.e. such that the function $\| x(t) \|$ is not decreasing for $t > 0$. Let

$$x(t) = \sum_{i=1}^{n} f_i(t) a_i,$$

where $f_i(t)$ are scalar functions uniformly bounded, $\| f_i(t) \| < M$, and $a_i$ are elements of $X$. If

$$\sum_{i=1}^{n} \| a_i \| < \infty,$$

then the function $x(t)$ is integrable.

**Proof.** Without loss of generality we can assume that $M$ is an integer. Let $\varepsilon$ be an arbitrary positive number. There is an $n$, such that

$$\sum_{i=1}^{n} \| a_i \| < \varepsilon.$$

Let

$$x_n(t) = \sum_{i=1}^{n} f_i(t) a_i.$$

Obviously $x_n(t)$ as a finite sum of integrable functions is integrable.

On the other hand, for an arbitrary partition $\Delta = (L_1, \ldots, L_n)$ and for a system of $t_i, t_i \in L_i$

$$\| S(x - x_n, \Delta, t_0) \| = \| S \left( \sum_{i=1}^{n} f_i(t) a_i, \Delta, t_0 \right) \|$$

$$\leq \sum_{i=1}^{n} \| S(f_i(t) a_i, \Delta, t_0) \| \leq \sum_{i=1}^{n} \| M a_i \| \leq M \sum_{i=1}^{n} \| a_i \| < \varepsilon,$$

q. e. d.

2. Let $X$ be a locally bounded space with a $p$-homogeneous norm, $0 < p < 1$, i.e. a norm $\| \| \| \| (\cdot)$ such that $\| x(t) \| = \| x(t') \|$ (see [1], [8]). We say that a function $x(t)$ is analytic in a domain $\Omega$ contained in the $n$-dimensional real (or complex) Euclidean space if for each point $t_0 \in \Omega$ there is a neighbourhood $U \subset \Omega$ such that $x(t)$ possesses an expansion in the series

$$x(t) = \sum_{t_1, \ldots, t_n \in \Omega} \left( t_1 - t_0 \right)^{t_1} \ldots \left( t_n - t_0 \right)^{t_n} a_{t_1, \ldots, t_n},$$

convergent in $U$. $a_{t_1, \ldots, t_n}$ are elements of $X$, $t = (t_1, \ldots, t_n)$, $t_0 = (t_1, \ldots, t_n)$. Obviously an analytic function of a complex variables can be considered as an analytic function of $2n$ real variables.
Proposition 1. Let $X$ be a locally bounded space with $p$-homogeneous norm $\|\cdot\|$. Let $\Omega$ be a domain of the $n$-dimensional real (or complex) Euclidean space. Let $x(t)$ be an analytic function in $\Omega$. Let $L$ be defined as in section 1 and compact, $L \subset \Omega$. Then there exists an integral $\int_L x(t) \, dt$.

Proof. Let the series

$$x(t) = \sum_{t_1, \ldots, t_n = \pm} \frac{1}{(t_1 - t_1')^4 \ldots (t_n - t_n')^4} \eta_{t_1, \ldots, t_n}$$

converge at the point $t' = (t_1', \ldots, t_n')$. Then

$$\sum_{t_1, \ldots, t_n = \pm} \|\eta_{t_1, \ldots, t_n}\| < +\infty,$$

where

$$\eta_{t_1, \ldots, t_n} = \frac{(t_1 - t_1')^4 \ldots (t_n - t_n')^4}{(t_1 - t_1')^4 \ldots (t_n - t_n')^4} \frac{1}{(t_1 - t_1')^4 \ldots (t_n - t_n')^4} \eta_{t_1, \ldots, t_n}.$$

Moreover, if $|k_i - k_i'| < \frac{1}{2} |k_i - k_i'|$, then

$$x(t) = \sum_{t_1, \ldots, t_n = \pm} f_{t_1, \ldots, t_n}(t) y_{t_1, \ldots, t_n},$$

where

$$f_{t_1, \ldots, t_n}(t) = \prod_{i=1}^n \frac{g_i(t_k - t_k')}{g_i(t_k - t_k')}$$

and

$$|f_{t_1, \ldots, t_n}| < 1.$$

Hence for each point $t$, there is a neighbourhood $U$ in which $x(t)$ can be represented in the form given in Corollary 1 and

$$|f_{t_1, \ldots, t_n}| < 1, \sum_{t_1, \ldots, t_n = \pm} \|\eta_{t_1, \ldots, t_n}\| < +\infty.$$

Corollary 1 implies that there exists an integral $\int_L x(t) \, dt$. But $L$ is compact and we can cover $L$ by a finite system of neighbourhoods $U_i$ ($i = 1, 2, \ldots, d$) satisfying the property described above. Then the integral

$$\int_L x(t) \, dt = \sum_{i=1}^d \int_{L \cap U_i} x(t) \, dt$$

exists, q. e. d.

Let $X$ be a locally bounded commutative algebra over the field of complex numbers. We will denote the unit of this algebra by $e$. A linear functional $f$ is called multiplicative-linear if $f(xy) = f(x)f(y)$. The set of all multiplicative-linear non-zero functionals is denoted by $\sigma(X)$.

The following set of complex numbers is called the spectrum of an element $x$:

$$\sigma(x) = \{f(x) : f \in \sigma(X)\}.$$

If $\lambda \in \sigma(x)$, then there exists an $(x - \lambda e)^{-1}$. A radical of the algebra $X$ (rad $X$) is the set

$$\text{rad } X = \{x \in X : x = \{0\}\}$$

(see [10], [11]).

The radical is a closed ideal as the intersection of maximal ideals. The set

$$\sigma(x_1, \ldots, x_n) = \{f(x_1), \ldots, f(x_n) : f \in \sigma(X)\}$$

is contained in the $n$-dimensional Euclidean space and is called the joint spectrum of elements $x_1, \ldots, x_n$.

The main method of investigations of Banach algebras are Riemann integrals of some analytic functions. So far the locally bounded algebras have been investigated by other methods [10], [11], [12], [13]. Proposition 1 permits us to return to the integral method. As a particular case, we will show the existence of analytic functions of many elements. It has not been known hitherto (see [14]).

Let $\mathcal{O}(x_1, \ldots, x_n)$ be an analytic function of $n$-variables determined on some domain $\mathcal{D} \supset \sigma(x_1, \ldots, x_n)$. If there is such an element $y$ that

$$f(y) = \mathcal{O}(f(x_1), \ldots, f(x_n))$$

for each $f \in \sigma(X)$, then we say that $y$ is a value of the analytic function $\mathcal{O}$ on the points $x_1, \ldots, x_n$ and we write

$$y = \mathcal{O}(x_1, \ldots, x_n).$$

The element $y$ is uniquely determined only with respect to an element of the radical. Indeed, if $r \in \text{rad } X$, then $f(y + r) = f(y)$ for $f \in \sigma(X)$ and, conversely, if $f(y) = f(y)$ for all $f \in \sigma(X)$, then $f(y - y) = 0$ and $r = y - y \in \text{rad } X$.

Theorem 2. Let $x_1, \ldots, x_n$ be elements of a locally bounded algebra $X$. Let $\mathcal{O}(x_1, \ldots, x_n)$ be an analytic function determined on domain $\mathcal{D}$ containing the spectrum $\sigma(x_1, \ldots, x_n)$. Then there exists a $\mathcal{O}(x_1, \ldots, x_n)$.

Proof. The proof is the same as for Banach algebras (Arens, Calderon [2], Wallbrock [9]). At the beginning we consider the case where $x_1, \ldots, x_n$ are generators of the algebra $X$. We show that there is a domain
of Well \( W \), i.e. a domain
\[
W = \{ \zeta = (\zeta_1, \ldots, \zeta_n) : |P_i(\zeta_1, \ldots, \zeta_n)| < 1 \; \text{for} \; i = 1, 2, \ldots, N \},
\]
where \( P_i(\zeta_1, \ldots, \zeta_n) \) are polynomials, such that \( \sigma(\zeta_1, \ldots, \zeta_n) = W \subset \Omega \).

By the Weil formula each analytic function \( f(\zeta_1, \ldots, \zeta_n) \) determined in \( W \) can be represented on \( \sigma(\zeta_1, \ldots, \zeta_n) \) by the formula
\[
f(\tau_1, \ldots, \tau_n) = \frac{1}{(2\pi i)^n} \sum_{\theta_1, \ldots, \theta_n \in \mathbb{C}} \int_{\partial W_{\theta_1, \ldots, \theta_n}} \frac{D_{\theta_1, \ldots, \theta_n} f(\zeta_1, \ldots, \zeta_n) d\zeta_1 \ldots d\zeta_n}{\prod_{i=1}^n [P_i(\tau_1, \ldots, \tau_n) - P_i(\zeta_1, \ldots, \zeta_n)]},
\]
where the summation is extended on all systems of \( 1 = i_1 < \cdots < i_n = N \)
\[
\partial W_{\theta_1, \ldots, \theta_n} = \bigcap_{i=1}^n \{ \zeta : |P_i(\zeta_1, \ldots, \zeta_n)| = 1 \}
\]
with some determined orientation, \( D_{\theta_1, \ldots, \theta_n} \) are some polynomials of \( \zeta_1, \ldots, \zeta_n \) with coefficients which are polynomials of \( \tau_1, \ldots, \tau_n \).

Let
\[
\Phi(x_1, \ldots, x_n) = \frac{1}{(2\pi i)^n} \sum_{\theta_1, \ldots, \theta_n \in \mathbb{C}} \int_{\partial W_{\theta_1, \ldots, \theta_n}} \frac{D_{\theta_1, \ldots, \theta_n} \Phi(\zeta_1, \ldots, \zeta_n) d\zeta_1 \ldots d\zeta_n}{\prod_{i=1}^n [P_i(\tau_1, \ldots, \tau_n) - P_i(\zeta_1, \ldots, \zeta_n)]}.
\]

We will prove that the integrals presented on the right side exist. We fix a choice \( \zeta_1, \ldots, \zeta_n \). We consider the integral
\[
\int_{\partial W_{\theta_1, \ldots, \theta_n}} \frac{\Phi(\zeta_1, \ldots, \zeta_n) d\zeta_1 \ldots d\zeta_n}{\prod_{i=1}^n [P_i(\tau_1, \ldots, \tau_n) - P_i(\zeta_1, \ldots, \zeta_n)]}.
\]
For each \( i \), the spectrum of the element \( P_i(x_1, \ldots, x_n) \) is a unit disc. Therefore by Żelazko's theorem [10] the series
\[
\sum_{k=0}^{\infty} \frac{|P_i(x_1, \ldots, x_n)|^k}{|P^2_i(\zeta_1, \ldots, \zeta_n)|}
\]
is absolutely convergent for all \( (\zeta_1, \ldots, \zeta_n) \in \partial W_{\theta_1, \ldots, \theta_n} \). But \( P_i \) is polynomial and \( P^2_i(\zeta_1, \ldots, \zeta_n) = 1 \) for each point \( \zeta_i = (\zeta_1, \ldots, \zeta_{i-1}, \zeta_{i+1}, \ldots, \zeta_n) \in \partial W_{\theta_1, \ldots, \theta_n} \).

Hence the expression
\[
\frac{1}{P_i(\zeta_1, \ldots, \zeta_n)}
\]
possesses an absolutely convergent expansion in the neighbourhood of \( \zeta_i \). Therefore for each \( \zeta_i \) there is such a neighbourhood \( U \) that the expression
\[
[P_i(\zeta_1, \ldots, \zeta_n) - P_i(x_1, \ldots, x_n)]^{-1}
\]
possesses an analytic expansion in \( U \). The expression
\[
\frac{D_{\theta_1, \ldots, \theta_n} \Phi(\zeta_1, \ldots, \zeta_n) d\zeta_1 \ldots d\zeta_n}{\prod_{i=1}^n [P_i(\tau_1, \ldots, \tau_n) - P_i(\zeta_1, \ldots, \zeta_n)]}
\]
is an analytic function on \( \partial W_{\theta_1, \ldots, \theta_n} \) because it is the product of functions analytic on \( \partial W_{\theta_1, \ldots, \theta_n} \).

Hence Proposition 1 implies that the integrals on the right side of formula (2) exist. Further considerations are identical to those in the case of a Banach algebra, q. e. d.

It is easy to check that

Remark. Theorem 2 can be extended to complete algebras in which a topology is given by a sequence of submultiplicative \( p \)-homogeneous pseudonorms.

For \( n = 1 \) Theorem 2 was proved by an other method by Żelazko [11, 12]. In general the assumption of analyticity cannot be replaced by the assumption of differentiability. This follows from

Proposition 2. There is a function \( x(t, s) \) determined on the square \( [0, 1] \times [0, 1] \) with values on \( L^p \) \( (0 < p < \frac{1}{2}) \) which is non-integrable and possesses both partial derivatives equal to zero.

Proof. If a function \( y(t, s) \) satisfies the Lipschitz inequality, then both partial derivatives are equal to zero. Indeed,
\[
\left\| \frac{y(t+h, s) - y(t, s)}{h} \right\| \leq \frac{h}{M^p} \to 0,
\]
\[
\left\| \frac{y(t, s+h) - y(t, s)}{h} \right\| \leq \frac{h}{M^p} \to 0.
\]

Hence it is enough to construct a non-integrable function satisfying the Lipschitz inequality.

We determine a function \( x_n(t, s) \) in the following way. We divide the square into \( n^2 \) squares dividing each side into \( n \) equal segments. We order all small squares. In the \( i \)-th small square \( 1 \leq i \leq n^2 \) we determine a function \( x_n(t, s) \) as follows:
\[
x_n(t, s) = \frac{1}{2^{i-1}} \mathbf{1}_{[a_i, b_i]}(t, s), \quad a_i = \frac{i-1}{n^2}, \quad b_i = \frac{i}{n^2} + \frac{2}{n^2} \max(|t-t_i|, |s-s_i|),
\]
where \( (t_i, s_i) \) is the centre of the \( i \)-th square.

The function \( x_n(t, s) \) satisfies the Lipschitz inequality with constant \( 1 \), i.e.
\[
|x_n(t, s) - x_n(t_i, s_i)| \leq \max(|t-t_i|, |s-s_i|).
\]
Indeed, if \((t, s)\) and \((t_k, s_k)\) are in the same \(i\)-th square, then
\[
\|\eta_n(t, s) - \eta_n(t_k, s_k)\| 
\leq \left( \frac{n}{2} \right)^{1/p} \left[ \int_{t_k}^{t} \frac{1}{2} \max(t - t_k, s - s_k) \right] 
\leq \frac{n}{2} \max(t - t_k, s - s_k);
\]
if \((t, s)\) is in the \(i\)-th square and \((t_k, s_k)\) is in the \(k\)-th square \((i \neq k)\), then
\[
\|\eta_n(t, s) - \eta_n(t_k, s_k)\| 
\leq \left( \frac{n}{2} \right)^{1/p} \left[ \int_{t_k}^{t} \frac{1}{2} \max(t - t_k, s - s_k) \right] 
\leq \frac{n}{2} \max(t - t_k, s - s_k);
\]
(by \(d_i(t, s)\) we denote the distance of the point \((t, s)\) from the boundary of the \(i\)-th square).

Each function \(\eta_n(t, s)\) is integrable. We do not prove this, because if there is a non-integrable \(\eta_n(t, s)\), then this \(\eta_n(t, s)\) satisfies the theorem.

Let \(d_i\) be a partition of the square \([0, 1] \times [0, 1]\) into \(n^2\) squares obtained by a division of the sides into \(n\) equal segments. Let \((\vec{c}_i, \vec{s}_i)\) be the centres of these squares; then
\[
S[\eta_n, d_i^8, (t_k, s_k)] = \left( \frac{1}{2} \right)^{1/p} n^{1/p - 1} \sum_{i=1}^{n^2} \eta_n(c_i, s_i).
\]

Hence if \(n \to \infty\), then \(\|S[\eta_n, d_i^8, (t_k, s_k)]\| \to \infty\).

We choose a subsequence \(n_k\) such that
\[
\|S[\eta_{n_k}, d_i^8, (t_k, s_k)]\| \geq 2^l \|S[\eta_{n_{k-1}}, d_i^8, (t_k, s_k)]\|, \quad l = 1, 2, \ldots,
\]
and \(n_k/n_{k-1}\) is an even integer. This is possible because \(\eta_n(t, s)\) is integrable. Let
\[
\eta(t, s) = \sum_{i=1}^{n^2} \frac{1}{2^{i/p}} \eta_n(c_i, s_i).
\]

The function \(\eta(t, s)\) satisfies the Lipschitz inequality. Indeed,
\[
\|\eta(t, s) - \eta(t_k, s_k)\| 
\leq \sum_{i=1}^{n^2} \left( \frac{1}{2^{i/p}} \right) \|\eta_n(c_i, s_i) - \eta_n(t_k, s_k)\| 
\leq \sum_{i=1}^{n^2} \left( \frac{1}{2^{i/p}} \right) \max(|t - t_k|, |s - s_k|).
\]

Therefore \(\eta(t, s)\) has both partial derivatives equal to zero. On the other hand,
\[
\|S[\eta_n, d_i^8, (t_k, s_k)]\| 
\geq \|S[\eta_{n_k}, d_i^8, (t_k, s_k)]\| - \|S \left( \sum_{i=1}^{n_k} \eta_n, d_i^8, (t_k, s_k) \right)\| 
\geq \|S \left( \sum_{i=1}^{n_k} \eta_n, d_i^8, (t_k, s_k) \right)\| 
\geq 4 \left( \frac{1 - k}{4^k} \right) > 2^k,
\]
as follows from (\(\ast\)) and the fact that \(\eta_n(c_i, s_i) = 0\) for \(j > k\)
\((n_k/n_{k-1})\) is an even integer.

We do not know whether it is possible to construct such an example for a function determined on a segment with values in \(\mathbb{R}^q\). Neither do we know if there exists a non-integrable function satisfying the Lipschitz inequality on a square with values in a space \(\mathbb{R}^q\), \(1/2 \leq p < 1\).

In the preceding considerations we considered the Riemann integrals of functions with values in a complete linear metric space \(X\). Now we will show why there are difficulties regarding the definition of the Lebesgue integral if \(X\) is not a locally convex space.

In a locally convex linear metric spaces we may consider the so-called Boccheri integral. It is an analogue of the Lebesgue integral.

A countable-valued function
\[
y(t) = \sum_{i=1}^{\infty} y_i \delta_{E_i}(t),
\]
where \(E_i\) are disjoint measurable sets, is called Boccheri-integrable (Hille [8], p. 79) if the series \(\sum_{i=1}^{\infty} y_i \delta_{E_i}\) is convergent. The sum of this series is called the Boccheri integral of function \(y(t)\) and denoted by \(\int y(t) dt\).

A function \(\eta(t)\) is called Boccheri-integrable if it is the limit of an almost uniformly convergent sequence of countable-valued Boccheri-integrable functions \(\eta_n(t)\) such that \(\|\eta_n(t)\| < y(t)\), where \(y(t)\) is a measurable function. Then there is a limit
\[
\lim_{n \to \infty} \int \eta_n(t) dt
\]
and we will call it the Boccheri integral of the function \(\eta(t)\) and will denote it by \(\int \eta(t) dt\).

(\(\ast\)) We say that the sequence \(\eta_n(t)\) is almost uniformly convergent to \(\eta(t)\) if for an arbitrary \(\varepsilon > 0\) and an arbitrary neighbourhood \(U\) of zero there is a set \(I\), \(|I| < \varepsilon\), such that \(\eta_n(t) \to \eta(t) \in U\) for \(t \in I\).
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The uniqueness of the Bochner integral of function \( \sigma(t) \) follows from the fact that if a sequence \( \{ \sigma_n(t) \} \) tends almost uniformly to 0 and \( |\sigma_n(t)| < g(t) \), where \( g(t) \) is an integrable function, then
\[
\lim_{n \to \infty} \int_a^b \sigma_n(t) \, dt = 0.
\]

If the space \( X \) is not locally convex, then this is not true, as is shown by the following trivial proposition.

**Proposition 3.** If the linear metric space \( X \) is not locally convex, then there is a sequence of finite-valued functions \( \sigma_n(t) \) uniformly tending to 0 such that the sequence \( \int_a^b \sigma_n(t) \, dt \) is not convergent to 0.

Let \( \sigma_n(t) \) tend almost uniformly to 0. Suppose that there is a limit
\[
\lim_{n \to \infty} \int_a^b \sigma_n(t) \, dt = y.
\]

If \( f \) is a linear continuous functional, then
\[
\lim_{n \to \infty} f(\sigma_n(t)) \, dt = f(y).
\]

But \( |f(\sigma_n(t))| < g(y)||f|| \), and \( f(\sigma_n(t)) \) tends to 0 almost uniformly. Therefore \( f(y) = 0 \). If the space \( X \) is a total family of functionals, then \( y = 0 \).

If there are no linear functionals on \( X \), then the situation may be different. For example, let \( X = L^p[0,1] \), \( 0 < p < 1 \). Let
\[
\sigma_n(t) = \begin{cases} \frac{k-1}{n} & \text{if } \frac{k-1}{n} \leq t < \frac{k}{n}, \quad k = 1, 2, \ldots, n. \\
0 & \text{otherwise.}
\end{cases}
\]

For each \( t \), \( |\sigma_n(t)| = n^{2-p} \); hence \( \sigma_n(t) \) tends uniformly to 0. On the other hand,
\[
\int_a^b \sigma_n(t) \, dt = \frac{1}{n} \sum_{k=1}^n n^{2-p} \frac{k-1}{n} = X_{k-1}.
\]
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