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The fundamental theorem of the theory of normed algebras is the Gelfand–Mazur theorem (see [8] and [11]). Gelfand’s proof of that theorem is based upon an abstract theory of analytic functions. The original proof of Mazur, which has not been published so far, was based upon certain properties of harmonic functions. The existence of linear functionals is essential for that proof. There are also some other proofs of the theorem in question (see [19] and [9]), based upon some inequalities in which the homogeneity of the norm plays an important role. Some generalizations have also been given. Arens [2] proves an analogous theorem for the locally convex topological algebras in which the operation of taking inverse is continuous. Michael [14] proves a theorem for locally convex $m$-convex topological algebras. The problem of generalization of the Gelfand–Mazur theorem for the locally bounded topological algebras was suggested to me by A. Pełczyński, whose theorem, Theorem 1 of this paper, is the starting point for the theory developed below.

This paper consists of two parts. The first part is devoted to the theory of the locally bounded topological algebras. It will be seen that a greater part of Gelfand’s theory [8] is also valid for the locally bounded complete metric commutative algebras. Hence in the theory of normed algebras the property of local boundedness is much more essential than the property of local convexity. The second part consists of some results concerning $m$-convex topological algebras. We point out some connections between locally bounded topological algebras and $m$-convex topological algebras. The Gelfand–Mazur theorem for $m$-convex topological algebras is obtained as a corollary to a representation theorem for those algebras. We also prove a theorem on the multiplicative linear functionals and give an example of a $B_0$-algebra which is not $m$-convex (cf. the definition given below).

Definitions and notation. A set $R$ of elements $x, y, \ldots$ is called a topological algebra if

1. $R$ is an algebra over the real or complex numbers,
2. $R$ is a linear topological space,
3. the multiplication $xy$ is continuous in each argument separately.
Since every topological algebra can be imbedded into an algebra with the unit element, we assume also that

(1) there exists in $R$ such an element $e$ that $e x = x e = x$ for every $x \in R$.

The last assumption is not only a formality. We shall see later on (§ 1) that there exists a metric algebra with a submultiplicative metric function (see below) which cannot be topologically imbedded into a topological algebra with the unit element.

If $q$ designates any class of topological linear spaces, then a topological algebra $R$ is called a $q$-algebra, if $R$, considered as a linear space, is a member of the class $q$. As $q$ we shall consider the following classes.

The class of:

- $E$-spaces, i.e. the complete normed spaces, or the Banach spaces,
- $E'$-spaces (1), i.e. the normed spaces not necessarily complete,
- $B$-spaces, i.e. the locally convex metrisable complete topological linear spaces,
- $B'$-spaces, i.e. the locally convex metrisable topological linear spaces,
- $F$-spaces, i.e. the metrisable complete topological linear spaces in which a topology may be introduced by a metric function $\varrho(x, y)$ satisfying $\varrho(x - x, y - y) = \varrho(x, y)$ (1) for arbitrary elements $x, y, z$.
- $F'$-spaces, i.e. the spaces defined as $F$-spaces, but without assuming completeness.

It is known that every topological linear metrisable space is an $F$-space or an $F'$-space. We shall also consider the class of locally convex topological algebras and the class of locally bounded topological algebras.

The metric functions $\varrho$ and $\varrho'$ defined on a linear metric space are called equivalent if they generate the same topology.

The metric function $\varrho$ of a metric algebra $R$ is called submultiplicative if

$$\varrho(\alpha x, 0) \leq \varrho(x, 0) \varrho(y, 0) \quad \text{for} \quad x, y \in R.$$

(1) An asterisk means that completeness is not assumed.

(1) Setting $|x| = \varrho(x, 0)$ we get the so-called $F$-norm, i.e. the non-negative function satisfying the following conditions:

(a) $|x| = 0$ if and only if $x = 0$,
(b) $|x| = |-x|$,
(c) $|x + y| \leq |x| + |y|$,
(d) if $(x_n)$ is a sequence of elements tending to 0, then for every element $a$ $\lim |a x_n| = 0$,
(e) if $\lim |a_n| = 0$, then $\lim |a_n x| = 0$ for every scalar $a$ (see [4], pp. 35, 37).

An $F$-algebra $R$ is called a $p$-normed algebra if there exists in $R$ an equivalent submultiplicative and $p$-homogeneous norm, i.e. if there exists on $R$ a function $\|x\|$ such that

$1^o$ $R$ is an $F'$-space with the metric $\varrho(x, y) = \|x - y\|$, and $\varrho$ is equivalent to the original metric in $R$,

$2^o$ $|\varrho(x)| \leq \|x\| |\varrho(y)|$ for every $x, y \in R$,

$3^o$ $|\varrho(x)| = |\alpha|^p |\varrho(x)|$ for every $x \in R$ and every scalar $\alpha$. It can be proved that $0 < p \leq 1$. If $p = 1$, then a $p$-normed algebra is a $B$-algebra.

A topological algebra $R$ is called $m$-convex if:

$1^o$ the topology in $R$ is introduced by means of a family $q_0, \ldots, q_T$, of submultiplicative pseudometrics; the basis of neighbourhoods of an arbitrary element $x \in R$ is given by the family

$$V(x; \epsilon; t_1, \ldots, t_k) = \{y \in R: q_i(x, y) < \epsilon, i = 1, 2, \ldots, k\},$$

where $\epsilon > 0$, and $t_1, \ldots, t_k$ is an arbitrary finite subset of $T$;

$2^o$ the addition and scalar multiplication is continuous with respect to each pseudometric $q_i$;

$3^o$ for each pseudometric $q_i$ there is a pair of elements $x, y \in R$ such that $q_i(x, y) = 0$.

The $m$-convex algebras are a generalization of locally convex $m$-convex topological algebras introduced by Michael [14].

The radical $\text{rad} R$ of a topological algebra $R$ is the set of such elements $x \in R$ that for every $y \in R$ there exists an inverse $(e + xy)^{-1} r$.

PART I. LOCALLY BOUNDED TOPOLOGICAL ALGEBRAS

§ 1. Some theorems on the existence of $p$-norms on locally bounded topological algebras

Theorem 1 (?). Let $R$ be a complete metric algebra. The following statements are then equivalent:

(a) there exists in $R$ an equivalent metric which is submultiplicative;
(b) $R$ is a locally bounded algebra;
(c) $R$ is a $p$-normed algebra.

Proof. Let $\varrho$ be a metric function defined in $R$ such that

$$\varrho(\alpha x, 0) \leq \varrho(x, 0) \varrho(y, 0).$$

We shall show that the unit ball

$$K = \{x: \varrho(x, 0) < 1\}$$

is a bounded set. Indeed, let $(a_n)$ be an arbitrary sequence of scalars tending to zero, and $a_n \in K$. We have to show that the sequence $(a_n a_n)$ also

(?) This theorem is due to A. Pelczynski.
would not hold. It is to be shown that \[ |y_n y_n - x_n y_n| \to 0. \] We have
\[ |y_n y_n - x_n y_n| \leq |y_n (y_n - y_n)| + |x_n y_n - y_n y_n|, \]
and hence it is sufficient to prove that the first term of the right-hand member of this inequality tends to zero as \( n \to \infty \). We have
\[ |y_n y_n - x_n y_n| \leq |(x_n - x_n) (y_n - y_n)| + |x_n y_n - y_n y_n|, \]
and since the norm \( \|x - y\| \) is equivalent to the metric \( d(x, y) \), it follows in virtue of (13) that
\[ d((x_n - x_n) (y_n - y_n), 0) \leq M d(y_n - y_n, 0) \to 0. \]

Consequently the first term of the right-hand member of (14) tends to zero; likewise, it can be seen that so does the second term, and thus \((x_n y_n)\) is a Cauchy sequence in the metric \( \|x - y\| \), q. e. d.

**Theorem 3.** If \( R \) is a locally bounded metric algebra, then it may be algebraically imbedded into a p-normed algebra \( R \).

**Proof.** Let \( \|x\| \) be a p-homogeneous norm which gives the topology in \( R \). The norm \( \|x\| \) defined by (1.1) is a submultiplicative norm. The completion \( \tilde{R} \) of \( R \) in the norm \( \|x\| \) is the desired p-normed algebra, q. e. d.

**Remark.** If \( R \) is not complete, then the norm \( \|x\| \) is not necessarily equivalent to \( \|x\| \). And here is an example of a \( B \)-algebra for which there exists no equivalent submultiplicative norm: Let \( R \) be the space of two-sided complex sequences \((a_n)\), \( n = \pm 1, \pm 2, \ldots \), such that \( \sum_{n=-\infty}^{\infty} |a_n|^p < \infty \), provided with the norm \( \|(a_n)\| = \left( \sum_{n=-\infty}^{\infty} |a_n|^p \right)^{1/p} \), where the operation of multiplication is defined as convolution. If there existed an equivalent submultiplicative norm, then, by theorem 2, the completion \( \tilde{R} \) of \( R \), which is \( \ell_p \), would be a \( B \)-algebra with the convolution as multiplication, which is known to be impossible (see e. g. [23]).

The continuity of multiplication in \( R \) follows from the well-known inequality
\[ \|(a_n)\| \leq \left( \sum_{n=-\infty}^{\infty} |a_n|^p \right)^{1/p}, \quad \text{where} \quad c_n = \sum_{k=-\infty}^{\infty} a_k b_{n-k}. \]

§ 2. Examples of p-normed algebras

2.1. The algebra \( \ell_p \), \( 0 < p \leq 1 \), of all complex two-sided sequences \( a = (a_n) \) for which
\[ |a| = \sum_{n} |a_n|^p < \infty \]
with the multiplication defined as convolution.
2.2. The algebra \( W_p \), \( 0 < p \leq 1 \), of all holomorphic functions defined in the unit circle, \( f(z) = \sum_{n=0}^{\infty} a_n z^n \), for which
\[
|f| = \sum_{n=0}^{\infty} |a_n| |z|^n < \infty
\]
with the ordinary multiplication.

2.3. The algebra \( \mathbb{C}^{\infty} \), \( 0 < p \leq 1 \), of all complex two-sided sequences \( x = (a_n) \) such that
\[
|\|x\|_p = \sum_{n=-\infty}^{\infty} a_n |x_n|^p < \infty,
\]
where \( (a_n) \) is a given sequence of positive reals such that \( a_n \leq a_{n+1} \), \( a_n = 1 \). The multiplication is defined as convolution.

2.4. The algebra \( W_{p,\infty} \), \( 0 < p \leq 1 \), of all holomorphic functions \( f(z) = \sum_{n=0}^{\infty} a_n z^n \) such that
\[
|\|f\|_p = \sum_{n=0}^{\infty} a_n |x_n|^p < \infty,
\]
where \( (a_n) \) is as in 2.3. The multiplication is the ordinary multiplication of holomorphic functions.

2.5. \( L_p \)-products of \( q \)-normed algebras. If \( R \) is a \( q \)-normed algebra, then the set \( R_p \) of all two-sided sequences \( x = (a_n) \), where \( a_n \in R \), such that
\[
|\|x\|_q = \sum_{n=-\infty}^{\infty} |a_n| |x_n|^q < \infty
\]
is a \( pq \)-normed algebra if multiplication is defined as convolution.

2.6. A Cartesian product of a finite number of \( p \)-normed algebras is also an algebra of this type.

2.7. The product of the complex plane and a space \( L_p(0,1) \), where \( 0 < p \leq 1 \), is a \( p \)-normed algebra if we put
\[
|\|(a,f(x))\|_p = |a|^p + \int_0^1 |f(x)|^p dx,
\]
\[
(a,f(x))(\beta,g(x)) = (a\beta, ag(x) + \beta f(x)).
\]

§ 3. The spectral norm and the fundamental theorem

on \( p \)-normed complex fields

In this section we assume \( R \) to be a commutative \( p \)-normed algebra over the complex scalars.

Lemma 1. If \( x \in R \), then either \( |x|^n \to 0 \), or for each \( n = 1,2,\ldots \)
\( |x|^n \geq 1 \).

Proof. We shall show that if there exists a natural number \( n_0 \) such that \( |x^{n_0}| < 1 \), then \( |x|^n \to 0 \); it follows then that \( |x|^n \to 0 \) as \( k \to \infty \). We put \( M = \max |x| \), and for an \( \epsilon > 0 \) we choose such a \( K \) that, for \( k \geq K \), \( |x^k| < \epsilon / M \). Setting \( N = n_0 K \) we find that, for \( n \geq N \), \( n = n_0 k + m \), where \( k \geq K \) and \( m < n_0 \) and,
\[
|x|_p = |x|^{n_0 k + m} = |x|^{n_0 k}|x|^m \leq \frac{\epsilon}{M} \cdot M = \epsilon, \quad q. e. d.
\]

Definition 1. The real function \( |x|_p \) defined on a \( p \)-normed algebra \( R \) by
\[
|\|x\|_p = (\sup |x|: \lim |x|^n = 0) \}

will be called the spectral norm of \( R \).

To justify this terminology we shall observe later on that
\[
|\|x\|_p = \lim_{n} |\|x^n\|_p|,
\]
and in the case where \( R \) is a \( B \)-algebra this definition coincides with the usual definition of spectral norm for \( B \)-algebras.

Theorem 4. The spectral norm \( |x|_p \) has the following important properties:

(S1) \( |x|_p \geq 0 \), and \( |x|_p = 0 \) if and only if \( |x|_p \) is \( 0 \), or if there exists an \( n_0 \) such that \( |x|^n_0 < 1 \),
(S2) \( |x + y|_p \leq |x|_p + |y|_p \),
(S3) \( |xy|_p \leq |x|_p |y|_p \),
(S4) \( |x^a|_p = |a|^p |x|_p \), where \( a \) is an arbitrary complex number,
(S5) \( |x|_p = |x|^n_0 \), for \( n = 1,2,\ldots \),
(S6) \( |x|_p \leq |x| \),
(S7) \( |x|_p \) is continuous in the original norm \( |x| \),
(S8) if \( x \in R \), then \( |x|_p \neq 0 \).

Proof. The properties (S1), (S4), (S5), (S6) are obvious. We are going to prove the remaining ones.

(*) If the supremum equals \( \infty \), we put \( |x|_p = 0 \).
Ad (S2). In virtue of (S4), \( \|x\|_p \) is \( p \)-homogeneous and it is sufficient to show that if \( \|x\|_p + \|y\|_p < 1 \), then \( \|x + y\|_p < 1 \). Let \( \|x\|_p = \alpha \) and \( \|y\|_p = \beta \). We have \( \alpha + \beta < 1 \). We then choose \( \alpha, \beta \) such that \( \alpha > 0 \), \( \beta > 0 \), and \( \alpha + \beta < 1 \) and we put \( x = \alpha^p x, y = \beta^p y \). The \( x, y \) thus defined have their spectral norms less than 1:

\[
\|x\|_p < 1, \quad \|y\|_p < 1.
\]

By virtue of (S1) we have only to find an \( N \) such that

\[
\|(x + y)^N\| < 1.
\]

For this purpose we observe that

\[
\|(x + y)^n\| = \left\| \left( a_1^{p_1} + b_1^{p_1} y_1^{p_1} \right)^n \right\| = \left\| \sum_{k=0}^n \binom{n}{k} a_1^{k} b_1^{n-k} y_1^{k n^{p_1}} \right\|
\]

\[
\leq \sum_{k=0}^n \binom{n}{k} a_1^{k} b_1^{n-k} y_1^{k n^{p_1}}.
\]

Since it follows from (S1) that \( \|x^n\| \to 0 \), and \( \|y^n\| \to 0 \), we have

\[ A = \max \|x^n\| < \infty \]

and 

\[ B = \max \|y^n\| < \infty, \]

and can therefore choose an \( m_0 \) and an \( n_0 \) such that

\[
\|x^n\| < \frac{1}{B} \quad \text{for} \quad n > m_0,
\]

\[
\|y^n\| < \frac{1}{A} \quad \text{for} \quad n > n_0.
\]

It can easily be verified that, for \( N = m_0 + n_0 \),

\[
\left\| (x^n y^n)^N \right\| < 1 \quad \text{for} \quad k = 0, 1, 2, \ldots, N.
\]

Consequently, since, for \( 0 < p < \infty \), \( \|x^n\|^{p} > \|y^n\|^{p} \)

it follows that

\[
\|(x + y)^N\| \leq \sum_{k=0}^n \binom{n}{k} a_1^{k} b_1^{n-k} y_1^{k n^{p_1}} < 1.
\]

Ad (S3). Because of the \( p \)-homogeneity of \( \|x\|_p \), it is sufficient to show that

\[
\text{if} \quad \|x\|_p < 1 \quad \text{and} \quad \|y\|_p < 1, \quad \text{then} \quad \|xy\|_p < 1.
\]

This, in turn, follows immediately from (S1) and the fact that \( |x^n| \to 0 \) and \( |y^n| \to 0 \) imply \( |xy|^n \to 0 \).

Ad (S7). This immediately follows from (S6) and (S3).

Ad (S8). If \( \|x\|_p = 0 \) and \( x \) had an inverse in \( R \), then

\[
\|x\|_p = \|xy\|_p = 0
\]

and in virtue of (S1) we should have \( \|x^n\| \to 0 \), which is a contradiction, q. e. d.

The theorem that follows states that the definition of the spectral norm \( \|x\|_p \) coincides with the ordinary definition in the case where \( R \) is a \( B \)-algebra.

**THEOREM 5.** For every \( x \in R \) the limit \( \lim_{n \to \infty} \|x^n\| \) exists and it is equal to the spectral norm

\[
\|x\|_p = \lim_{n \to \infty} \|x^n\|.
\]

**Proof.** Let

\[
|x|_p = \lim_{n \to \infty} \|x^n\|.
\]

It is evident then that \( |x|_p < |x| \) and \( \|x^n\| = |a|^n |x|_p \). We shall show that \( |x|_p > |x|_p \). Indeed, if \( \|x\|_p < |x|_p \), then there can be found an \( n \) such that \( |a| |x|_p^n < 1 < \|x|_p^n \). Hence, by (S1), \( |(a|n|)\| \to 0 \), and for sufficiently large \( n \),\( |(a|n|)\| < 1 \), and consequently \( |a|_p^n < 1 \), which is a contradiction.

We now define

\[
|x|_p = \lim_{n \to \infty} \|x^n\|.
\]

To complete the proof we have only to show that \( \|x\|_p < |x|_p \) or, in virtue of the \( p \)-homogeneity of \( \|x\|_p \) and \( |x|_p \), it will be sufficient to show that if \( |x|_p < 1 \), then \( \|x\|_p < 1 \). But if \( |x|_p < 1 \), then there exists an \( n_0 \), such that \( \|x^n\| < 1 \). Hence, by (S1), \( |x|_p < 1 \), q. e. d.

Now we pass to the proof of the theorem on \( p \)-normed fields.

**LEMMA 2.** The set \( V \) of all elements invertible in \( R \) is an open set.

**THEOREM 3.** The operation of taking the inverse is continuous on \( V \).

The proofs are the same as in [8] (Hilfssätze 1 und 2, see also [17]).

**LEMMA 4.** If \( R \) is a field and \( R_0 \) is a complete subalgebra of \( R \), then \( R_0 \) is also a field.

**Proof.** Let \( x \in R_0 \), \( x \neq 0 \). We shall show that \( x^{n+1} R_0 \). Observe that if \( \|x - a\|_p \to 0 \), and \( x^{n+1} R_0 \) for \( n = 1, 2, \ldots \), then \( x_{n+1} e R_0 \). Indeed, by lemma 3, \( x_{n+1} \) tends to \( x_{n+1} \) in the norm \( \|x\|_p \), whence by the completeness of \( R_0 \), \( x_{n+1} R_0 \).

If \( x = \alpha \), where \( \alpha \) is a scalar \( \neq 0 \), then obviously \( x^{n+1} R_0 \). Assume now that \( x \) is not of the form \( x = \alpha \). Hence, for every complex number \( \lambda \),
(3z - e)^{-1} exists and \((3z - e)^{-1} + R\). By lemma 3, the function \(\phi(z) = (3z - e)^{-1}\) is a continuous mapping of the complex plane into \(R\). If we put

\[ A = \{ z : (3z - e)^{-1} + R \}, \]

then \(A\) is a closed subset of the complex plane. On the other hand, by lemma 2 and the continuity of \(\phi(z)\) it is an open set. It is non-void for \(0 \in A\), and hence it is the whole complex plane. We have now

\[ (3z - e)^{-1} + R = \sum_{n=1}^{\infty} \frac{1}{n} (3z - e)^{-n} R_n, \]

and since \(z - \frac{1}{n} \to z \to z \in R\), which completes the proof, q. e. d.

**Lemma 5.** If \(R\) is a field, then for every complex \(a \neq 0\), for every \(z > 0\), and for every \(z \in R\), which is not of the form \(z = 3z\), there exists a polynomial \(W(z)\) with complex coefficients such that

\[ ||(3z - e)^{-1} + R|| < \epsilon. \]

**Proof.** Consider the subalgebra \(R(a)\) generated by the element \(z\). Namely \(R(a)\) is the completion in the norm \(||z||\) of the algebra of all polynomials in \(z\) with complex coefficients. By lemma 4, \(R(a)\) is a field, whence \((3z - e)^{-1} + R\). Then there exists a sequence of polynomials \(W_n(z)\) such that \(W_n(a)\) tends to \(0^{-1} - 1\) in the norm \(||z||\). Hence, by lemma 3, the sequence \((e + zW_n(a))^{-1}\) tends to \(ae\) in the norm \(||z||\), and (3.1) holds for sufficiently large \(n\). That \(e + zW_n(a)\) has an inverse can be deduced from the fact that \(z \neq 3z\) and that there are no divisors of zero in \(R(a)\), q. e. d.

**Theorem 6.** If \(R\) is a field, then it is isomorphic and homeomorphic to the field of complex numbers.

**Proof.** Let \(z \in R\). It is to be shown that \(z = ae\) for a complex \(a\). We then assume that \(z \neq ae\) for every complex \(a\), and we get a contradiction.

We set

\[ f(a) = ||(3z - e)^{-1} + R||, \]

which is a positive and continuous function defined for every complex \(a\). Moreover, \(f(a)\) can be written in the form

\[ f(a) = |a|^{-p} \left| \left( \frac{3z - e}{a} \right)^{-1} + R \right|. \]

Hence, by lemma 3, and (86) we have \(\lim_{|a| \to 0} f(a) = 0\). Consequently there exists an \(a_0\) such that \(f(a_0) > f(a)\) for every complex \(a\). Setting

\[ y = (3z - e)^{-1} [f(a_0)]^{-1/2p}, \]

we have

\[ ||y||_a = 1, \]

and

\[ ||(3z - e)^{-1} + R||_a \leq 1 \text{ for every complex } a. \]

We are going to show that there exists such \(a_0\) that \(||y||_a < 1\), which, by (85) and (3.2), would be a contradiction completing the proof.

Let \(V_n(z)\) be an arbitrary polynomial of the form

\[ V_n(z) = z^n + a_1z^{n-1} + \ldots + a_n. \]

In virtue of the fundamental theorem of algebra, we have

\[ V_n(z) = (y^{-1} - \beta_1 z) \ldots (y^{-1} - \beta_n z); \]

thus it follows from (3.3) that

\[ ||V_n(y^{-1})||_a \leq ||y^{-1} - \beta_1 z||_a \ldots ||y^{-1} - \beta_n z||_a < 1. \]

On the other hand,

\[ V_n(y^{-1}) = y^n + yW_n(y); \]

where

\[ W_n(y) = a_1 + a_2 y + \ldots + a_n y^{n-1}. \]

For a given \(z > 0\) and an arbitrary \(a\), we can now choose a polynomial \(V_n(y)\) such that for \(W_n(y)\) defined by (3.6) the relation (3.1) holds.

Setting

\[ z = ae - (e + yW_n(y))^{-1}, \]

we have

\[ ||z||_a \leq ||e||_a < \epsilon, \]

and it follows from (3.4) and (3.1) that

\[ ||y||_{a_0} < \epsilon. \]

Consequently

\[ 1 \geq ||y^n - y^{n+1}||_a \geq ||y^{n+1}||_{a_0} - ||y^n||_{a_0} \geq \epsilon, \]

Hence

\[ ||y^n||_{a_0} \leq \frac{1}{\epsilon}. \]

and by a suitable choice of \(a\) and \(\epsilon\), we can make \(||y||_{a_0} < 1\), which is the announced contradiction.

Some generalizations of theorem 6 will be given in § 5.
§ 4. The Gelfand theory for the commutative $p$-normed algebras

In this section also it is assumed that $K$ is a commutative complex $p$-normed algebra.

**Theorem 7.** Every ideal of the algebra $R$ is contained in a maximal ideal. Every maximal ideal $M$ of the algebra $R$ is a closed set, and for each maximal ideal there exists a multiplicative linear functional $f_M$ such that $M = \{ x \in R : f_M(x) = 0 \}$.

**Corollary 7a.** There exists in $R$ at least one non-zero multiplicative linear functional.

**Corollary 7b.** Every multiplicative linear functional defined on $R$ is continuous.

**Corollary 7c.** If, for every multiplicative linear functional $f, f(x) \neq 0$, then $x$ is an invertible element of $R$.

**Theorem 8.** Let $\mathcal{M}$ be the bicomplete space of all maximal ideals of $E$. Then there exists an algebraic homomorphism $h$ of $R$ into the algebra $C(\mathcal{M})$ of all continuous functions on the space $\mathcal{M}$, given by the formula

$$
h(x) = \varphi_x(M) = f_M(x),
$$

where $x \in R$, $\varphi_x \in C(\mathcal{M})$, $M \in \mathcal{M}$. Moreover, $\max \{ |\varphi_x(M)| : M \in \mathcal{M} \} \leq |\varphi|$, and $|\varphi_x(M)| = 1$.

The kernel of the homomorphism $h$ is the radical of $R$.

**Corollary 8a.** If the algebra $R$ is semisimple, then $h$ is an algebraic isomorphism.

The proofs are the same as in [8]; indeed, they are based upon the Gelfand-Mazur theorem and some lemmas of the same kind as in the previous section.

Now we pass to the properties of the radical of $R$.

**Theorem 9.** If $x \in R$, then

$$
\max_{M \in \mathcal{M}} |f(x)|^p \leq |\varphi|^p,
$$

where $\mathcal{M}$ is the set of all multiplicative linear functionals in $R$.

**Proof.** If there existed $f \in \mathcal{M}$, and $x \in R$ such that $f(x) = 1$, and $|\varphi|^p < 1$, then $x^n$ would tend to zero as $n \to \infty$, and $f(x^n) = 1$, which contradicts corollary 7b, q. e. d.

**Theorem 10.** If $x \in R$, and $|\varphi| = 0$, then $x \in \text{rad } R$.

**Proof.** Let $x \in R$ be such an element that $|\varphi| = 0$. By (4.1), $f(x) = 0$ for every $f \in \mathcal{M}$. On the other hand, for every $f \in \mathcal{M}$ and every $x \in R$, $(e + xz) = 1$ when $z \in \mathcal{M}$, whence, by corollary 7c, we have $(e + xz)^{-1} \in R$, i.e. $x \in \text{rad } R$, q. e. d.

---

*The topology in $\mathcal{M}$ is introduced in the same way as in [8].

---

**Remark.** If $R$ is a $p$-algebra, then $|\varphi|^p = 0$ is also a necessary condition for $x \in \text{rad } R$. For the $p$-normed algebras this is an open problem. We shall pose the following

**Problem 1.** Is it true that, for a commutative $p$-normed algebra $R$,

$$
\text{rad } R = \{ x \in R : |\varphi|^p = 0 \}?
$$

---

§ 5. Locally bounded division algebras

**Theorem 11.** Any locally bounded complex division algebra $R$ is isomorphic and homeomorphic with the field of complex numbers.

**Proof.** Let $x \in R$. It is to be shown that $x = \alpha z$ for any complex $\alpha$. Suppose that this does not hold. Hence every non-zero polynomial in $z$ is invertible in $R$. By theorem 3, the locally bounded field of all rational functions of the element $z$ may be imbedded in a $p$-normed commutative algebra $R_1$. By corollary 7a there exists on $R_1$ at least one non-zero multiplicative linear functional $f$. Consequently there exists a non-zero multiplicative linear functional on the algebra of all rational functions of $z$, which is impossible. We thus get a contradiction of the assumption that $x \neq \alpha z$, q. e. d.

**Theorem 12.** (A generalization of the first theorem of Mazur [11]).

If $R$ is a locally bounded topological algebra, then $R$ is either the field of reals, or the field of complex numbers, or the division algebra of the real quaternions.

**Proof.** Here we may apply without any changes the proof given by Arens ([2], theorem 2). Indeed, in that proof local convexity is essential only in the complex case. On its basis, the real case is treated in a purely algebraic way.

**Theorem 13.** (A generalization of a theorem of Edwards [7]). If $R$ is any $F^n$-algebra with the submultiplicative norm $|\varphi|$ such that

$$
|z^{1/n}| = |\varphi|^{-1}
$$

for every $z$ invertible in $R$, then $R$ is either the field of reals, or the field of complex numbers, or the division algebra of the real quaternions.

**Proof.** By the same method as in [7] it may be shown that $R$ is a division algebra. It remains only to apply theorems 2 and 12.

**Theorem 14.** (A generalization of the second theorem of Mazur [11]; see also Aurora [3] and Ostrowski [16]). If $R$ is an $F^n$-algebra whose norm satisfies

$$
|x\varphi| = |\varphi||\varphi|
$$

(1) The answer is positive. The proof will be published in the paper [24] (added in proof).
for every \( x, y \in R \), then the conclusion of the previous theorem holds also for \( R \).

This is the well-known (see [3]) corollary to theorem 13.

Later it will be shown that every \( m \)-convex topological division algebra satisfies the conclusion of Mazur's theorem.

On the other hand, there exist some classes of topological algebras for which the problem is open. For the sake of brevity we shall say that a class of topological algebras possess the property M if every division algebra of that class satisfies the conclusion of the Mazur theorem.

The following problems arise:

**Problem 2.** Does the class of \( B_k \)-algebras possess the property M? (*1*)

The problem is solved by Arena in the case of separable algebras [1].

**Problem 3.** Does the class of \( R_k \)-algebras possess the property M? (*1*)

Of course, the answer is unknown in the case of non-\( m \)-convex \( R_k \)-algebras or \( R_k \)-algebras.

**Problem 4.** Does the class of locally convex topological algebras possess the property M?

The algebra \( E \) of all rational functions of the real variable is an \( F^* \)-field if we put

\[
|e|^2 = \int_{1} |e(t)| dt \quad \text{for} \quad e \in E.
\]

Hence the answer to an analogous question for \( F^* \)-algebras is negative. The following problem is open:

**Problem 5.** Does the class of \( F \)-algebras possess the property M?


The Wiener theorem for the class \( \mathcal{L}_p \), \( 0 < p < 1 \)

**Theorem 15.** Every multiplicative linear functional \( f \) defined on \( W_p^{(\omega)} \) (see example 2A) is of the form

\[
f(x) = \sum_{n=0}^{\infty} a_n q^n,
\]

where \( x = \sum_{n=0}^{\infty} a_n e_{p,\omega} \), and \( \|x\| \leq \tau, \quad r = \lim_{n} \sqrt[n]{a_n} \).

\( (*) \) The answer is negative. The proof will appear in [25] (added in proof).

\( (**1) \) The answer is positive. The proof will appear in [25] (added in proof).

\( (*) \) The answer is negative. A counterexample, constructed by Williamson was published in [20]. This is also, of course, a negative answer to the problem (added in proof).
Topological algebras

(a) if \( x, y \in I_t \), then \( x + y \in I_t \);
(b) if \( x \in I_t, y \in R_t \), then \( xy \in I_t \), and \( yx \in I_t \);
(c) \( I_t \neq R_t \);
(d) \( I_t \) is a closed subset of \( R_t \).

From the continuity of addition it follows that for given \( \varepsilon > 0 \) there exists a \( \delta > 0 \) such that if \( \gamma_t(x, 0) < \delta \), \( \gamma_t(0, 0) < \delta \), then \( \gamma_t(x+y, 0) < \varepsilon \). It follows, that, for every \( \varepsilon > 0 \), \( \gamma_t(x+y, 0) < \varepsilon \), whence \( x+y \in R_t \).

(b) If \( x \in I_t \), then for every \( y \in \Omega \), \( \gamma_t(xy, 0) \leq \gamma_t(x, 0) \gamma_t(y, 0) = 0 \), whence \( xy \in I_t \). Similarly \( yx \in I_t \).

(c) If \( x \in I_t \), then, for every \( x \in R_t \), \( \gamma_t(x, 0) \leq \gamma_t(x, 0) \gamma_t(0, 0) = 0 \), and \( \gamma_t(x, 0) \leq \gamma_t(0, 0) + \gamma_t(y, 0) = 0 \) for every \( x \), \( y \in R_t \), which contradicts the definition of an \( m \)-convex algebra.

(d) \( I_t \) is closed in \( R_t \) because the function \( \gamma_t(x, 0) \) is continuous as a function of \( x \), \( q.e.d. \).

Definition 2. Let \( R_t \) be an \( m \)-convex topological algebra. We define \( R_t = R/I_t \), \( R_t \) is a metric algebra with the distance function \( \gamma_t \). From theorem 2, and 21 follows

Corollary 20a. The algebra \( R_t \) is locally bounded, and there exists an equivalent \( p \)-homogeneous norm \( \| \cdot \|_t \).

In the sequel we assume that the topologies in \( m \)-convex algebras are given by such families.

We have thus obtained the following

Theorem 21. The topological algebra \( R_t \) is \( m \)-convex if and only if it is isomorphic and homomorphic with the subdirect product of topological algebras dense in \( p \)-normed algebras.

Theorem 22. The family of \( m \)-convex algebras possesses the property \( M \).

Proof. Let \( R_t \) be an \( m \)-convex division algebra. Let \( t \). The pseudonorm \( \| \cdot \|_t \) is a norm in \( R_t \); otherwise there would exist a non-zero ideal. The conclusion follows from observing that \( R_t \) provided with the norm \( \| \cdot \|_t \) satisfies the assumptions of theorem 12, q.e.d.

§ 8. Multiplicative linear functionals in \( m \)-convex topological algebras

As was shown before, the \( m \)-convex topological algebras are subdirect products of some algebras \( R_t \). The following theorem holds for the subdirect product of any family of topological algebras \( R_t \), \( t \). for such algebras of Cartesian product \( \otimes R_t \), that, for every \( t \in T \) and every
there exists such an $x \in R$, that $x_0 = x_0$ (by $A_0$ we denote the projection of the set $A \subseteq R$ on the axis $R_0$; thus $x_0$ is the projection of element $x$ on $R_0$).

Definition 3. If $f$ is a multiplicative linear functional defined on the subdirect product $R$ of algebras $R_i$, $i \in T$, then it is called an axial functional if there exist such a $t \in T$ and such a multiplicative linear functional $f_t$ defined on $R_t$ that

$$f(x) = f_t(x_{t_0})$$

for every $x \in R$.

It is known that if $R$ is the Cartesian product of the algebras $R_i$, and if the power of the set $T$ is less than the first aleph of measure different from zero, then every multiplicative linear functional defined on $R$ is of the form (9.1), (see [3]). For the subdirect products we prove

**Theorem 23.** If $R$ is the subdirect product of the family $R_i$, $i \in T$, of topological algebras, then every continuous multiplicative linear functional defined on $R$ is of the form (9.1).

**Proof.** Put $M_f = \{x \in R : f(x) = 0\}$, where $f$ is a multiplicative linear functional defined on $R$. Let $t \in T$; then, as may easily be verified, $M_{f_t} = R_t$, or there exists such a multiplicative linear functional $f_t$ defined on $R_t$ that (9.1) holds. It is to be shown that if $M_{f_t} = R_t$ for every $t \in T$, then the functional $f$ cannot be continuous. It is enough to show that in this case, for every neighborhood $V$ of $e$ of $R$, there exists such an $x \in V$ that $f(x) = 0$. Let $V$ be a neighborhood of the form

$$V = \{x \in R : x_{t_0} \in V_t, \ t = 1, 2, \ldots, k\},$$

where $V_t$ is any neighborhood of the unit element of $R_t$, $t = 1, 2, \ldots, k$. By our assumption, there exist such elements $z_{t_0}, \ldots, z_k$ that $x_{t_0} = z_{t_0}$ and $f(x_t) = 0$ for $t = 1, 2, \ldots, k$. We put $y = (e - e_2)(e - e_2)\ldots(e - e_2)$, and $z = e - y$, and then observe that $f(z) = 0$, and $f(z) = e - y$. The conclusion follows from the fact that the neighborhoods (9.1) form the basis of neighborhoods in $R_t$, q.e.d.

**Corollary 23a.** If $R$ is an arbitrary set, and $A$ any algebra of complex functions defined on $A$ containing all constants, then every multiplicative linear functional continuous in the topology of pointwise convergence is of the form

$$f(x) = x(t_0),$$

where $x \in R$, $t_0 \in A$.

**Corollary 23b.** Let $A$ be a locally compact topological space, and $R$ any algebra of continuous complex functions defined on $A$ containing the constants. The topology in $R$ is the topology of uniform convergence on every compact set. Then, for every continuous multiplicative linear functional $f$, and for every family $G$ of open subsets covering $A$, there exists such a $G \subseteq G$ that if an arbitrary function $x(t)$ is zero in $G_i$, then $f(x) = 0$.

**Remark.** If the multiplicative linear functional is continuous in $R$, then the corresponding functional $f_{t_0}$ of (9.3) is not necessarily continuous in $R_t$. Here is an example of a subdirect product $R \subseteq R_1 \times R_2$, and a continuous functional $f$ such that $f(x) = f_1(x_{t_1}) = f_2(x_{t_2})$, but no functional $f_t$ is continuous in $R_t$, $t_1, t_2$. Let $R$ be the algebra of all functions holomorphic for $|z| < 1$ and continuous for $|z| \leq 1$. The topology of uniform convergence may be given in $R$ by the norms

$$||z||_1 = \sup ||x(e^z)||, \quad ||z||_2 = \sup ||x(e^{t_2})||, \quad t_1, t_2 \in T.$$

Then $R_t$ is $R$ equipped with the norm $||z||_t$. The multiplicative linear functional $f(x) = z(0)$ is evidently continuous in $R$ but is continuous neither in the norm $||z||_1$ nor in the norm $||z||_2$.

§ 10. An example of a non-m-convex $R_0$-algebra

The m-convexity of locally bounded algebras is a natural consequence of its completeness. For the $R_0$-algebras it need not be so. The first example of a non-m-convex $R_0$-algebra was constructed by Arens [1]. Here we shall construct another example. It will be studied in this section. But first we prove the following

**Theorem 24.** If $R$ is a $R_0$-algebra, then the topology in $R$ may be introduced by means of a denumerable family of homogeneous pseudonorms $||z||_i$, $i = 1, 2, \ldots$, such that

$$||xy||_i \leq ||x||_{i+1} ||y||_i$$

for $x, y \in R$.

**Proof.** Let the topology in $R$ be introduced by the family $||z||_i$, $i = 1, 2, \ldots$. It may be assumed that $||z||_i < ||z||_{i+1}$ for $i = 1, 2, \ldots$. Then if $A$ is any continuous linear transformation defined on $R$ with values in $R$, then (see [6]) for every natural $t$ there exists such a natural $j$ and a positive $C$ that

$$||Ax||_i \leq C ||z||_i$$

for every $x \in R$.

It is evident that the set

$A_{R_t} = \{x \in R : ||xy||_i \leq ||y||_i \quad \text{for every} \quad y \in R\}$

is a closed subset of $R$. Hence, by (10.2), we have

$$R = \bigcup_{i=1}^{\infty} A_{R_t}$$

Consequently, by means of the category method, it follows, that for every natural $i$ there exist such a $j$, an $n$ such $i$ such that $x_{n, t} \in R$ and a neighborhood $V$ of $z$ that $V \subseteq A_{R_t}$ for $i = 1, 2, \ldots$. This implies that such integer $k$ can be chosen that the set $A_{R_t} : ||x||_{n_k} < 0$}
is a subset of $V$ for a certain $\delta > 0$. Hence we have

$$\|xy\| \leq \|x + x_0\| y_0 + \|x_0 y\| \leq 2n_0(\delta)\|y\|_{\mathcal{L}_0} \leq 2n_0(\delta)\|y\|_{\mathcal{L}_0}$$

or every $y \in \mathcal{L}$ and every $x$ such that $\|x\|_{\mathcal{L}_0} \leq \delta$. Consequently

$$\|xy\|_2 = \frac{\|y\|_{\mathcal{L}_0}}{\delta} \leq \frac{2n_0(\delta)}{\delta} \|x\|_{\mathcal{L}_0}\|y\|_{\mathcal{L}_0}$$

for every $x$ and every $y$ such that $\|y\|_{\mathcal{L}_0} > 0$, but if $\|y\|_{\mathcal{L}_0} = 0$, the inequality between the first and the last members of (10.3) is also true. Hence if we put

$$\|x\|_2 = \|x\|_1, \quad \|x\|_{L^{p+1}} = \left[ \frac{2n_0(\delta)}{\delta} \right]^{1/p} \|x\|_{L^p},$$

we get an equivalent family of pseudonorms for which (10.1) hold, q.e.d.

Corollary 24a. In every $\mathcal{L}$-algebra the multiplication is continuous in both variables simultaneously $^\ast$.

Now we define the algebra $\mathcal{L}^+$ as the set of all complex sequences $x = (x_n), 0 \leq n < \infty$, for which

$$\|x\|_{L^+} = \left[ \sum_{n=1}^{+\infty} |x_n|^{p_k+q_k} \right]^{1/(p_k+q_k)} < \infty,$$

where $p_1 = 1, p_k+1 = 2p_k+1, k = 1, 2, \ldots$

Theorem 25. $\mathcal{L}^+$ is a $\mathcal{L}$-algebra if the multiplication is defined as convolution.

Proof. $\mathcal{L}^+$ is evidently a $\mathcal{L}$-space. It is to be shown that the multiplication is defined and continuous on $\mathcal{L}^+$. This is a corollary of the following theorem of Young [21], p. 71. If $x = (x_n)y_n, y = (y_n)\text{,}\text{,}$ $p, q > 1, \text{ then their convolution } x * y = (x * y_n) \text{,}$ where $1/p + 1/q - 1 = 1/r, \text{ and } |x * y| \leq \|x\|_{L^p}\|y\|_{L^q}. \text{ Thus we put } p = q = 1 + 1/p_k, \text{ we get } r = 1 + 1/p_k \text{ and the inequalities (10.1) hold for the norms (10.6), q.e.d.}$

Remark. The algebra $\mathcal{L}^+$ may also be interpreted as the algebra of holomorphic functions in the unit circle $|\lambda| < 1, \varphi(\lambda) = \sum_{n=0}^{+\infty} a_n \lambda^n$, such that the sequence $(a_n)$ satisfies (10.6) for $k = 1, 2, \ldots \text{ In the sequel we shall use this interpretation.}$

$\ast$ Using the category method we can show that in every $\mathcal{L}$-algebra the multiplication is continuous in the two variables simultaneously; that is a result obtained by Arens in [2], theorem 5.

Theorem 26. The algebra $\mathcal{L}^+$ is not m-convex.

Proof. Suppose, conversely, that it is m-convex. Then there would exist a sequence $\|x\|_m$ of submultiplicative pseudonorms equivalent to the norms (10.6). It may be assumed that $\|x\|_m \leq \|x\|_{1/m}$, otherwise we should take the system of submultiplicative pseudonorms $\|x\|_m = \max\{\|x\|_m, \|x\|_m, \ldots, \|x\|_m\}$ equivalent to the family $\{\|x\|_m\}$. By the well-known theorem (see [12], 1.311) it may be assumed that there exist such positive constants $C_k, D_k$ that

$$\|x\|_m \leq C_k \|x\|_m \leq D_k \|x\|_{k+1}, \quad k = 1, 2, \ldots$$

Consider now the multiplicative linear functionals of the form

$$f(x) = \sum_{n=0}^{+\infty} a_n x^n,$$

where $a_n, |a_n| < 1$. These functionals are continuous with respect to every $\|x\|_m$, whence, by (10.7), they are also continuous with respect to every $\|x\|_m$. We choose any integer $k$, $\|x\|_m$ is a norm in $\mathcal{L}^+$, i.e., $\|x\|_m = 0$ if and only if $x = 0$; this is a consequence of (10.7) and of the fact that the pseudonorms (10.6) are norms themselves. Consider the algebra $\mathcal{L}$ defined as the completion of $\mathcal{L}^+$ in the norm $\|x\|_m$. The functionals (10.8) are continuous with respect to $\|x\|_m$, whence they may be extended onto $\mathcal{L}$, where those extensions are also multiplicative and linear. Hence we must have $f(x) \leq \|x\|_m$ for every $x \in \mathcal{L}^+$ and every $q, |q| < 1$, but taking $x = (1/n)$ we have

$$\sup_x |f(x)| = \sup_x \left| \sum_{n=0}^{+\infty} a_n q^n \right| = \infty.$$
From 1° and 2° our conclusion may easily be deduced. Indeed, if
\[ f(\varepsilon) = \lambda \varepsilon, \]
and \( \varepsilon \) is any element of \( l^1 \), then by 1° and 2° the element
\[ x - x(\lambda) \varepsilon = (x - \lambda \varepsilon) y, \]
where \( y \in l^1 \). Hence
\[ f(x - x(\lambda) \varepsilon) = f(x - \lambda \varepsilon) f(y) = 0, \]
and consequently \( f(x) = x(\lambda) \). It remains only to prove 1° and 2°.

Ad 1°. We cannot have here \( |\lambda| > 1 \) because the element \( x - \lambda \varepsilon \) is invertible in \( l^1 \). By the observation that the rotations \( \varphi(\lambda) \rightarrow \varphi(e^{\varepsilon} \lambda) \), \( \varepsilon \in (0, 2\pi] \), are isometric automorphisms of \( l^1 \), it is enough to show that \( \lambda \neq 0, \lambda \neq 1 \). To prove this, consider the function
\[ \varphi(\lambda) = \frac{1}{\lambda} \ln(1 - \lambda). \]
It may easily be verified that \( \varphi \in l^1 \). On the other hand,
\[ \varphi = \sum_{n=0}^{\infty} p_n n^n, \]
where \( p_n = 0 \left( \frac{1}{n!} \right) \) for \( n = 1, 2, 3, \ldots \)
(see [10], p. 93, example 8.4). We then have not only \( \varphi^{-1} e^\lambda \), but also \( \varphi^{-1} e^{\lambda} \). If we had \( f(\varepsilon) = 1 \), then the functional \( f \) restricted to \( l^1 \) would be of the form \( f(u) = u(1) \) for every \( u \in l^1 \) (see e.g. theorem 10). Hence \( f(x) = \varphi^{-1}(1) = 0 \), which contradicts the fact that \( \varphi \) is invertible in \( l^1 \). Consequently \( |\lambda| < 1 \).

Ad 2°. If \( x, y, y_n \) are such as in 2°, then \( x_n = y_{n-1} - \lambda y_n \) for \( n = 1, 2, 3, \ldots \)
for \( N = 1, 2, \ldots \). We then have
\[ \sum_{n=1}^{N} \left| y_{n-1} - \lambda y_n \right|^p > \left( N \right)^{p/2} \left| y_{n-1} - \lambda y_n \right|^p \]
for \( n = 1, 2, \ldots \). We then have
\[ (10.9) \quad |S_n - \lambda| |S| \leq \left( \sum_{n=1}^{N} |x_n|^p \right)^{1/p} + |y_n| < \infty, \]
where \( S_n = \left( \sum_{n=1}^{N} |x_n|^p \right)^{1/p}, n = 1, 2, 3, \ldots \)
It is to be shown that \( \lim S_n = \infty \). Suppose then that \( \lim S_n = \infty \).
Hence, by (10.9), \( \lim S_n / |S| = |\lambda| < 1 \). Consequently, also \( \lim |y_n| = \infty \);
otherwise there would exist a subsequence \( (y_{n_k}) \) and a constant \( M \) such that \( |y_n| < M \) and we should have
\[ \frac{1}{N} \sum_{n=1}^{N} |y_n|^p \leq |\lambda| < 1. \]
Since \( |y_{n+1} - \lambda y_n| \) tends to zero, it follows that \( |y_{n+1} - \lambda y_n| \) also tends to zero and there exists \( \lim y_n / y_{n+1} = |\lambda| < 1 \), and the radius of convergence of \( \sum y_n x^n \) is equal to \( |\lambda| < 1 \), which contradicts the fact that \( y(\lambda) \) is a holomorphic function for \( |\lambda| < 1 \), q.e.d.

Remark. For the element \( \varepsilon = \varepsilon(\lambda) = \lambda \) we have \( f(x-e) \neq 0 \) for every multiplicative linear functional \( f \). On the other hand, the element \( x-e \) is not invertible in \( l^1 \). This situation is impossible for m-convex algebras, which may be regarded as another proof of non-m-convexity of \( l^1 \). The example given by Arens [1] also possesses this property (it is a B_{k*} algebra with unit element in which there exists no non-zero multiplicative linear functional). Hence we may pose the following

PROBLEM 6. Is it true that B_{k*} algebra \( E \) is m-convex if and only if for every non-invertible element \( x \in E \) there exists such a multiplicative linear functional \( f \) that \( f(x) = 0 \)?
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