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I. The non-homogeneous Poisson process has been dealt with by Bényi [8], Pospis [7], and Ryll-Nardzewski [9] and [10]. In the paper [10] the non-homogeneous Poisson process, whose realizations are of bounded variation, has been fully discussed. The aim of this paper is to give by means of analytical methods a general formulation of a composed non-homogeneous Poisson process.

II. Let us consider a stochastic process \( \xi_t \) defined in the closed time interval \([0, T]\). We shall denote by \( \xi_t \) the increment of \( \xi_t \) in the interval \( I = [a, b] \), where \( 0 \leq a < b \leq T \). Let \( Q(x, I) \) be a function of an interval, given by the formula

\[
Q(x, I) = \begin{cases} 
P(\xi_I < x) & \text{for } x < 0, \\ -P(\xi_I \geq x) & \text{for } x > 0.
\end{cases}
\]

We shall prove the following

**Theorem.** Let us assume that:

(i) \( \xi_t \) is a process with independent increments,
(ii) \( \lim \mathbb{P}(\xi_t = 0) = 1 \) \( (|I| \) denotes the length of the interval \( I) \).

Then \( \xi_t \) is a composed Poisson process and the characteristic function \( \varphi(x, I) \) of \( \xi_t \) is given by the formula

\[
\log \varphi(x, I) = \int_{-\infty}^{\infty} (e^{ix\xi} - 1 - i\xi \cdot x) Q(x, I) dx.
\]

Thus for every division of the interval \( I \) with \( |I| \leq \delta \) into \( \xi_1, \xi_2, \ldots, \xi_n \) the following inequality holds:

\[
\sum_{k=1}^{n} P(\xi_k \neq 0) \leq 4/5.
\]

We have thus obtained the following inequality for the upper Burkill integral:

\[
\int_{I} P(\xi_I \neq 0) \leq 4/5 \quad \text{for } |I| \leq \delta.
\]
Since the inequality
\[ P(\xi \neq 0) \leq \sum_{n=1}^{\infty} P(\xi_n \neq 0) \]
evidently holds, we find that the function \( P(\xi \neq 0) \) is monotone increasing. Consequently the upper Burkill integral
\[ \int_0^\infty P(\xi \neq 0) \]
is an additive function of an interval (cf. [6], p. 246, or [3], p. 16). From the last relation and from (6) the assertion of the lemma is obtained.

**Proof of the theorem.** From assumptions (i) and (ii) it follows (Doob [1], III, § 4, VIII, § 7) that \( \xi_I \) has an infinitely divisible distribution, having a characteristic function given by Lévy's formula

\[ \log \phi(s,I) = i\gamma(I)s - \frac{\sigma(I)s^2}{2} + \int_{-\infty}^{\infty} \left( e^{ixs} - 1 - \frac{ixs}{1+ixs} \right) dM(x,I) + \frac{1}{s} \int_{-\infty}^{\infty} \left( e^{ixs} - 1 - \frac{ixs}{1+ixs} \right) dN(x,I), \]

where \( \gamma(I) \) and \( \sigma(I) \) are constants, \( M(x,I) \) and \( N(x,I) \) are non-decreasing functions of the argument \( x \) in the intervals \((-\infty,0)\) and \((0,\infty)\) respectively, and where the relations

\[ M(-\infty,I) = N(\infty,I) = 0, \quad \int_{-\infty}^{\infty} s^2 dM(x,I) + \frac{1}{s} \int_{-\infty}^{\infty} s^2 dN(x,I) < \infty \]
hold.

As formula (7) depends only on values of functions \( M(x,I) \) and \( N(x,I) \) in continuity points, we shall consider these functions for \( x \) being continuity points.

Now let the interval \( I \) be a sum of non-overlapping intervals \( I_{a1}, I_{a2}, \ldots, I_{am} \). We shall denote by \( F_{a}(x) \) the distribution function \( F(\xi_{a} < x) \).
Assumption (ii) implies that for each \( a > 0 \) the relation

\[ \max_{1 \leq a \leq m} P(\xi_{a} > a) \to 0 \]
holds as \( \max |I_{a}| \to 0 \). The following equality is thus evidently true:

\[ \xi_I = \xi_{a1} + \xi_{a2} + \ldots + \xi_{am}. \]

Let us now observe that, according to a known theorem of Gnedenko ([2], § 25), the constant \( \sigma(I) \) and the functions \( M(x,I) \) and \( N(x,I) \) can be determined from the following formulae as \( \max |I_{a}| \to 0 \):

\[ \sigma(I) = \lim_{a \to 0} \frac{1}{a} \int_{|x|<a} \frac{dF(x)}{|x|}, \]

\[ M(x,I) = \lim_{n \to \infty} \sum_{a=1}^{n} F(a|x|) \quad (x < 0), \]

\[ N(x,I) = \lim_{n \to \infty} \sum_{a=1}^{n} F(a|x|) - 1 \quad (x > 0). \]

From formula (8) the inequality

\[ \sigma(I) \leq \lim_{a \to 0} \frac{1}{a} \int_{|x|<a} dF(x) \leq \lim_{a \to 0} \frac{1}{a} \int_{I} P(\xi \neq 0) \]
is obtained, and thus — in virtue of the lemma — the equality

\[ \sigma(I) = 0 \]
holds.

Formulae (1), (9) and (10) imply that for \( x \neq 0 \) the function \( Q(x,I) \) is integrable in the sense of Burkill and the equalities

\[ \int_{I} Q(x,J) = \frac{M(x,I)}{N(x,I)} \quad \text{for} \quad x < 0, \]

\[ \int_{I} Q(x,J) = \frac{N(x,I)}{N(x,I)} \quad \text{for} \quad x > 0. \]

From the inequality

\[ \left| \int_{I} Q(x,J) \right| \leq \frac{1}{I} \int_{I} P(\xi \neq 0) \quad \text{for} \quad a \neq 0, \]
from the lemma and from formula (12) it follows that the functions \( M(x,I) \) and \( N(x,I) \) are of bounded variation (of the argument \( x \)). Thus, taking into account formulae (11) and (12), we can write formula (7) in the following way:

\[ \log \phi(s,I) = i\gamma(I)s + \int_{|x|<a} (e^{ixs} - 1) \left( Q(x,J) \right) dx, \]

where

\[ \gamma(I) = \gamma(I) - \int_{|x|<a} \frac{x}{1+ixs} dx \int_{I} Q(x,J). \]
For \( r > 0 \) such that \(-r \) and \( r \) are continuity points of \( M(x, I) \) and \( N(x, I) \) respectively let we write
\[
y(r, I) = y(I) + \int_{-\infty}^{r} \frac{\pi}{1 + \pi^2} dM(x, I) + \int_{r}^{\infty} \frac{\pi}{1 + \pi^2} dN(x, I) - \int_{-\infty}^{-r} \frac{\pi}{1 + \pi^2} dM(x, I) - \int_{-\infty}^{-r} \frac{\pi}{1 + \pi^2} dN(x, I).
\]
Thus, taking into account formula (12), we get
\[
(16) \quad y(r, I) = y(I) - \int_{x \geq r} \frac{\pi}{1 + \pi^2} dx \int Q(x, J) + \int_{x < r} \frac{\pi}{1 + \pi^2} dx \int Q(x, J).
\]
In virtue of a theorem of Gnedenko (see [2], pp. 99, 91 and 132) the following equality is obtained:
\[
(17) \quad \lim_{n \to \infty} \sum_{x \in I} \int \sum_{| \xi | < x} s dF_{\mu}(x) = y(r, I) \quad \text{for} \quad r > 0,
\]
as \( \max_{x \in I} |I_{\xi}| \to 0. \)

We get further from (13)
\[
\lim_{n \to \infty} \sum_{x \in I} \int \sum_{| \xi | < x} s dF_{\mu}(x) \leq r \int \sum_{| \xi | < x} s dF_{\mu}(x) = y(I) - \int_{x \geq r} \frac{\pi}{1 + \pi^2} dx \int Q(x, J) + \int_{x < r} \frac{\pi}{1 + \pi^2} dx \int Q(x, J)
\]
\[
\leq r \left( \int Q(x, J) - \int Q(\theta, J) \right) + \int Q(\theta, J) - \int Q(-\theta, J) + \int Q(-\theta, J)
\]
\[
\leq 4r \int \sum_{| \xi | < x} s dF_{\mu}(x) = y(I) - \int_{x \geq r} \frac{\pi}{1 + \pi^2} dx \int Q(x, J) + \int_{x < r} \frac{\pi}{1 + \pi^2} dx \int Q(x, J) = y(I).
\]

These relations and formulae (16) and (17) give the inequality
\[
y(I) - \int_{| \xi | < r} \frac{\pi}{1 + \pi^2} dx \int Q(x, J) \leq 4r \int \sum_{| \xi | < x} s dF_{\mu}(x) = y(I) - \int_{x \geq r} \frac{\pi}{1 + \pi^2} dx \int Q(x, J) + \int_{x < r} \frac{\pi}{1 + \pi^2} dx \int Q(x, J).
\]
In the same way the inequality
\[
\int_{| \xi | < r} \frac{\pi}{1 + \pi^2} dx \int Q(x, J) \leq 4r \int \sum_{| \xi | < x} s dF_{\mu}(x) = y(I) - \int_{x \geq r} \frac{\pi}{1 + \pi^2} dx \int Q(x, J) + \int_{x < r} \frac{\pi}{1 + \pi^2} dx \int Q(x, J).
\]
We shall show that

\[ \int \mathcal{Q}(x,J) = \left\{ \begin{array}{ll} \sum_{x < 0} W_{x}(J) & \text{for } x < 0, \\ - \sum_{x > 0} W_{x}(J) & \text{for } x > 0. \end{array} \right. \]  

(20)

We shall prove (20) only for the case of \( x < 0 \), since in the case of \( x > 0 \) the proof is quite similar.

Using the same notation as in the proof of the lemma, we get from assumption (i) for \( x \neq 0 \) the inequality

\[ P(\xi_t = x) \geq \sum_{n=0}^{N-1} P(\xi_{t_n} = x) P(\xi_{t_{n+1}} = x) \int P(\xi_{t} = x). \]

Hence, taking into account formulae (3) and (5), we obtain for every division \( I_1, I_2, \ldots, I_n \) of \( I \) such that \( |I| < \delta \) the inequality

\[ P(\xi_t = x) \geq \frac{1}{16} \sum_{n=0}^{N-1} P(\xi_{t_n} = x). \]

Finally, from assumption (iii) follows for \( x < 0 \)

\[ \sum_{n=0}^{N} P(\xi_{t_n} = x) = \sum_{n=0}^{N} \sum_{x \in \mathbb{R}} P(\xi_{t_n} = x) \leq \sum_{n=0}^{N} \sum_{x \in \mathbb{R}} P(\xi_{t_n} = x) + \frac{1}{16} \sum_{n=0}^{N} P(\xi_{t_n} = x). \]

Let us now observe that in virtue of the lemma the upper Burkull integrals

\[ \int \mathcal{W}(J) \quad (r = 1, 2, \ldots) \]

and the Burkull integral \( \int \mathcal{Q}(x,J) \) exist. Hence, taking into account (19), we obtain for each \( N \), as \( \max |I_n| \to 0 \), the inequality

\[ \int \mathcal{Q}(x,J) \leq \sum_{n=0}^{N} \mathcal{W}_{x}(J) + \frac{1}{16} \sum_{n=0}^{N} P(\xi_{t_n} = x). \]

As \( N \to \infty \), the last inequality implies the inequality

\[ \int \mathcal{Q}(x,J) \leq \sum_{x \in \mathbb{R}} \mathcal{W}_{x}(J); \]

since the opposite inequality is evident, we get

\[ \int \mathcal{Q}(x,J) = \sum_{x \in \mathbb{R}} \mathcal{W}_{x}(J). \]

In the same way it can be shown that

\[ \int \mathcal{Q}(x,J) = \sum_{x \in \mathbb{R}} \mathcal{W}_{x}(J). \]

These two equalities give at once formula (20) for \( |I| < \delta \) and consequently, the Burkull integral being an additive function, this formula is true for arbitrary intervals \( I \).

Then, in virtue of equality (20), formula (2) will take the form

\[ \log \varphi(x,I) = \sum_{x \in \mathbb{R}} (e^{\text{const}} - 1) \int \mathcal{W}_{x}(J). \]

This result has been obtained by Prékopa (6), p. 318.

(b) In addition to (i) and (ii) let us assume that the process is homogenous, i.e. that

(iv) the distribution function \( F(\xi_t < x) \) depends only on \( |I| \) and \( x \).

From the assumed homogeneity it follows that limit (18) exists for every \( t |0 < t < T| \) and does not depend on \( t \). The convergence in (18) is uniform with respect to \( t \). Hence the limit

\[ q(x) = \lim_{|I_t| \to 0} \frac{\mathcal{Q}(x,I)}{|I|} \]

exists and the equality

\[ \int \mathcal{Q}(x,J) = q(x) |I| \]

holds. In this case formula (2) will be of the form

\[ \log \varphi(x,I) = |I| \int (e^{\text{const}} - 1) d\varphi(x). \]
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Since the time of the introduction of the Lebesgue integral, several types of extensions and generalizations have been studied. We shall be concerned with two such generalizations in the present paper.

The first extension is in the direction of integration when both the function to be integrated and the measure take values in a relatively general vector space. This paper considers the case that there is a continuous bilinear “multiplication” defined on the product of the vector spaces in which the function and the measure take their values, the product lying in a (possibly different) vector space. The integral discussed here possesses many of the properties of the usual Lebesgue integral; in particular, we show that the well-known Vitali and Bounded Convergence theorems remain valid in this generality, while the natural extension of the Lebesgue Dominated Convergence theorem fails. The second extension is in the direction of replacing the usual requirement of countable additivity of the measure by the assumption of finite additivity. It was shown by Hildebrandt [20] and Fichtenholz and Kantorovich [13] that this may be done for bounded functions, but some recent work of Dunford and Schwartz [12] demonstrates that it is also possible for unbounded functions, provided that almost everywhere convergence is replaced by convergence in measure.

The structure of the present paper is as follows: sections 1 and 2 introduce the basic terminology and elementary properties; section 3, the principal section, develops the general integral with respect to an additive set function. In section 4 the assumption of countable additivity is imposed and the main results of section 3 are recast in this light. Finally, in section 5 comparisons are made with other integrals. It is found that certain cases of the countably additive integral presented here reduce to (a) the Lebesgue integral, (b) the second Dunford [9] integral of vector functions with respect to a scalar measure (which includes the Bochner integral).

Footnote:\n\[1\) Such integrals arise naturally in the definition of the concept of work, and in Ampère's law.
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