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Abstract. We derive various integral representation formulas for a function minus a polynomial in terms of vector field gradients of the function of appropriately high order. Our results hold in the general setting of metric spaces, including those associated with Carnot-Carathéodory vector fields, under the assumption that a suitable $L^1$ to $L^1$ Poincaré inequality holds. Of particular interest are the representation formulas in Euclidean space and stratified groups, where polynomials exist and $L^1$ to $L^1$ Poincaré inequalities involving high order derivatives are known to hold. We apply the formulas to derive embedding theorems and potential type inequalities involving high order derivatives.

1. Introduction. The main goal of this article is to prove the existence of representation formulas for functions as (fractional) integral transforms of their high order vector field gradients. We prove the formulas assuming there is a suitable $L^1$ to $L^1$ Poincaré inequality for two doubling measures. As special examples, we obtain the existence of such formulas in both Euclidean spaces and stratified groups, where Poincaré inequalities are known to hold for several choices of polynomials. We also give some applications of the representation formulas to various estimates of potential type.

It is well known that the following pointwise estimate holds for a smooth, real-valued function $f(x)$ defined on a ball $B$ in $N$-dimensional Euclidean space $\mathbb{R}^N$:

$$|f(x) - f_B| \leq C \int_B \frac{\left| \nabla f(y) \right|}{|x - y|^{N-1}} \, dy, \quad x \in B,$$
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where $\nabla f$ denotes the gradient of $f$, $f_B$ is the average $|B|^{-1} \int_B f(y) dy$, $|B|$ is Lebesgue measure of $B$, and $C$ is a constant which is independent of $f, x, B$. A proof of this estimate can be found for example in [GT, Lemma 7.16].

In recent years, various analogues of this formula for more general systems of first order vector fields $X = (X_1, X_2, \ldots, X_k)$ have been derived in the form

$$
|f(x) - f_B| \leq C \int_B \frac{\phi(x, y)}{|B(x, \phi(x, y))|} |X f(y)| dy
$$

for $x \in B$ and $\tau > 1$, where $B$ is a ball with respect to a metric $\phi$ which is naturally associated with the vector fields, $B(x, \tau)$ is the ball with center $x$ and radius $\tau$, and $\tau B$ is the ball concentric with $B$ of radius $\tau$ times that of $B$. As is customary, we shall refer to such estimates as first order representation formulas.

Formula (1.1) on a stratified group $G$ was proved in [L1] for the left invariant vector fields $X_1, \ldots, X_k$ which generate the Lie algebra of $G$. In $\mathbb{R}^N$, (1.1) was first derived for general Hörmander vector fields in [FLW]. In this case, $\phi(x, y)$ denotes the associated metric (see e.g. [FP]). Alternate proofs of (1.1) for Hörmander vector fields are given in [CDG] and [FLW2]. Such formulas were derived in [F] and [FGW] for nonsmooth Grushin vector fields of the types in [FL], [F] and [FGW]. In [FLW2] and [FW], it was shown that an $L^1$ to $L^1$ Poincaré inequality implies (1.1) in fairly general spaces of homogeneous type; the reverse doubling condition required in [FLW2] was relaxed in [FW] for spaces in which geodesics exist. A first order representation formula has also been obtained in [LW1] for the product of multiple spaces when each component space is associated with a family of vector fields of the types above. More recently, in [LW2], it was shown that (1.1) holds with $\tau = 1$ for Carnot–Carathéodory vector fields, again assuming an $L^1$ to $L^1$ Poincaré estimate, and it was also shown that the ball $B$ can be replaced by any Boman chain domain $\Omega$. Similar first order estimates have also been derived recently in [HK].

In this paper, we study formulas involving high order vector field gradients (see Theorems A, B and C). As particular examples, we obtain analogues of (1.1) in Euclidean spaces and stratified groups with $f_B$ replaced by appropriate polynomials and with the first order derivatives replaced by higher order derivatives (see Corollary E). More precisely, on a stratified group $G$ with generators $X_1, \ldots, X_k$, we will show that for any positive integer $m$, any smooth function $f$ and any ball $B$, there exists a polynomial $P_m(B, f)$ of degree less than $m$ such that

$$
|f(x) - P_m(B, f)(x)| 
\leq C \int_B |X^m f(y)| \frac{\phi(x, y)^m}{|B(x, \phi(x, y))|} dy + C \frac{r(B)^m}{|B|} \int_B |X^m f(y)| dy
$$

for $x \in B$, where $r(B)$ is the radius of $B$ and $|X^m f| = (\sum_{|\alpha|=m} |X^\alpha f|^2)^{1/2}$ with $X^\alpha = X_{i_1} \cdots X_{i_k}$ for nonnegative integers $\alpha_i$, $1 \leq i_1 \leq \cdots \leq i_k$ and $|\alpha| = \alpha_1 + \cdots + \alpha_k$. We will show that such a formula holds for various choices of polynomials in Euclidean spaces and stratified groups. Moreover, if $Q$ is the homogeneous dimension of $G$ (see the definition below) and $0 < m \leq Q$, then we have the more refined formula

$$
|f(x) - P_m(B, f)(x)| \leq C \int_B |X^m f(y)| \frac{\phi(x, y)^m}{|B(x, \phi(x, y))|} dy, \quad x \in B.
$$

In Corollary F, we will show that (1.3) remains valid when $m \leq Q$ if $B$ is replaced by a Boman chain domain $\Omega$ (or even a “weak Boman chain domain”) in $G$.

If $X_i = \partial/\partial x_i$, $1 \leq i \leq N$, then $\mathbb{R}^N$ is identical to the corresponding group $G$ and has homogeneous dimension $Q = N$. Thus $\mathbb{R}^N$ can be regarded as a special case of the group setting. In this special case, by a result of S. L. Sobolev (see [AH], p. 215–217), inequality (1.3) holds for all $m$, i.e., (1.2) holds without the second term on the right for all $m$, provided $P_m(B, f)$ is a particular polynomial related to the Taylor expansion of $f$. A similar formula as well as some others are derived in [BH] (initially for cubes instead of balls, but also for sets that are starlike with respect to a ball), and (1.3) is even shown to hold everywhere, without an exceptional set of measure zero, for suitable Sobolev functions. On the other hand, as we shall see even in the usual Euclidean case, formula (1.2) has some flexibility in regard to the choice of a polynomial since it is valid for any polynomial for which there is an $L^1$ to $L^1$ Poincaré inequality for $f$. There are different possible choices of such polynomials in Euclidean spaces and stratified groups. It is the presence of the second term on the right side of (1.2) which allows our method to work for arbitrarily large $m$, and we do not know if (1.2) is generally valid without this term when $m$ is large. The extra term causes no problem in the applications we consider.

Adding the second term on the right side in (1.2) also allows us to derive analogous formulas in any metric space of homogeneous type without assuming that the underlying measure satisfies the reverse doubling condition of order $m$ (see the definition below). We only need to assume that a suitable $L^1$ to $L^1$ Poincaré inequality holds and that geodesics exist. Removing the assumption of reverse doubling of order $m$ is important when we deal with representation formulas involving higher order vector field gradients because even Lebesgue measure in $\mathbb{R}^N$ fails to satisfy reverse doubling of order $m$. 


when \( m > N \). Another advantage of dropping the reverse doubling hypothesis (H2) is that we can then define high order Sobolev spaces in metric spaces by only assuming that the underlying measure \( \mu \) is doubling. This has been recently shown in \([LLW]\) and generalizes some of the results in [H], [FLW2] and [FHK] for first order Sobolev spaces. It is fairly natural to assume the reverse doubling condition of order 1, since, by [FW], in those metric spaces that correspond to Lipschitz continuous Carnot–Carathéodory vector fields, Lebesgue measure automatically satisfies the reverse doubling condition of order 1. However, even when \( m = 1 \), the formula holds in a metric space of homogeneous type without assuming the reverse doubling condition of any specific order (see Theorem A*).

A basic ingredient in proving the representation formulas is the existence of an appropriate chain of balls. If the space has geodesics, a suitable chain was constructed in [FW] and used to relax the reverse doubling assumption made in [FLW2] from order \( 1 + \epsilon \) to order 1. No geodesic property was assumed in [FLW2]. The chain we will use below again requires the geodesic (segment) property, but it has extra properties compared to the chain in [FW]; in particular, it lies entirely in the particular ball \( B \) under consideration, rather than lying in an enlarged ball \( \tau B \), \( \tau > 1 \). This allows proving the representation formula without having to integrate over an enlarged ball on the right side there. A chain of balls with largely the same properties was discovered independently in [HK] and used to derive the improved version (i.e., the version without an enlarged ball) of the formula in [FW], as in [LW2]. The extra properties of the chain also lead to improvements of some of the results in [LW2], namely, to relaxation of the Boman chain restriction to a weaker one. We state the weaker restrictions in §2 after recalling the definition of the usual Boman chain condition (see Definition 2.3 in §2).

As one application of (1.2) and (1.3), we will derive weighted Poincaré inequalities of high order by combining with the results in [SW] and assuming a balance condition similar to the one in [CW]. We will also derive Moser–Trudinger exponential estimates, Lipschitz estimates and embedding theorems on Campanato–Morrey spaces in terms of higher order derivatives. As an application of the representation formula for weak Boman domains, we can derive exponential and Lipschitz estimates for such domains directly, rather than deducing them from ones for balls.

The organization of the paper is as follows. In Section 2, we give some preliminaries, including a discussion of the necessary properties of polynomials, and state the representation theorems. In Section 3, we construct the chain of balls used to prove the representation formulas. Section 4 contains the proofs of the representation theorems. Some applications of these formulas are given in §5.

2. Preliminaries and statements of representation formulas in metric spaces. Let \((\mathcal{S}, \rho)\) be a metric space with metric \( \rho \), so that for all \( x, y, z \in \mathcal{S} \), \( \rho \) satisfies \( \rho(x, y) \leq \rho(x, z) + \rho(z, y) \). A measure \( \mu \) is called a doubling measure if there is a constant \( A \) such that

\[
\mu(B(x, 2r)) \leq A \mu(B(x, r)), \quad x \in \mathcal{S}, \ r > 0,
\]

where by definition \( B(x, r) = \{ y \in \mathcal{S} : \rho(x, y) < r \} \), and \( \mu(B(x, r)) \) denotes the \( \mu \)-measure of \( B(x, r) \). As usual, we refer to \( B(x, r) \) as the ball with center \( x \) and radius \( r \), and if \( B \) is a ball, we write \( r_B \) for its center, \( r(B) \) for its radius and \( c_B \) for the ball of radius \( c(B) \) having the same center as \( B \). We always assume that \((\mathcal{S}, \rho)\) is locally compact.

Before we proceed, we need to define the notion of polynomial functions. Let \( m \) be a positive integer, \( \Omega \) be a domain in \((\mathcal{S}, \rho)\), and \( \nu, \mu \) be doubling measures. The two main properties that we require of a polynomial function \( P(x), x \in \Omega \), are:

(P1) There is a constant \( C_1 > 0 \) such that for every metric ball \( D \subset \Omega \),

\[
\text{ess sup}_{x \in D} |P(x)| \leq \frac{C_1}{\nu(D)} \int_D |P(y)| \, d\nu(y),
\]

where the essential supremum is taken with respect to \( \nu \).

(P2) If \( D \) is a metric ball in \( \Omega \) and \( E \) is a subball of \( D \) with \( \nu(E) > \gamma \nu(D) \), \( \gamma > 0 \), then

\[
\|P\|_{L^\infty(E)} \geq C_2(\gamma) \|P\|_{L^\infty(D)}.
\]

If \( P(x) \) is an ordinary polynomial of degree \( m - 1 \) in Euclidean space, with the usual Euclidean distance, and if \( \nu, \mu \) are both Lebesgue measure, then (P1) and (P2) of course hold with constants \( C_1, C_2(\gamma) \) depending additionally only on \( m \). For general \((\mathcal{S}, \rho)\), the role of the degree will be played by the order of the \( L^1 \) to \( L^1 \) Poincaré inequality that we assume is valid. More precisely, given \( m \) and \( \Omega \), let \( f \) be a function on \( \Omega \) for which there are functions \( g \) and \( P_m(B, f) \) such that the \( L^1 \) to \( L^1 \) Poincaré inequality

\[
\frac{1}{\nu(B)} \int_B |f(x) - P_m(B, f)(x)| \, d\nu(x) \leq C^m \mu(B)^{\frac{m}{m-1}} \int_B |g(x)| \, d\mu(x)
\]

holds for every ball \( B \subset \Omega \), with \( C \) and \( g \) independent of \( B \). The functions \( P_m(B, f) \) may depend on \( \nu, \mu \) and \( g \) in addition to \( m, \nu, \mu \) and \( f \).

DEFINITION 2.1. Given \( m, f \) and \( \Omega \), we say that functions \( P_m(f, B) \) are polynomial functions associated with \( m \), balls \( B \subset \Omega \), \( f, \nu, \mu \) and as the Poincaré inequality above holds if and only if (P1), (P2) hold with \( P = P_m(B, f) \) and also with \( Q = P_m(B_1, f) - P_m(B_2, f) \) for every \( B \subset \Omega \) and \( B_1 \subset B_2 \subset \Omega \), with constants \( C, C_1, C_2(\gamma) \) that are uniform in \( B_1, B_2 \).
We denote such polynomials by $P_m(B, f, g, \nu, \mu)$ but usually write them simply as $P_m(B, f)$. In practice, the constants $C_1, C_2(\gamma)$ are also independent of $f$, but we do not need to make this assumption.

**Remark 2.2.** For a stratified group $S = G$, polynomials $P_m(B, f)$ with these properties exist, and in fact we have several choices of them: see the comments made before the statements of Corollaries D and F in this section.

**Definition 2.3.** A domain (i.e., an open connected set) $\Omega$ in $S$ is said to satisfy the **Boman chain condition** of type $\sigma, M$, or to be a member of $\mathcal{F}(\sigma, M)$, if there exist constants $\sigma > 1$, $M > 0$, and a family $\mathcal{F}$ of metric balls $B \subset \Omega$ such that

(i) $\Omega = \bigcup_{B \in \mathcal{F}} B$.

(ii) $\sum_{B \in \mathcal{F}} X_B(x) \leq M X_\sigma(x)$ for all $x \in S$.

(iii) There is a “central ball” $B_0 \in \mathcal{F}$ such that for each ball $B \in \mathcal{F}$, there is a positive integer $k = k(B)$ and a chain $(B_j)$ of balls for which $B_0 = B$ and each $B_j \cup B_{j+1}$ contains a ball $D_j$ with $B_j \cup B_{j+1} \subset MD_j$.

(iv) $B \subset \bigcup_{j=0}^{k-1} B_j$ for all $j = 0, \ldots, k(B)$.

If we replace the hypothesis that $\sigma > 1$ by $\sigma = 1$, we say that $\Omega$ satisfies the weak Boman chain condition.

In fact, we will only need to assume that the weak Boman chain condition holds in order to prove representation formulas on domains other than balls. This weakens the requirements made in [LW2] in case $m = 1$.

The following four hypotheses will enter the results below, but not all four are needed in every theorem. As always, $(S, \rho)$ is a metric space. Let $\mu$ and $\nu$ be doubling measures with respect to metric balls, and let $\Omega$ be a domain in $S$.

**H1.** $f$ is a function as in Definition 2.1.

**H2.** The measure $\mu$ in Definition 2.1 satisfies a reverse doubling condition of order $m$, i.e., there is a constant $C > 0$ such that if $B$ and $\overline{B}$ are balls with centers in $\Omega$ and with $B \subset \overline{B}$, then

$$
\mu(\overline{B}) \geq C \left( \frac{r(B)}{r(B)} \right)^m \mu(B).
$$

**H3.** $(S, \rho)$ has the segment (or geodesic) property, i.e., for all $x, y \in S$, there is a continuous curve $\gamma$ connecting $x$ and $y$ such that $\rho(\gamma(t), \gamma(s)) = |t - s|$.

It is easy to see that if the segment property holds, then for every ball $B \subset \Omega$ and all $x \in B$, there is a continuous curve $\gamma = \gamma_{x,B}(t)$, $0 \leq t \leq 1$, in $B$ with $\gamma(0) = x$, $\gamma(1) = y$ and $\rho(\gamma(t), \gamma(s)) = |t - s|$. Hence, $\rho(\gamma(t), \gamma(s)) = |t - s|$ for all $t, s \in \gamma$ with $x = \gamma(s), y = \gamma(t)$, $s \leq t \leq 1$.

lies in $B$ is a corollary of the assumed additivity of $\rho$ along $\gamma$. To see this, we choose $x = x$ in the additivity statement; then any $y \in \gamma$ also lies in $B$ since

$$r(B) \circ \rho(x_B, y) = \rho(x_B, y) + \rho(\gamma, \gamma) \geq \rho(x_B, y).$$

**H4.** $\Omega$ is a weak Boman chain domain.

Let us now state our main results.

**Theorem A.** Let $\nu, \mu$ be doubling measures on a metric space $(S, \rho)$. Let $B_0$ be a ball and suppose that (H1) and (H3) hold with $\Omega = B_0$. Then for $\nu$-a.e. $x \in B_0$,

$$
|f(x) - P_m(B, f)(x)| \leq C \int_{B_0} |g(y)| \frac{\rho(x, y)^m}{\mu(B, y)} \, d\mu(y) + C \frac{r(B)}{\mu(B)} \int_{B_0} |g| \, d\mu
$$

where $C$ depends only on $\nu, \mu$ and the constants in (H1).

In the special case $m = 1$, the polynomial functions are just constants, and then Theorem A improves the results in [FLW3] and [FW] by dropping the reverse doubling assumption made there, although we need to have the second term on the right and geodesics. We state this result separately.

**Theorem A*.** Let $\nu, \mu$ be doubling measures on a metric space $(S, \rho)$. Let $B_0$ be a ball and suppose that the Poincaré inequality

$$
\frac{1}{\nu(B)} \int_B |f - f_B| \, d\nu \leq C \frac{r(B)}{\mu(B)} \int_B |g| \, d\mu
$$

holds for every ball $B \subset B_0$, with $f_B = \frac{1}{\nu(B)} \int_B f \, d\nu$. Suppose also that (H3) holds in $B_0$. Then for $\nu$-a.e. $x \in B_0$,

$$
|f(x) - f_B| \leq C \int_{B_0} |g(y)| \frac{\rho(x, y)}{\mu(B, y)} \, d\mu(y) + C \frac{r(B_0)}{\mu(B_0)} \int_{B_0} |g| \, d\mu
$$

where $C$ depends only on $\nu, \mu$ and the constant in the Poincaré inequality.

Other versions of this result (some more refined than others) are given in [FLW1,2], [CDG], [FW], [LW2] and [HK]. The version in [HK], which is very similar to Theorem A* and was derived independently, does not have the second term on the right side, but the average $f_B$ on the left is replaced by the average over a smaller ball of size comparable to $B_0$.

By also imposing the reverse doubling condition (H2) in Theorem A, we get

**Theorem B.** Let $\nu, \mu$ be doubling measures on a metric space $(S, \rho)$. If $B_0$ is a ball and (H1), (H2) and (H3) hold with $\Omega = B_0$, then for $\nu$-a.e.
$x \in B_0$,

$$|f(x) - P_m(B_0,f)(x)| \leq C \left \| g(y) \right \| \frac{g(x,y)^m}{\mu(B(x,g(x,y)))} \mu(y),$$

where $C$ depends only on $\nu$, $\mu$ and the constants in (H1), (H2).

The next result extends Theorem B to any weak Boman chain domain $\Omega$.

**Theorem C.** Suppose that $\nu$ and $\mu$ are doubling measures on a metric space $(S, g)$ and that hypotheses (H1)–(H4) hold for a domain $\Omega \subset S$. Then for $\nu$-a.e. $x \in \Omega$,

$$|f(x) - P_m(B_0,f)(x)| \leq C \left \| g(y) \right \| \frac{g(x,y)^m}{\mu(B(x,g(x,y)))} \mu(y),$$

where $B_0$ is the central ball in $\Omega$, $P_m(B_0,f)$ is the polynomial associated with $m$, $B_0$, $f$, $g$, $\nu$ and $\mu$ of (H1), and $C$ depends only on $\nu$, $\mu$ and the constants of (H1), (H2) and (H4).

Under the segment hypothesis (H3), any metric ball is a Boman domain (see [FGW], [L2]), and thus Theorem B is a special case of Theorem C.

The proof of Theorem A relies on the construction of a chain of metric balls, assuming the segment hypothesis (H3). We state this construction separately as

**Theorem D.** Let $(S, g)$ be a metric space in which the segment property (H3) holds. Let $B_0$ be a ball in $S$. For given $x \in B_0$, there exists a chain $\{B_k\}_{k \geq 1}$ of balls with the following properties:

1. $B_k \subset B_0$ and $g(B_k, x) \to 0$ as $k \to \infty$.
2. $r(B_k) \approx r(B_0)$ and $r(B_k) \to 0$ as $k \to \infty$.
3. If $y \in B_k$, then $g(y, x) \approx r(B_k)$.
4. $B_k \cap B_{k-1}$ contains a ball $S_k$ with $r(S_k) \approx r(B_k) \approx r(B_{k+1})$.
5. If $j < k$, then $B_k \subset cB_j$.
6. $\{B_k\}_{k \geq 1}$ has bounded overlaps, i.e., $\sum_k \chi_{B_k}(x) \leq c$ for all $x$.

The constants of equivalence in (2), (3) and (4) and the constants $c$ in (5) and (6) are independent of $x$, $k$, $j$ and $B_0$, but the chain $\{B_k\}$ depends on $x$.

**Remarks.** (i) As the proof of Theorem D will show, $B_k$ can be chosen with $r(B_k) \approx 2^{-k}r(B_0)$ and constants of equivalence that are independent of $k$, $x$ and $B_0$.

(ii) A chain of balls with similar properties is constructed in [HK], although there are some differences. In [HK], the chain corresponding to $x$ contains only a finite number of balls, ending with a ball which is arbitrarily close to $x$.

The hypotheses in the theorems above are valid when $\mu$ and $\nu$ are Lebesgue measure on a stratified group $G$, such as the Heisenberg group. To state our results in this context, we need to briefly recall some notions about stratified groups.

Let $G$ be a finite-dimensional, stratified, nilpotent Lie algebra. Assume

$$G = \bigoplus_{i=1}^{s} V_i,$$

and $[V_i, V_j] \subset V_{i+j}$ for $i + j \leq s$, $[V_i, V_j] = 0$ for $i + j > s$. Let $X_1, \ldots, X_k$ be a basis for $V_1$ and suppose that $X_1, \ldots, X_k$ generate $G$ as a Lie algebra. Thus we can choose a basis $\{X_{ij}\}$, $1 \leq j \leq s$, $1 \leq i \leq k_j$, for $V_j$ consisting of commutators of length $j$. In particular, $X_1 = X_i$, $i = 1, \ldots, k$ and $k = k_1$.

Let $G$ be the simply connected Lie group associated with $G$. Since the exponential mapping is a global diffeomorphism from $G$ to $G$, for each $g \in G$, there is $x = (x_{ij}) \in \mathbb{R}^N$, $1 \leq i \leq k_j$, $1 \leq j \leq s$, $N = \sum_{j=1}^{s} k_j$, such that

$$g = \exp \left( \sum_{j=1}^{s} x_{ij} X_{ij} \right).$$

The homogeneous norm function $| \cdot |$ on $G$ is defined by

$$|g| = \left( \sum |x_{ij}|^{2s_j/j} \right)^{1/(2s)}.
$$

Also, the integer $Q = \sum_{j=1}^{s} j k_j$ is called the homogeneous dimension of $G$, and $Q$ is usually greater than $\dim G = N$.

We now define polynomials on $G$ by following Folland–Stein (see [FS]). Let $X_1, \ldots, X_k$ be the generators of the Lie algebra $G$, and $X_1, X_2, \ldots, X_N$ be a basis of $G$. We define $d(X_i) = d_i$ as the length of $X_i$ as a commutator, and arrange the order so that $1 \leq d_1 \leq \ldots \leq d_N$. Thus it is easy to see $d_1 = 1$ for $j = 1, \ldots, k$. Let $\xi_1, \ldots, \xi_N$ be the dual basis for $G^*$, and let $\eta_1, \ldots, \eta_N$ be a system of global coordinates on $G$. A function $P$ on $G$ is called a polynomial on $G$ if $P \circ \exp$ is a polynomial on $G$. By this definition, $\eta_1, \ldots, \eta_N$ are polynomials on $G$ and generate the algebra of polynomials on $G$. Thus every polynomial on $G$ can be written uniquely as

$$P = \sum_{i} a_i \eta_i^j, \quad \eta_i^j = \eta_1^{s_1} \ldots \eta_N^{s_j}, \quad a_i \in \mathbb{R},$$

where all but finitely many of the coefficients $a_i$ vanish. Clearly, $\eta_i^j$ is homogeneous of degree $d(i) = \sum_{j=1}^{s} j_i d(i_j)$. If $P = \sum a_i \eta_i^j$, then we define the homogeneous degree (or order) of $P$ to be max{$d(i) : a_i \neq 0$}. If we consider $I = (i_1, \ldots, i_k)$, $1 \leq i_j \leq k$, then $d(I) = |I|$.

It is shown in [FS] that any polynomial on $G$ satisfies (P1) and (P2) in Definition 2.1 when $\nu$ is Lebesgue measure. Moreover, if $\Omega \subset G$ and
The proof is a simple corollary of (2.6) and the fact that \( \pi_m(B, f) = \pi_m(B, f - P) \) if the degree of \( P \) is less than \( m \).

We mention in passing that the existence of polynomials satisfying either (2.5) or (2.6) and (2.7) for general Carnot-Carathéodory vector fields is an open question. We are now ready to state the representation theorems on a stratified group.

**Corollary E.** Let \( B_0 \) be a ball in \( \mathbb{G} \), \( f \in C^m(B_0) \), and \( m \) be a positive integer. Then there is a polynomial \( P_m(B_0, f) \) of order less than \( m \) such that for \( x \in B_0 \),

\[
|f(x) - P_m(B_0, f)(x)| \leq C \int_{B_0} |X^m f(y)| \frac{q(x, y)^m}{|B(x, q(x, y))|} \, dy + C \frac{r(B)^m}{|B_0|} \int_{B_0} |X^m f| \, dy
\]

with \( C \) independent of \( f \), \( x \) and \( B_0 \). Moreover, if \( m \leq Q \) then

\[
|f(x) - P_m(B_0, f)(x)| \leq C \int_{B_0} |X^m f(y)| \frac{q(x, y)^m}{|B(x, q(x, y))|} \, dy.
\]

For a weak Boman chain domain, we have

**Corollary F.** Let \( \Omega \) be a weak Boman chain domain in \( \mathbb{G} \) with a central ball \( B_0 \), and let \( f \in C^m(\Omega) \). Then for any \( m \leq Q \) there is a polynomial \( P_m(B_0, f) \) of order less than \( m \) such that for \( x \in \Omega \),

\[
|f(x) - P_m(B_0, f)(x)| \leq C \int_{\Omega} |X^m f(y)| \frac{q(x, y)^m}{|B(x, q(x, y))|} \, dy.
\]

The methods used in this paper are extensions of several techniques from [FW] and [LW2], together with the use of properties of polynomials. The presence of polynomials \( P_m(B, f) \) of positive order causes some technical difficulties which do not occur in the case of order zero, i.e., when \( P_m(B, f) = f_B \). If we instead prove Theorem B by adapting the technique used in [FW], we will have to assume the reverse doubling condition of order \( m + \varepsilon \), i.e.,

\[
\frac{\mu(B)}{\mu(B)} \geq c \left( \frac{r(B)}{r(B)} \right)^{m+\varepsilon} \quad \text{if} \ B \subset B \subset cB_0
\]

for some \( \varepsilon > 0 \), but then the segment property (H3) is not needed.

In passing, we note that the Poincaré assumption in Definition 2.1 can be weakened by allowing an enlarged ball on the right, namely by assuming that there is a constant \( a_1 > 1 \) such that for all balls \( B \) with \( a_1 B \subset \Omega \), there
is a polynomial \( P_m(B, f) \) such that
\[
\frac{1}{\nu(B)} \int_B |f - P_m(B, f)| \, d\mu \leq C \frac{r(B)^m}{\mu(B)} \int_{\Omega} |g| \, d\mu,
\]
and by also assuming that the measures \( \nu, \mu \) are related by the following balance condition: if \( B \) and \( \bar{B} \) are balls with \( \alpha_1 B \subset \bar{B} \subset \Omega \), then
\[
\left( \frac{r(B)}{r(\bar{B})} \right)^m \frac{\nu(B)}{\nu(\bar{B})} \leq C \frac{\mu(\bar{B})}{\mu(B)}.
\]
This balance condition clearly holds automatically if \( \nu = \mu \); moreover, for any two doubling measures, it is necessary for the \( L^1 \) Poincaré estimate if \( m = 1 \), \( g = |X f| \), and \( X \) is a differential operator (see [CW], p. 1194). For \( m > 1 \) and \( g = |X^m f| \), this balance condition is also necessary. To see why we can allow an enlarged ball \( \alpha_1 B \) for \( \alpha_1 > 1 \) on the right of the Poincaré inequality, we need the following lemma.

**Lemma 2.9.** Let \( \Omega \in \mathcal{F}(\sigma, M) \), \( \mu \) and \( \nu \) be measures and \( \nu \) be doubling. Suppose that \( f \) is a function so that for each ball \( B \) with \( \sigma B \subset \Omega \),
\[
\int_B |f - P_m(B, f)| \, d\nu \leq A \int_{\sigma B} |g| \, d\nu
\]
with \( A \) independent of \( B \). Then
\[
\int_{\Omega} |f - P_m(B, f)| \, d\nu \leq cA \int_{\sigma B} |g| \, d\nu,
\]
where \( B \) is a central ball for \( \Omega \) and \( c \) depends only on \( \sigma, M \) and \( \nu \).

This sort of lemma is well known for \( m = 1 \), even for quasimetrics; see, e.g., the comments following Theorem 5.2 of [FGW]. For \( m > 1 \), it can be found in [B] in the Euclidean case and in [L4] for stratified groups. The main ingredient needed in the proof is those properties of polynomials we listed in (P1) and (P2).

**Lemma 2.10.** Let \( (\mathcal{S}, \varrho) \) be a metric space equipped with a doubling measure \( \mu \). If the segment hypothesis (H3) holds for a domain \( \Omega \), then every ball \( B \subset \Omega \) is a Boman chain domain of type \( \sigma, M \) for any given \( \sigma \) with \( M \) depending only on \( \sigma, \mu \).

This is Theorem 5.4 of [FGW].

If (H3) holds, we can use Lemmas (2.9) and (2.10) to show that if the Poincaré hypothesis (H1) holds for some \( \alpha_1 > 1 \), then it also holds for \( \alpha_1 = 1 \). In fact, fix any ball \( B \subset \Omega \). If \( B \) is a ball with \( \alpha_1 B \subset \bar{B} \), condition (H1) and then the balance condition give
\[
\int_B |f - P_m(B, f)| \, d\nu \leq C \nu(B) \frac{r(B)^m}{\mu(B)} \int_{\alpha_1 B} |g| \, d\mu \leq C \frac{\nu(\bar{B})}{\mu(\bar{B})} \frac{r(\bar{B})^m}{\mu(\bar{B})} \int_{\alpha_1 B} |g| \, d\mu.
\]
By Lemma 2.10, \( \bar{B} \) is a Boman chain domain of type \( \sigma, M \) with \( \sigma = \alpha_1 \) for some \( M \). Thus, by Lemma 2.9 with \( \Omega \), \( \sigma \) and \( A \) there chosen to be \( \bar{B} \), \( \alpha_1 \) and \( C \nu(\bar{B})r(\bar{B})^m/\mu(\bar{B}) \), respectively, we obtain
\[
\int_B |f - P_m(\bar{B}, f)| \, d\nu \leq C \nu(\bar{B}) \frac{r(\bar{B})^m}{\mu(\bar{B})} \int_{\alpha_1 B} |g| \, d\mu
\]
for some polynomial \( P_m(\bar{B}, f) \), where \( \bar{B} \) is the central ball in the Boman chain condition of \( \bar{B} \). In this case we can take \( P_m(\bar{B}, f) \) as \( P_m(\bar{B}, f) \). Thus we can assume without loss of generality that \( \alpha_1 = 1 \) in the Poincaré part of hypothesis (H1), provided that (H3) and the balance condition hold.

**3. Proof of Theorem D.** We consider two cases: \( x \in \varepsilon B_0 \) and \( x \in B_0 \setminus \varepsilon B_0 \) for \( 0 < \varepsilon < 1/5 \). Parts of the argument are similar to the construction in [FW], but there is a difference now since the chain of balls will lie inside \( B_0 \).

**Case 1:** \( x \in \varepsilon B_0 \). Let \( B_0 = B_0(x_0, r_0) \) and fix \( x \in \varepsilon B_0 \). We first show that there is a point \( x_0 \), depending on \( x \), with \( \varrho(x_0, x_0) = ((1 - 3\varepsilon)/2)r_0 \) such that if \( z \) is any point on the geodesic segment connecting \( x_0 \) and \( x \), then \( B(z, \varrho(x, x_0)) \subset B_0 \). In fact, pick any point \( x_0 \) with \( \varrho(x_0, x_0) = ((1 - 3\varepsilon)/2)r_0 \) and let \( x \) be a point on the geodesic \( \gamma \) connecting \( x_0 \) and \( x \). If \( x \in B(z, \varrho(x, x_0)) \), first note that
\[
\varrho(x, x_0) \leq \varrho(x, x_0) + \varrho(x, x) < \varrho(x, x) + \varrho(x, x) + \varepsilon r_0 = 2\varrho(x, x) + \varepsilon r_0.
\]
Also, since \( x \in \varepsilon \),
\[
\varrho(x, x) = \varrho(x, x_0) - \varrho(x, x) \leq \varrho(x, x_0) \leq \varrho(x, x_0) + \varrho(x, x_0) < \frac{1 - \varepsilon}{2} r_0.
\]
Combining estimates shows that \( x \in B_0 \) as desired.

Now fix \( x_0 \) as above and let \( \varrho(x, x_0) = r_1 \). The fact that \( \varepsilon < 1/5 \) implies that \( x \neq x_0 \), i.e., \( r_1 > 0 \). Let \( \gamma = \gamma(t) \), \( 0 \leq t \leq r_1 \), be the geodesic connecting \( x_0 \) and \( x \) with \( \varrho(0, x_0) = r_1 \), \( \varrho(t_1) = r_1 \), and \( \varrho(\gamma(t), \gamma(s)) = |t - s| \). Define \( t_1 = 0 \) and \( t_{k+1} = (t_k + t_k)/2 \) for \( k \geq 1 \). Then \( r_1 - t_k = r_1/2^{k-1} \) for \( k \geq 1 \), and \( t_k \to r_1 \). For \( 0 < \varepsilon < 1 \) to be chosen and \( k \geq 1 \), let
\[
x_k = \gamma(t_k) \quad \text{and} \quad B_k = B(x_k, \varrho(r_1 - t_k)).
\]
Note that \( \varrho(x, x_k) = \varrho(\gamma(t_k)) = r_1 - t_k \), and then
\[
B_k \subset B(x_k, r_1 - t_k) = B(x_k, \varrho(x_k, x_k)) \subset B_0
\]
by what we showed earlier, since \( x_k \in \gamma \). Thus property (1) follows. Clearly, \( \varrho(B_k) \to 0 \) and
\[
\varrho(B_k) = \varrho(r_1 - t_k) = \varrho(x, x_0) \geq \varrho(x, x_0) - \varrho(x, x_0) = 0 \quad \text{as} \quad k \to \infty.
\]
Thus, \( r(B_1) \approx r(B_0) \) and property (2) holds. To show (3), fix \( k \geq 1 \) and \( y \in B_k \).

Then

\[
\phi(x, y) \leq \phi(x, x_k) + \phi(x_k, y) < (r_1 - t_k) + \theta (r_1 - t_k) = \frac{1 + \theta}{\theta} r(B_k),
\]

and similarly

\[
\phi(x, y) \geq \phi(x, x_k) - \phi(x_k, y) > \frac{1 - \theta}{\theta} r(B_k).
\]

To prove (4), note first that for each \( k \geq 1 \), \( r(B_k) = 2r(B_{k+1}) \) and

\[
\phi(x_k, x_{k+1}) = t_{k+1} - t_k = \frac{1}{2\theta} r(B_k).
\]

Pick \( z_k \) on \( \gamma \) halfway between \( x_k \) and \( x_{k+1} \):

\[
\phi(x_k, z_k) = \frac{t_{k+1} - t_k}{2} = \frac{\phi(x_k, x_{k+1})}{2}.
\]

Then also \( \phi(x_{k+1}, z_k) = \phi(x_k, z_k) \).

Let

\[
S_k = B(x_k, r(B_k)/\delta).
\]

To show that \( S_k \subset B_{k+1} \), note that if \( \xi \in S_k \) then

\[
\phi(\xi, x_{k+1}) \leq \phi(\xi, x_k) + \phi(x_k, x_{k+1}) < \frac{r(B_k)}{8} + \frac{t_{k+1} - t_k}{2}
\]

\[
= \left( \frac{1}{8} + \frac{1}{4\theta} \right) r(B_k) = \left( \frac{1}{4} + \frac{1}{2\theta} \right) r(B_{k+1})
\]

\[
< r(B_{k+1}) \quad \text{if} \quad \theta > 2/3.
\]

Thus \( S_k \subset B_{k+1} \) if \( \theta > 2/3 \). Similarly, \( \phi(\xi, x_k) < r(B_k) \) if \( \xi \in S_k \) and \( \theta > 2/3 \), so that \( S_k \subset B_k \cap B_{k+1} \) if \( \theta > 2/3 \).

To prove (5), fix \( j < k \) and let \( \xi \in B_k \). Then

\[
\phi(\xi, x_j) \leq \phi(\xi, x_k) + \phi(x_k, x_j) < r(B_k) + |t_k - t_j|.
\]

Since \( h > j \), \( t_h > t_j \) and \( r(B_h) < r(B_j) \).

Also,

\[
|t_h - t_j| = r_h \left( \frac{1}{2^j - 1} - \frac{1}{2^k - 1} \right) < \frac{r_1}{2^j - 1} \frac{1}{2^k - 1} = \frac{1}{\theta} r(B_j).
\]

Thus, \( \phi(\xi, x_j) < (1+1/\theta) r(B_j) \), so that \( B_k \subset (1+1/\theta) B_j \) as desired.

It remains to show (6). If \( B_j \cap B_k \neq \emptyset \) then by the triangle inequality,

\[
\phi(x_j, x_k) < r(B_j) + r(B_k), \quad \text{i.e.,} \quad |t_j - t_k| < r(B_j) + r(B_k).
\]

Since \( t_j = r_1(1 - 1/2^{j-1}) \) and \( r(B_j) = \theta r_1/2^{j-1} \), we easily obtain

\[
\left| \frac{1}{2^j - 1} - \frac{1}{2^k - 1} \right| < \frac{1}{2^j - 1} + \frac{1}{2^k - 1} < \frac{1}{\theta} \frac{1}{2^j - 1}.
\]

Therefore,

\[
|k - j| < \log_2 \left( \frac{1 + \theta}{\theta} \right).
\]

Property (6) follows immediately, and the proof of Theorem D is complete in Case 1.

CASE 2: \( x \in B_0 \setminus B_0 \). The argument is similar to the one for Case 1. Recall that \( B_0 = B(x_0, r_0) \). Fix \( x \in B_0 \setminus B_0 \) and let \( \phi(x, x_0) = r_1 \). Then \( \epsilon_0 = r_1 < r_0 \). Let \( \gamma(\ell) = r(\ell) \), \( 0 < \ell < r_1 \), be a geodesic connecting \( x_0 \) and \( x \) with \( \gamma(0) = x_0 \), \( \gamma(t_1) = x \) and \( \gamma(t_2) = |x - s| \). We first show that if \( z \in \gamma(\ell) \) then \( B(z, \phi(x, z)) \subset B_0 \). In fact, if \( z \in B(z, \phi(x, z)) \), then \( \xi \in B_0 \) since

\[
\phi(\xi, x_0) \leq \phi(\xi, z) + \phi(z, x_0) = r_1 - s + s = r_1 < r_0.
\]

Define a sequence \( \{B_k\}_{k \geq 1} \) as follows. Let \( t_1 = \epsilon_0/2 \), \( t_{k+1} = (r_1 + t_k)/2 \) for \( k \geq 1 \), \( x_k = \gamma(t_k) \) and \( B_k = B(x_k, \theta(r_1 - t_k)) \). Then \( B_k \subset B_0 \) with \( 0 < \ell < r_1 \) to be chosen. Then \( r_1 - t_k = \theta(r_1 - t_1)/2^{k-1} \) for \( k \geq 1 \), and \( \gamma(\ell) \cap B_k \) for \( k \geq 1 \). Thus, \( S_k \subset B_{k+1} \) if \( \theta > 2/3 \). Similarly, \( \phi(\xi, x_k) < r(B_k) \) if \( \xi \in S_k \) and \( \theta > 2/3 \), so that \( S_k \subset B_k \cap B_{k+1} \) if \( \theta > 2/3 \).

To prove (5), fix \( j < k \) and let \( \xi \in B_k \). Then

\[
\phi(\xi, x_j) \leq \phi(\xi, x_k) + \phi(x_k, x_j) < r(B_k) + |t_k - t_j|.
\]

Since \( h > j \), \( t_h > t_j \) and \( r(B_h) < r(B_j) \).

Also,

\[
|t_h - t_j| = r_h \left( \frac{1}{2^j - 1} - \frac{1}{2^k - 1} \right) < \frac{r_1}{2^j - 1} \frac{1}{2^k - 1} = \frac{1}{\theta} r(B_j),
\]

and the rest of the proof of (5) is as before. For (6), the estimate

\[
|t_j - t_k| < r(B_j) + r(B_k)
\]

now yields

\[
\left| \frac{r_1 - t_1}{2^j - 1} - \frac{1}{2^k - 1} \right| < \theta(r_1 - t_1) \left( \frac{1}{2^j - 1} + \frac{1}{2^k - 1} \right),
\]

so that we again obtain

\[
\left| \frac{1}{2^j - 1} - \frac{1}{2^k - 1} \right| < \theta \left( \frac{1}{2^j} + \frac{1}{2^k} \right),
\]

and the rest is the same. This completes the proof of Theorem D.

4. Proofs of Theorems A, B and C

Proof of Theorem A. We will use Theorem D. Let \( B_0 \) be a ball in \( S \) and suppose that (H1) and the segment property (H3) hold for \( B_0 \). Given \( x \in B_0 \), let \( \{B_k\}_{k \geq 1} \) be a sequence of balls with the properties in Theorem D. Then

\[
|f(x) - P_m(B_0, f)(x)| \leq |f(x) - P_m(B_1, f)(x)| + |P_m(B_1, f)(x) - P_m(B_0, f)(x)|.
\]
For the second term on the right in (4.1), we get, for \( \nu \text{-a.e. } x \in B_0 \),

\[
|P_m(B_1, f)(x) - P_m(B_0, f)(x)| \leq \|P_m(B_1, f) - P_m(B_0, f)\|_{L^p(B_0)} \\
\leq \|P_m(B_1, f)(x) - P_m(B_0, f)(x)\|_{L^p(B_1)}
\]

by (P2) since \( B_1 \subset B_0 \) and \( \nu(B_1) \approx \nu(B_0) \) by property (1) of Theorem D (\( \nu \) is doubling). In view of (P1) this is bounded by

\[
\frac{C}{\nu(B_1)} \|P_m(B_1, f) - P_m(B_0, f)\|_{L^p(B_1)} \\
\leq \frac{C}{\nu(B_1)} \int_{B_1} |f - P_m(B_1, f)| \, d\nu + \frac{C}{\nu(B_1)} \int_{B_1} |f - P_m(B_0, f)| \, d\nu \\
\leq \frac{C}{\nu(B_1)} \int_{B_1} |f - P_m(B_1, f)| \, d\nu + \frac{C}{\nu(B_0)} \int_{B_0} |f - P_m(B_0, f)| \, d\nu \\
\leq C \frac{r(B_1)^m}{\mu(B_1)} \int_{B_1} |g| \, d\mu + C \frac{r(B_0)^m}{\mu(B_0)} \int_{B_0} |g| \, d\mu
\]

by the Poincaré inequality (H1)

\[
\leq C \frac{r(B_0)^m}{\mu(B_0)} \int_{B_0} |g| \, d\mu
\]

since \( B_1 \subset B_0 \), \( r(B_1) \approx r(B_0) \) and \( \mu(B_1) \approx \mu(B_0) \).

Assuming as we may that \( x \) is a Lebesgue point for both \( |f - P_m(B_1, f)| \) and \( |g| \) with respect to \( \nu \) and using properties (1)-(3) from Theorem D, we deduce for the first term on the right in (4.1) that

\[
|f(x) - P_m(B_1, f)(x)| = \lim_{k \to \infty} \frac{1}{\nu(B_k)} \int_{B_k} |f(y) - P_m(B_1, f)(y)| \, d\nu(y)
\]

\[
\leq \limsup_{k \to \infty} \frac{1}{\nu(B_k)} \int_{B_k} |f(y) - P_m(B_k, f)(y)| \, d\nu(y) \\
+ \limsup_{k \to \infty} \frac{1}{\nu(B_k)} \int_{B_k} |P_m(B_k, f)(y) - P_m(B_1, f)(y)| \, d\nu(y) = I_1 + I_2,
\]

where \( I_1 \) and \( I_2 \) are defined by the last equality. To show that \( I_1 = 0 \) for every Lebesgue point \( x \) of \( |g| \), we use the Poincaré inequality:

\[
I_1 \leq C \limsup_{k \to \infty} \frac{r(B_k)^m}{\mu(B_k)} \int_{B_k} |g(y)| \, d\mu(y) = 0 \cdot |g(x)| = 0.
\]

Thus we only need to estimate \( I_2 \). We have

\[
I_2 \leq \limsup_{k \to \infty} \sum_{j=1}^{k-1} \frac{1}{\nu(B_k)} \int_{B_k} |P_m(B_{j+1}, f) - P_m(B_j, f)| \, d\nu
\]

\[
\leq \limsup_{k \to \infty} \sum_{j=1}^{k-1} \|P_m(B_{j+1}, f) - P_m(B_j, f)\|_{L^p(B_k)}
\]

\[
\leq \limsup_{k \to \infty} \sum_{j=1}^{k-1} \|P_m(B_{j+1}, f) - P_m(B_j, f)\|_{L^p(B_k)}
\]

by property (5) of Theorem D. The last expression equals

\[
\sum_{j=1}^{\infty} \|P_m(B_{j+1}, f) - P_m(B_j, f)\|_{L^p(\nu(B_j))}
\]

\[
\leq C \sum_{j=1}^{\infty} \|P_m(B_{j+1}, f) - P_m(B_j, f)\|_{L^p(S_j)} \quad \text{by property (4) and (P2)}
\]

\[
\leq C \sum_{j=1}^{\infty} \frac{1}{\nu(S_j)} \|P_m(B_{j+1}, f) - P_m(B_j, f)\|_{L^p(S_j)} \quad \text{by (P1)}.
\]

Using the triangle inequality, we see this is bounded by

\[
C \sum_{j=1}^{\infty} \int_{S_j} |P_m(B_{j+1}, f) - f| \, d\nu + C \sum_{j=1}^{\infty} \int_{S_j} |P_m(B_j, f) - f| \, d\nu
\]

\[
\leq C \sum_{j=1}^{\infty} \int_{B_{j+1}} |P_m(B_{j+1}, f) - f| \, d\nu + C \sum_{j=1}^{\infty} \int_{B_j} |P_m(B_j, f) - f| \, d\nu
\]

since \( S_j \subset B_j \cap B_{j+1} \) and \( \nu(S_j) \approx \nu(B_j) \approx \nu(B_{j+1}) \) by Theorem D. Combining estimates and applying (H1) to the terms of each of the last two sums, we obtain

\[
I_2 \leq C \sum_{j=1}^{\infty} r(B_j)^m \int_{B_j} |g(y)| \, d\mu(y).
\]

If \( y \in B_j \), then

\[
\frac{r(B_j)^m}{\mu(B_j)} \approx \frac{\mu(\nu(B_j)^m)}{\mu(B_j)} \approx \frac{\mu(\nu(B_j)^m)}{\mu(B_j)}
\]

by part (3) of Theorem D and the fact that \( \nu \) is a doubling measure. Thus,

\[
I_2 \leq C \sum_{j=1}^{\infty} \int_{B_j} |g(y)| \, d\mu(y)
\]

\[
\leq C \sum_{j=1}^{\infty} \int_{B_j} \frac{\mu(\nu(B_j)^m)}{\mu(B_j)} \, d\mu(y)
\]

\[
\leq C \sum_{j=1}^{\infty} \int_{B_j} |g(y)| \, d\mu(y)
\]
\[ \leq C \int_{B_0} \left| g(y) \left| \frac{\varrho(x, y)^m}{\mu(B(x, \varrho(x, y)))} \right| \right| d\mu(y) \]

by (6) and (1) of Theorem D. Theorem A now follows by combining estimates.

**Proof of Theorem B.** Theorem B is a special corollary of Theorem A and the reverse doubling hypothesis (H2). In fact, if \( x, y \in B_0 \), then \( \varrho(x, y) \leq 2r(B_0) \) and consequently by (H2), we have

\[ \frac{r(B_0)^m}{\mu(B_0)} \leq C \frac{\varrho(x, y)^m}{\mu(B(x, \varrho(x, y)))} \text{ if } x, y \in B_0. \]

Thus, the second term on the right in the conclusion of Theorem A is majorized by the first term. This completes the proof.

**Proof of Theorem C.** Let \( x \in \Omega \). By the definition of weak Boman chain domain, we may select \( B^* \) with \( x \in B^* \) and a chain \( \{B_j\}_{j=0}^k \) connecting \( B^* = B_k \) to the central ball \( B_0 \). Then

\[ |f(x) - P_m(B_0, f)(x)| \leq |f(x) - P_m(B^*, f)(x)| + |P_m(B^*, f)(x) - P_m(B_0, f)(x)|. \]

By Theorem B, the first term on the right side of (4.2) is at most

\[ C \int_{B^*} \left| g(y) \left| \frac{\varrho(x, y)^m}{\mu(B(x, \varrho(x, y)))} \right| \right| d\mu(y) \]

for \( \nu \)-a.e. point of \( B^* \), and we may assume this holds for our fixed \( x \) by initially excluding from \( \Omega \) the set of measure zero formed by the union of the exceptional sets in each Boman ball. Since \( B^* \subset \Omega \), we obtain the desired estimate

\[ |f(x) - P_m(B^*, f)(x)| \leq C \int_{B^*} \left| g(y) \left| \frac{\varrho(x, y)^m}{\mu(B(x, \varrho(x, y)))} \right| \right| d\mu(y). \]

For the second term on the right in (4.2), by using the chain \( \{B_j\} \) connecting \( B_0 \) to \( B_k = B^* \) and by noticing that \( B^* \subset MB_j \) and \( x \in B^* \), we have

\[ |P_m(B^*, f)(x) - P_m(B_0, f)(x)| \]

\[ \leq \sum_{j=1}^k |P_m(B_j, f)(x) - P_m(B_{j-1}, f)(x)| \]

\[ \leq \sum_{j=1}^k \|P_m(B_j, f) - P_m(B_{j-1}, f)\|_{L^\infty(MB_j)}. \]

If \( D_j \) is a ball with \( D_j \subset B_j \cap B_{j-1}, MB_j \) and \( r(D_j) \approx r(B_j) \approx r(B_{j-1}) \), then by (P1) and (P2), the last sum is in turn bounded by a constant times

\[ \sum_{j=1}^k \|P_m(B_j, f) - P_m(B_{j-1}, f)\|_{L^\infty(D_j)} \]

\[ \leq \sum_{j=1}^k \frac{C}{\nu(D_j)} \|P_m(B_j, f) - P_m(B_{j-1}, f)\|_{L^1(D_j)} \]

\[ \leq \sum_{j=1}^k \frac{C}{\nu(D_j)} \int_{D_j} |P_m(B_j, f) - f| d\nu \]

\[ + \sum_{j=1}^k \frac{C}{\nu(D_j)} \int_{D_j} |P_m(B_{j-1}, f) - f| d\nu \]

\[ \leq \sum_{j=1}^k \frac{C}{\nu(B_j)} \int_{B_j} |P_m(B_j, f) - f| d\nu \]

\[ + \sum_{j=1}^k \frac{C}{\nu(B_{j-1})} \int_{B_{j-1}} |P_m(B_{j-1}, f) - f| d\nu \]

\[ \leq \sum_{j=0}^k \frac{C}{\nu(B_j)} \int_{B_j} |P_m(B_j, f) - f| d\nu = I, \]

where we have used the doubling property of \( \nu \). By Poincaré’s inequality,

\[ I \leq C \sum_{j=0}^k \frac{r(B_j)^m}{\mu(B_j)} \int_{B_j} |g(y)| d\mu(y) \]

\[ = C \sum_{j=0}^k \frac{r(B_j)^m}{\mu(B_j)} \int_{B_j} |g(y)| d\mu(y). \]

The proof will be complete if we show that the sum above in curly brackets is bounded by a fixed multiple of \( \varrho(x, y)^m/\mu(B(x, \varrho(x, y))) \) for each \( y \in \Omega \). Fix \( y \in \Omega \). By the definition of weak Boman chain domain, \( y \) belongs to at most \( M \) balls \( B_j \) in the chain, and for each such \( B_j \), the fact that \( B^* \subset MB_j \) implies that \( x, y \in MB_j \), and consequently that \( B(x, \varrho(x, y)) \subset 3MB_j \). Thus, for such \( j \), by (H2),

\[ \frac{r(3MB_j)^m}{\mu(3MB_j)} \leq C \frac{\varrho(x, y)^m}{\mu(B(x, \varrho(x, y)))} \]
and so doubling,
\[
\frac{r(B_j)^m}{\mu(B_j)} \leq C \frac{\varrho(x, y)^m}{\mu(B(x, \varrho(x, y)))}.
\]
Therefore, for any \( y \in \Omega \), the sum above is at most \( M \) times the last expression, and therefore the proof is complete.

5. Applications to embedding theorems involving high order derivatives. Embedding theorems for first order vector fields have been studied extensively. Our purpose in this section is to show that many analogous results for higher order derivatives can be derived by using the representation formulas given earlier. For simplicity, we sometimes state the results only for smooth functions, but they remain valid for functions in appropriate Sobolev spaces of order \( m \) without assuming any extra smoothness. This can be seen by showing that the associated polynomials exist for general Sobolev functions (see [LLW]). We also note that Theorem 5.11 in §5.3 proves some particular smoothness for certain Sobolev functions.

5.1. Weighted Poincaré inequalities. We begin by using the representation formulas to derive weighted \( L^p \) to \( L^q \) Poincaré inequalities for high order vector field gradients on a stratified group \( \mathbb{G} \). We consider only the range \( 1 < p < q < \infty \), but the cases \( 1 = p < q < \infty \) and \( 1 < p < q < \infty \) can also be treated by adapting the results in [FGW] and [PW].

If \( w \in L^1_{\text{loc}}(\mathbb{G}) \) and \( w(x) \geq 0 \), we say that \( w \) is a weight and use the notation \( w(E) = \int_E w(x) \, dx \) for any measurable set \( E \). If \( w \) is a weight, we say that \( w \in A_p \), \( 1 < p < \infty \), if there is a constant \( C \) such that
\[
\left( \frac{1}{|B|} \int_B w(x) \, dx \right)^{1/p} \left( \frac{1}{|B|} \int_B w(x)^{-1/p} \, dx \right)^{1/p'} \leq C
\]
for all metric balls \( B \).

**Theorem 5.1.** Let \((\mathbb{G}, \varrho)\) be a stratified Lie group with metric \( \varrho \), and let \( m \) be any positive integer less than the homogeneous dimension \( Q \). Let \( 1 < p < q < \infty \), \( B_0 \) be a metric ball, and \( w_1, w_2 \) be two weights satisfying the balance condition
\[
(5.2) \quad \left( \frac{r(B)}{r(B_0)} \right)^m \left( \frac{w_2(B)}{w_2(B_0)} \right)^{1/q} \leq C \left( \frac{w_1(B)}{w_1(B_0)} \right)^{1/p}
\]
for all metric balls \( B \) with \( B \subset cB_0 \). Suppose also that \( w_1 \in A_p \) and \( w_2 \) is doubling with respect to Lebesgue measure. If \( f \in C^m(B_0) \), there is a polynomial \( P_m(B_0, f) \) of degree less than \( m \) such that
\[
\frac{1}{w_2(B_0)} \int_{B_0} |f - P_m(B_0, f)|^q w_2 \, dx \leq C r(B_0)^m \left( \frac{1}{w_1(B_0)} \int_{B_0} \left| X^m f \right|^p w_1 \, dx \right)^{1/p}.
\]

The nonweighted case of (5.3) was given in [L3], [L4]. In the usual Euclidean case, Poincaré inequalities involving high order derivatives have been studied by Sobolev [So1], [So2] (see also [AH] and [Z]).

**Proof of Theorem 5.1.** First observe by Corollary E that there is a polynomial \( P_m(B_0, f) \) such that
\[
(5.4) \quad |f(x) - P_m(B_0, f)(x)| \leq C \int_{B_0} \left| X^m f(y) \right|^q \frac{\varrho(x, y)^m}{|B(x, \varrho(x, y))|} \, dy, \quad x \in B_0.
\]

Define the integral operator
\[
T_g(x) = \frac{1}{g} \int_{\mathbb{G}} \frac{\varrho(x, y)^m}{|B(x, \varrho(x, y))|} \, dy
\]
for \( g \geq 0 \). Then we may rewrite (5.4) as
\[
|f(x) - P_m(B_0, f)(x)| \leq C T(X^m f(x)) \chi_{B_0}(x),
\]
and consequently (5.3) will follow by verifying the norm estimate
\[
(5.5) \quad \left( \frac{1}{B_0} \int_{B_0} |T(g \chi_{B_0})(x)|^q w_2 \, dx \right)^{1/q} \leq C \left( \frac{1}{B_0} \int_{B_0} |g(x)|^p v(x) \, dx \right)^{1/p}
\]
with weights \( w_2, v \) chosen to be
\[
w(x) = \frac{1}{w_2(B_0)} w_2(x) \quad \text{and} \quad v(x) = \frac{r(B_0)^{np}}{w_1(B)} w_1(x).
\]
Since both \( w \) and \( v^{-p'/p} \) are then doubling measures, Theorem 3.1B of [SW] guarantees that (5.5) holds for \( 1 < p < q < \infty \) if for all balls \( B \subset cB_0 \), we have
\[
(5.6) \quad \frac{r(B)}{|B|} \left( \frac{1}{B} \int_B w(x) \, dx \right)^{1/q} \left( \frac{1}{B} \int_B v(x)^{-p'/p} \, dx \right)^{1/p'} \leq C.
\]
(In fact, by combining Theorem 1.4 of [SWZ] with the sort of localization argument in [SW, p. 833], (5.6) suffices for (5.5) if \( w, v^{-p'/p} \) just satisfy a reverse doubling condition of some positive order.) However, a simple computation shows that (5.6) follows from (5.2) since \( v \in A_p \). This completes the proof of Theorem 5.1.

5.2. Exponential type inequalities. Let \((\mathbb{G}, \varrho)\) be a metric space. A measure \( \mu \) is said to be doubling of order \( N \) if there is a constant \( C > 0 \) such...
that for any balls $B_1$ and $B_2$ with $B_1 \subset B_2$,

\[
\mu(B_2) \leq C \left(\frac{r(B_2)}{r(B_1)}\right)^N \mu(B_1).
\]  

(5.7)

We now fix a ball $B \subset S$ and let

\[
Tg(x) = T_{B_2}g(x) = \int_B g(y) \frac{g(x,y)^m}{\mu(B(x, g(x,y)))} \, d\mu(y).
\]

**Theorem 5.8.** Let $(S, g)$ be a metric space and $\mu$ be a doubling measure of order $N$. Let $Tg$ be defined as above for a fixed ball $B \subset S$. Suppose that $pm = N$ and $p > 1$. Then there exists a constant $C > 0$ independent of $B$ and $g$ such that

\[
\frac{1}{\mu(B)} \exp \left\{ \left( \frac{r(B)^m}{C \mu(B)^{1/p} \|g\|_{L^p(B, d\mu)}} \right)^{p/(p-1)} \right\} d\mu(x) \leq C.
\]

**Proof.** The proof uses ideas of Hedberg [He] and is included for completeness. We may assume without loss of generality that $g$ is supported in $B$ and also that $\|g\|_{L^p(B, d\mu)} = 1$. For $x \in B$ and $0 < \delta < R = 2r(B)$,

\[
|Tg(x)| \leq \int_{\delta \leq \rho(x,u) \leq \delta} |g(y)| \frac{\rho(x,y)^m}{\mu(B(x, \rho(x,y)))} \, d\mu(y)
\]

\[
+ \int_{\delta \leq \rho(x,u) \leq R} |g(y)| \frac{\rho(x,y)^m}{\mu(B(x, \rho(x,y)))} \, d\mu(y) = I_1 + I_2.
\]

It is easy to see that

\[
I_1 = \sum_{k=0}^{\infty} \int_{2^{-k} \delta \leq \rho(x,u) \leq 2^{-k} \delta} |g(y)| \frac{\rho(x,y)^m}{\mu(B(x, \rho(x,y)))} \, d\mu(y)
\]

\[
\leq C \sum_{k=0}^{\infty} (2^{-k} \delta)^m \int_{\rho(x,u) \leq 2^{-k} \delta} |g(y)| \, d\mu(y)
\]

\[
\leq C \sum_{k=0}^{\infty} (2^{-k} \delta)^m M(g)(x) \leq C \delta^m M(g)(x)
\]

where $M(g)$ is the Hardy–Littlewood maximal function of $g$ with respect to $\mu$. For $I_2$, we use Hölder’s inequality to get

\[
I_2 \leq \left( \int_{\delta \leq \rho(x,u) \leq R} |g|^\nu \, d\mu(y) \right)^{1/p}
\]

\[
\times \left( \int_{\delta \leq \rho(x,u) \leq R} \left( \frac{\rho(x,y)^m}{\mu(B(x, \rho(x,y)))} \right)^{\nu'} \, d\mu(y) \right)^{1/\nu'}.
\]

By dividing the integral domain into annuli $g(x,y) \approx 2^{-k}R$ and using (5.7), we find that the second factor on the right above is at most

\[
\left\{ C \sum_{k=0}^{\infty} \frac{(2^{-k}R)^{mp'}}{((2^{-k}R/R)^N \mu(B))^\nu-1} \right\}^{1/p'}
\]

\[
\leq \frac{CR^m}{\mu(B)^{1/p'}} \left\{ \sum_{k=0}^{\infty} 2^{k(N(p'-1)-mp')} \right\}^{1/p'}
\]

\[
\leq \frac{CR^m}{\mu(B)^{1/p'}} (\log(R/\delta))^{1/p'}
\]

since $N(p'-1)-mp' = 0$. Thus, using the fact that $\|g\|_{L^p(B, d\mu)} = 1$, we obtain

\[
I_2 \leq C(\log(R/\delta))^{1/p'} \frac{R^m}{\mu(B)^{1/p'}}.
\]

Combining estimates gives

\[
|Tg(x)| \leq C \delta^m M(g)(x) + C \frac{R^m}{\mu(B)^{1/p'}} (\log(R/\delta))^{1/p'}.
\]

With $C$ as above, let $A = CR^{-m} \mu(B)^{1/p}$ and choose $\delta$ such that

\[
\delta^m = \min\{2^{-1} A^{-1} M(g)(x)^{-1}, R^m\}.
\]

Hence,

\[
|Tg(x)| \leq \frac{R^m}{2 \mu(B)^{1/p}} + C \frac{R^m}{\mu(B)^{1/p'}} \log^+(R2^{1/m} A^{1/m} M(g)(x)^{1/m})^{1/p'},
\]

and then for those $x$ such that $|Tg(x)| > R^m/\mu(B)^{1/p}$, we deduce by subtracting and rewriting that

\[
\left( \frac{\mu(B)^{1/p}}{2CR^m} |Tg(x)| \right)^{\nu'} \leq \log^+(R2^{1/m} A^{1/m} M(g)(x)^{1/m}).
\]

Exponentiating and integrating over the set

\[
E = \{x \in B : |Tg(x)| > R^m/\mu(B)^{1/p}\},
\]

we obtain
\[
\frac{1}{\mu(B)} \int_B \left\{ \left( \frac{\mu(B)^{1/p}}{2CR^m} |T(g)(x)| \right)^{p'} \right\} d\mu(x)
\leq \frac{c}{\mu(B)} \int_B R^{1/m} A^{1/m} M(g)(x)^{1/m} d\mu(x)
\leq \frac{c}{\mu(B)} \mu(B)^{1/pm} \left( \int_B M(g)(x)^{p} d\mu(x) \right)^{1/pm}
\leq c \left( \int_B g^p(x) d\mu(x) \right)^{1/(pm)} = c
\]

by Hölder’s inequality with exponents pm and (pm)'.

by the boundedness of the Hardy–Littlewood maximal function and the fact that g is supported in B. Clearly,

\[
\frac{1}{\mu(B)} \int_B \left\{ \left( \frac{\mu(B)^{1/p}}{2CR^m} |T(g)(x)| \right)^{p'} \right\} d\mu(x)
\leq \frac{1}{\mu(B)} \int_B \left\{ \left( \frac{1}{2C} \right)^p \right\} d\mu(x) \leq c.
\]

The theorem now follows by combining the estimates above.

**Corollary 5.9.** Let B be a metric ball in a stratified group G of homogeneous dimension Q, and let p > 1 and m be a positive integer with pm = Q. If f \in C^m(B), then there is a polynomial P_m(B, f) of order less than m such that

\[
\frac{1}{|B|} \int_B \left\{ \left( \frac{f(x) - P_m(B, f)(x)}{C\|X^m f\|_{L^p(B, dx)}} \right)^{p/(p-1)} \right\} dx \leq C,
\]

with C independent of f and B. Moreover, for the same p and m, a similar result holds for any weak Boman domain \( \Omega \) in G: if \( B_0 \) is a central ball for \( \Omega \), then

\[
\frac{1}{|\Omega|} \int_{\Omega} \left\{ \left( \frac{f(x) - P_m(B_0, f)(x)}{C\|X^m f\|_{L^p(\Omega, dx)}} \right)^{p/(p-1)} \right\} dx \leq C.
\]

**Proof.** The first statement follows immediately from the representation Corollary E and Theorem 5.8. Note that on a stratified group G, \(|B| = C_{Qr}^m(B)^Q\). The second statement can be obtained from Corollary F by modifying the proof used for Theorem 5.8, now applied to the integral operator

\[
Tg(x) = \int_\Omega g(y) \frac{g(x, y)^m}{|B(x, g(x, y))|} dy.
\]

The main change needed is a different way to choose the number R in the proof of Theorem 5.8. Given \( x \), pick R so that \(|B(x, R)| = |\Omega|\). The choice of R is independent of x. For \( \delta \) to be chosen with \( 0 < \delta \leq R/2 \),

\[
|Tg(x)| \leq I_1 + I_2 = \int_{\Omega, \|g\|_{H^p(R, dy)}} \int_{\|g\|_{H^p(R, dy)}} \int_{\Omega, \|g\|_{H^p(R, dy)}} \int_{\Omega, \|g\|_{H^p(R, dy)}}
\]

We estimate \( I_2 \) as before. Again by Hölder’s inequality, as \((m - Q)p' = -Q\),

\[
I_2 \leq c\|g\|_{L^p(\Omega, dy)} \left( \int_{\Omega, \|g\|_{H^p(R, dy)}} \int_{\Omega, \|g\|_{H^p(R, dy)}} \int_{\Omega, \|g\|_{H^p(R, dy)}} \int_{\Omega, \|g\|_{H^p(R, dy)}}
\]

since

\[
\int_{\Omega, \|g\|_{H^p(R, dy)}} \int_{\Omega, \|g\|_{H^p(R, dy)}} \int_{\Omega, \|g\|_{H^p(R, dy)}} \int_{\Omega, \|g\|_{H^p(R, dy)}}
\]

by the choice of R and since \( \delta \leq R/2 \). Dividing into annuli gives \( I_2 \leq c\|g\|_{L^p(\Omega, dy)} \log(1/R) \delta^2 R^{m/2} \). We then proceed as before but with \( \mu \) replaced by Lebesgue measure and \( B \) replaced by \( \Omega \). To ensure \( \delta \leq R/2 \), define \( \delta \) by

\[
\delta = \min\{2^{-1} A^{-1} M(g)(x)^{-1}, (R/2)^m\}
\]

with A as before. Now if we choose \( E = \{x \in \Omega : |Tg(x)| > c\} \) for a suitably large geometric constant \( c \) and note that \( r^{-1} |B(x, r)^{-1}| = 0 \) is a constant independent of x and r, the remainder of the estimation is largely as before with \( B \) replaced by \( \Omega \). This completes the proof of Corollary 5.9.

We now list exponential estimates for f itself instead of for \(|f - P_m(B, f)|\).

**Corollary 5.10.** Let B be a metric ball in a stratified group G of homogeneous dimension Q, and let p > 1 and m be a positive integer with pm = Q. If f \in C^m(B) and \( \|X^m f\|_{L^p(B, dx)} \neq 0 \), then

\[
\frac{1}{|B|} \int_B \left\{ \left( \frac{|f(x)|}{C\|X^m f\|_{L^p(B, dx)}} \right)^{p/(p-1)} \right\} dx \leq C \exp \left\{ \left( \frac{C_{B} |f|_{C}}{\|X^m f\|_{L^p(B, dx)}} \right)^{p/(p-1)} \right\},
\]
with $C$ independent of $f$ and $B$. Moreover, for the same $p$ and $m$, a similar result holds for any weak Boman domain $\Omega$ in $G$ and any $f$ with $\|X^m f\|_{L^p(\Omega, d\omega)} \neq 0$, we have

$$\frac{1}{|\Omega|} \int_B \exp \left\{ \left( \frac{|f(x)|}{C \|X^m f\|_{L^p(\Omega, d\omega)}} \right)^{p/(p-1)} \right\} dx \leq C \exp \left\{ \frac{C(\Omega) \int_{B_0} |f(x)| dx}{\|X^m f\|_{L^p(\Omega, d\omega)}} \right\}^{p/(p-1)},$$

where $B_0$ is a central ball for $\Omega$ and $C(\Omega)$ is independent of $f$.

**Proof.** Let $C$ be the constant in Corollary 5.9 and pick $C' \geq 2C$. Fix a ball $B$ and select a polynomial $P_m(B, f)$ with (see (2.6))

$$\|P_m(B, f)\|_{L^\infty(B, d\omega)} \leq \frac{C''}{|B|} \int_B |f| dx.$$

Then the result for $B$ follows from Corollary 5.9:

$$\int_B \exp \left\{ \left( \frac{|f(x)|}{C' \|X^m f\|_{L^p(B, d\omega)}} \right)^{p/(p-1)} \right\} dx \leq \exp \left\{ \left( \frac{2 \|P_m(B, f)\|_{L^\infty(B, d\omega)}}{C'|X^m f\|_{L^p(B, d\omega)}} \right)^{p/(p-1)} \right\} \int_B \exp \left\{ \left( \frac{2 |f(x) - P_m(B, f)(x)|}{C' |X^m f\|_{L^p(B, d\omega)}} \right)^{p/(p-1)} \right\} dx \leq \exp \left\{ \left( \frac{2C''}{C' |X^m f\|_{L^p(B, d\omega)}} \right)^{p/(p-1)} \right\} C|B|.$$

The second part of the corollary is proved similarly using the fact that

$$\|P_m(B_0, f)\|_{L^\infty(\Omega, d\omega)} \leq C(\Omega) \|P_m(B_0, f)\|_{L^\infty(B_0, d\omega)} \leq C(\Omega) \int_{B_0} |f| dx.$$

**5.3. $L^\infty$ estimates and Hölder continuity.** We now prove some estimates on stratified groups in case either $p = 1$ and $m \geq Q$ or $p > 1$ and $mp > Q$; these complement the results in §5.2 where $p > 1$ and $mp = Q$.

**Theorem 5.11.** Let $B$ be a metric ball in a stratified group $G$ of homogeneous dimension $Q$. Let $p \geq 1$, $mp > Q$ if $p > 1$ and $m \geq Q$ if $p = 1$. Then if $f \in C^m(B)$, there exists a polynomial $P_m(B, f)$ of order less than $m$ such that

$$\|f - P_m(B, f)\|_{L^\infty(B, d\omega)} \leq C_r(B)^{-m-Q/p} \|X^m f\|_{L^p(B, d\omega)},$$

with $C$ independent of $f$ and $B$. In particular,

$$\|f\|_{L^\infty(B, d\omega)} \leq C\left( \int_B |f(y)| dy + C_r(B)^{m-Q/p} \|X^m f\|_{L^p(B, d\omega)} \right).$$

Moreover, if $p > 1$, $m \leq Q$ and $mp > Q$, a similar result holds for any weak Boman domain $\Omega$ in $G$: if $B_0$ is a central ball, then

$$\|f - P_m(B_0, f)\|_{L^\infty(\Omega, d\omega)} \leq C(\Omega)^{m/Q-1/p} \|X^m f\|_{L^p(\Omega, d\omega)}.$$

In particular, for the same ball $B_0$,

$$\|f\|_{L^\infty(\Omega, d\omega)} \leq C(\Omega)^{m/Q-1/p} \|X^m f\|_{L^p(\Omega, d\omega)}.$$

**Proof.** By Theorem A there is a polynomial $P_m(B, f)$ of degree less than $m$ so that

$$|f(x) - P_m(B, f)(x)| \leq C \int_B |\varphi(x, y)^{m-Q} |X^m f(y)| dy + C_r(B)^{-Q} \|X^m f\|_{L^p(B, d\omega)}$$

for $x \in B$. If $p = 1$ and $m \geq Q$, then the right side is at most $C_r(B)^{-Q} \int_B |X^m f(y)| dy$ and (5.12) follows. If $p > 1$ and $mp > Q$, then by Hölder's inequality both terms on the right are easily seen to be bounded by $C_r(B)^{-Q/p} \|X^m f\|_{L^p(B, d\omega)}$, which proves (5.12). If we choose $P_m(B, f)$ to satisfy

$$\|P_m(B, f)\|_{L^\infty(B, d\omega)} \leq \frac{C}{|B|} \int_B |f(y)| dy,$$

then (5.13) follows from (5.12) by the triangle inequality.

If $m \leq Q$ and $B_0$ is a central ball for $\Omega$, by Theorem C and then Hölder's inequality, there is a polynomial $P_m(B_0, f)$ such that for all $x \in \Omega$,

$$|f(x) - P_m(B_0, f)(x)| \leq C \left( \int_\Omega |\varphi(x, y)|^{m-Q/p'} dy \right)^{1/p'} \|X^m f\|_{L^p(\Omega, d\omega)}.$$

By selecting $R$ with $|B(x, R)| = |\Omega|$ and using $-Q < (m-Q)p' \leq 0$, we see that the first factor on the right in (5.17) is bounded by

$$\left( \int_{B(x, R)} |\varphi(x, y)|^{(m-Q)p'} dy \right)^{1/p'} + \int_{e^{(x, y)} > B_0, \Omega} R^{(m-Q)p'} dy \leq C|\Omega|^{m/Q-1/p}.$$

This completes the proof of (5.14). To prove (5.15), note that if $P_m(B_0, f)$ satisfies (5.16) for $B_0$ then
\[ \|f\|_{L^p(\Omega, dx)} \leq \|P_m(B_0, f)\|_{L^p(\Omega, dx)} + C|\Omega|^{m/Q-1/p}\|X^m f\|_{L^p(\Omega, dx)} \]
\[ \leq C(|\Omega|\|P_m(B_0, f)\|_{L^\infty(\Omega, dx)} + C\|f\|_{L^\infty(\Omega, dx)}^{m/Q-1/p}\|X^m f\|_{L^p(\Omega, dx)} \]
\[ \leq C(|\Omega|/|B_0|) \int_{B_0} |f(y)| dy + C|\Omega|^{m/Q-1/p}\|X^m f\|_{L^p(\Omega, dx)}. \]

We emphasize that \( C(|\Omega|) \) is independent of \( f \). This ends the proof of (5.15).

5.4. Embedding theorems in Campanato–Morrey spaces. Embedding theorems on Campanato–Morrey spaces are useful for studying regularity of solutions of partial differential equations. In the classical case, the spaces and some of their applications have been studied for example in [C1], [C2], [C3] and in [S1], [S2]. For degenerate vector fields of first order, embedding theorems on non-isotropic Campanato–Morrey spaces were studied in [L5], [L6]. In this section, we prove an embedding theorem for analogous spaces involving high order vector field gradients on a stratified group \( G \). This sort of embedding theorem allows the larger gap \( 1/p - 1/q \) than the gap in the \( L^p \) to \( L^q \) Poincaré inequalities.

Let \( \Omega \subset \mathbb{C} \), \( f \in C^m(\Omega) \) and \( \pi_m(B, f) \) be the projection polynomial of degree less than \( m \) associated with \( f \) and a ball \( B \subset \Omega \) (see §2). Let \( P_m \) be the collection of polynomials in \( G \) of degree less than \( m \). We define the following two types of Campanato–Morrey norms: first, for \( \lambda \geq 0 \) and \( 1 \leq p < \infty \), let \( L^{n, \lambda}_m(\Omega) \) be the space of all \( f \in L^p_{loc}(\Omega) \) with
\[ \|f\|_{L^{n, \lambda}_m(\Omega)} = \sup_{B \subset \Omega} \left( r(B)^\lambda \mu(B)^{-1} \inf_{P \in P_m} |f - P|^p \mu \right)^{1/p} < \infty. \]

Hereafter, by using Lemma 2.8, we redefine
\[ \|f\|_{L^{n, \lambda}_m(\Omega)} = \sup_B \left( r(B)^\lambda \mu(B)^{-1} \int_B |f - \pi_m(B, f)|^p \mu \right)^{1/p}. \]

We also define the space \( M^{n, \lambda}_m(\Omega) \) of all \( f \in L^p_{loc}(\Omega) \) with
\[ \|f\|_{M^{n, \lambda}_m(\Omega)} = \sup_{B \subset \Omega} \left( r(B)^\lambda \mu(B)^{-1} \int_B |f|^p \mu \right)^{1/p} < \infty. \]

Note that if \( q \geq p, \mu/q = \lambda/p \) and \( \Omega \) is bounded, then \( L^{n, \lambda}_m(\Omega) \subset L^{q, \lambda}_m(\Omega) \); in fact,
\[ \left( r(B)^\lambda \int_B |f - \pi_m(B, f)|^p \mu \right)^{1/p} \leq r(B)^\lambda \left( \int_B |f - \pi_m(B, f)|^q \mu \right)^{1/q} \]
\[ \leq r(B)^\lambda \left( \int_B |f - \pi_m(B, f)|^q \mu \right)^{1/q} \leq C \left( r(B)^\mu \int_B |f - \pi_m(B, f)|^q \mu \right)^{1/q}, \]

since \( \tau(B)^{\lambda - \mu/q} \leq C \) (all balls are in \( \Omega \) and thus \( \tau(B) \leq C \)). Taking the sup over \( B \) gives \( \|f\|_{L^{q, \lambda}_m(\Omega)} \leq C \|f\|_{L^{n, \lambda}_m(\Omega)}. \) The same remark applies to the spaces \( M^{n, \lambda}_m \).

In the definitions of \( M^{n, \lambda}_m \) and \( L^{n, \lambda}_m \), the role played by balls could instead be played by any family \( \{E\} \) of sets which are comparable to balls in the sense that there is a constant \( c \) so that for each set \( E \), there are balls \( B' \) and \( B'' \) with \( B' \subset E \subset B'' \) and \( \mu(B'') \leq c \mu(B') \).

We now state the main theorem of this section. In case \( m = 1 \), it was proved in [L5], [L6] for any vector fields for which a representation formula holds.

**Theorem 5.18.** Let \( G \) be a stratified Lie group with homogeneous dimension \( Q \), and define the Campanato–Morrey spaces as above with \( \mu \) taken to be Lebesgue measure. If \( 1 < p < \lambda/m \leq Q \) and \( \mu^* = \lambda p/(\lambda - pm) \), then
\[ \|f\|_{L^{n, \lambda}_m(\Omega)} \leq C \|X^m f\|_{L^{\mu^*}(\Omega)} \]
with \( C \) independent of \( f \).

Given a real-valued function \( f \) on \( \Omega \), a doubling measure \( \mu \), and \( \gamma > 0 \), define the fractional maximal function of \( f \) with respect to \( \mu \) by
\[ M_f(x) = \sup_B \frac{1}{\mu(B)} \int_B |f(y)| d\mu(y), \]
where the supremum is taken over all metric balls \( B \subset \Omega \) with center \( x \). The analogous function when \( \gamma = 0 \) is the Hardy–Littlewood maximal function
\[ M_f(x) = \sup_B \frac{1}{\mu(B)} \int_B |f(y)| d\mu(y), \]
with the supremum taken as above. Also, for any ball \( B \subset \Omega \), let
\[ Tg(x) = T_B g(x) = \int_B \frac{g(x, y)^m}{\mu(B(x, g(x, y)))} g(y) d\mu(y). \]

To prove Theorem 5.18, we need a lemma relating these operators.

**Lemma 5.19.** Let \( G \) be a stratified Lie group with homogeneous dimension \( Q \), let \( \mu \) be a doubling measure and \( 1 < p < \lambda/m \leq Q \). There is a constant \( C \) such that for any metric ball \( B \subset \Omega \), any \( x \in G \) and any function \( g \),
\[ |T_B g(x)| \leq CM_{\lambda/p} |g(x)| \chi_{B^*(x)^{\lambda p/m \lambda}}. \]

In particular, if \( f \in C^\infty(\Omega) \) and \( M_f \) and \( M \) are the maximal functions above with \( du = dx \), there is a constant \( C \) such that for any metric ball \( B \subset \Omega \) and any \( x \in B \),
\[ |f(x) - \pi_m(B, f)(x)| \leq C M_{\lambda/p}(X^m f(x) \chi_{B^*(x)^{\lambda p/m \lambda}}. \]
\[ C \left( r(B)^{\lambda - \mu/q} \int_B |X^m f(x)| dx \right)^{1/q} \]
\[ + Cr(B)^{-Q} \int_B |X^m f(y)| dy, \]
where $\pi_m(B,f)$ is any polynomial satisfying the $L^1$ to $L^1$ Poincaré inequality of order $m$ for $f$, $B$.

For the first statement, the proof when $m = 1$ and $d\mu = dx$ is given in [L5], [L6] by adapting ideas from [He], and the general case is similar. We omit the details. The second statement follows from the first one and Theorem A. We are now ready to prove the main theorem.

**Proof of Theorem 5.18.** Fix any ball $B_0$. By the second part of 5.19,

$$|f(x) - \pi_m(B_0,f)(x)|\chi_{B_0}(x) \leq C[M_{\lambda/p}(|X^m f|\chi_{B_0})(x)]^{pm/\lambda} + Cr(B_0)^m \frac{1}{|B_0|} \int_{B_0} |X^m f(y)| \, dy = I_1 + I_2.$$

Clearly,

$$\int_{B_0} P_t^\lambda \, dx \leq C \|M_{\lambda/p}(|X^m f|\chi_{B_0})\|_{L^\infty(\Omega)}$$

$$\times \int_{B_0} \{M(|X^m f|\chi_{B_0})(x)\}^{(1-pm/\lambda)p^*} \, dx \leq C \|M_{\lambda/p}(|X^m f|\chi_{B_0})\|_{L^\infty(\Omega)} \int_{B_0} |X^m f|^p \, dx,$$

where the second part we have used the fact that $p^*(1 - pm/\lambda) = p$ and the $L^p$ boundedness of the Hardy–Littlewood operator for $p > 1$. By the definition of $M_{\lambda/p}$,

$$\|M_{\lambda/p}(|X^m f|\chi_{B_0})\|_{L^\infty(\Omega)} \leq C \sup_B (r(B)^\lambda |B|^{-1} \int_B |X^m f| \, dy),$$

where the sup is taken over all balls $B$. By Hölder’s inequality, this is bounded by

$$C \sup_B (r(B)^\lambda |B|^{-1} \int_B |X^m f|^p \, dy)^{1/p} = C \|X^m f\|_{M^{\lambda,\lambda}(\Omega)},$$

and consequently,

$$\int_{B_0} P_t^\lambda \, dx \leq C \|X^m f\|_{M^{\lambda,\lambda}(\Omega)} \int_{B_0} |X^m f|^p \, dx.$$

Also,

$$\int_{B_0} P_t^{m_0} \, dx \leq C |B_0| r(B_0)^{m_0 \lambda/p} \int_{B_0} |X^m f|^p \, dx.$$

Hence,

$$\left(\frac{r(B_0)^\lambda}{|B_0|} \int_{B_0} |f - \pi_m(B_0,f)|^p \, dx\right)^{1/p}$$

$$\leq C \|X^m f\|_{M^{\lambda,\lambda}(\Omega)} \left(\frac{r(B_0)^\lambda}{|B_0|} \int_{B_0} |X^m f|^p \, dx\right)^{1/p}$$

$$+ Cr(B_0)^{m^{m_0} - m/\lambda} \|X^m f\|_{M^{\lambda,\lambda}(\Omega)},$$

and since $pm/\lambda + p/p^* = 1$, the right side of the inequality is bounded by

$$C \|X^m f\|_{M^{\lambda,\lambda}(\Omega)}^{p^*/p} \|X^m f\|_{M^{\lambda,\lambda}(\Omega)} + C \|X^m f\|_{M^{\lambda,\lambda}(\Omega)} = C \|X^m f\|_{M^{\lambda,\lambda}(\Omega)}.$$

Since $B_0$ is any ball in $\Omega$, we get the desired conclusion.

**Remark.** By extending the techniques of this paper, the authors of [LP] have weakened the assumption in our main theorems so that an $L^p$ to $L^{p'}$ Poincaré inequality holds, showing that it is enough to assume an $L^p$ to $L^{p'}$ Poincaré inequality for some $p$ with $0 < p < 1$.
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