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Schauder decompositions and multiplier theorems

by

P. CLÉMENT (Delft), B. DE PAGTER (Delft),
F. A. SUKOCHEV (Adelaide, S.A.) and H. WITVLIET (Delft)

Abstract. We study the interplay between unconditional decompositions and the $R$-boundedness of collections of operators. In particular, we get several multiplier results of Marcinkiewicz type for $L^p$-spaces of functions with values in a Banach space $X$. Furthermore, we show connections between the above-mentioned properties and geometric properties of the Banach space $X$.

1. Introduction. A number of important operators in analysis may be represented as multiplier operators with respect to a given Schauder decomposition $(D_n)_{n=1}^\infty$ of a Banach space $X$, i.e.,

$$T(x) = \sum \lambda_k D_k x, \quad x \in X,$$

where $\lambda = (\lambda_k) \in \mathbb{C}$. The characterization of the sequences $\lambda$ for which (1) defines a bounded operator $T_\lambda$ on $X$ for a given decomposition $(D_n)_{n=1}^\infty$ is an interesting problem. The study of this problem for the Schauder decomposition defined by the trigonometric system in $L^p(0, 1)$ led J. Marcinkiewicz [Mar39] (see also [EG77]) to his famous multiplier theorem.

A similar description to that of Marcinkiewicz was obtained by G. I. Suniouchi [Sun51] for the Schauder decomposition defined by the Paley–Walsh system in $L^p(0, 1)$. Vector-valued extensions of the Marcinkiewicz theorem are given in [Bou83] (see also [BG94]).

In all results mentioned above the descriptions of the sequences $\lambda$ for which $T_\lambda$ is bounded are given in terms of certain blockings $\Delta = (\Delta_k)_{k=1}^\infty$ of the Schauder decomposition $(D_n)_{n=1}^\infty$ (the dyadic blocking for both trigonometric and Paley–Walsh systems), which turns out to be an unconditional decomposition of $X$. In fact, the study of the operators given by (1) naturally
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leads to operators of the form
\[ S(x) = \sum T_k \Delta_k x, \quad x \in X, \]
and
\[ S'(x) = \sum_{j \in \mathbb{N}} T_k \sum_{j \in \mathbb{N}} \Delta_j x, \quad F_k \subseteq \mathbb{N}, \quad F_k \cap F_m = 0, \quad x \in X, \]
defined by a sequence of operators \( \{T_k\}_{k=1}^\infty \), where the \( T_k \) are operators on \( X \) which commute with \( \Delta_k \). An obvious necessary requirement on \( \{T_k\}_{k=1}^\infty \) for the boundedness of \( S \) is that the sequence \( \{T_k\}_{k=1}^\infty \) is uniformly bounded; if \( X \) is a Hilbert space, this is also sufficient. In the case of general Banach spaces \( X \) an interesting property which implies boundedness of \( S \) is singled out from [BG94] under the name \( R(\text{randomized}) \)-boundedness (called the \( R(\text{iesz}) \)-property in [BG94]). The boundedness of \( S' \) (for an arbitrary choice of subsets \( F_k \)) provides the most complete analogue of a Marcinkiewicz multiplier theorem.

The present paper intends to study the relations between \( R \)-boundedness and various geometric properties of \( X \) and their further applications to (vector-valued) multipliers defined with respect to bounded Vilkeniz systems, which are an immediate generalisation of the Paley–Walsh system.

After collecting the necessary definitions in Section 2, we study in Section 3 the relations between \( R \)-boundedness and the various unconditional blockings of \( \{D_n\}_{n=1}^\infty \). In Theorem 3.4 we show that \( R \)-boundedness of \( \{T_k\}_{k=1}^\infty \) is indeed a sufficient condition for the boundedness of \( S \). The latter result enables us to present a slightly strengthened version of the generalized Marcinkiewicz-type multiplier principle from [BG94] (see Theorem 3.5 and Corollary 3.6). It follows from these results that in order to give a satisfactory description of those \( \lambda \) for which \( T_\lambda \) is bounded, we need to study the \( R \)-boundedness of operators \( S' \) defined with respect to the sequence \( \{T_k\}_{k=1}^\infty \), where
\[ T_k = \sum_{j=1}^k D_j, \quad k = 1, 2, \ldots \]
Since in many examples an unconditional decomposition \( \Delta \) is defined via a suitable sequence of mathematical expectations, we first present a proof of the vector-valued Stein inequality (Proposition 3.3) formulated in [Bon83] and apply this inequality to the partial sum projections in UMD-spaces in Theorem 3.9, showing that the partial sum projections are \( R \)-bounded. To ensure that the operator \( S' \) is also bounded, we use the so-called property (\( \alpha \)) introduced in [Pis78] (see Definition 3.11 and Theorem 3.14). The application of the results presented in the third section to multiplier theory is discussed in Section 5.

In Section 4 we introduce the necessary notation concerning Vilkeniz systems and show that our study of \( R \)-boundedness has an interesting application to the basis theory in vector-valued \( L^p \)-spaces. In fact, we show (Theorems 4.5 and 4.6) that any bounded Vilkeniz system generates a \( \Delta \)-decomposition of \( L^p_X \) if and only if \( X \) is a UMD-space. In the special case \( X = \mathbb{C} \) we recover the result of C. Watari [Wat58] that a bounded Vilkeniz system is a \( \Delta \)-basis in \( L^p(0, 1) \) for all \( 1 < p < \infty \) (see also [DS97]).

Finally, in the last section we present a generalized version of a multiplier theorem for bounded Vilkeniz systems in vector-valued spaces \( L^p_X \), provided \( X \) is a UMD-space with the property (\( \alpha \)) (Theorem 5.1). Specializing our considerations to the case of the Paley–Walsh system, we give a complete characterization of Banach spaces \( X \) for which the multiplier theorem holds (Theorem 5.6). It turns out that in the Schatten classes \( C_p \) such a multiplier theorem fails if \( p \neq 2 \) (see Corollary 5.7).

2. Preliminaries. In this section we collect some of the relevant definitions and facts concerning unconditional decompositions. By \( E \) we denote a complex Banach space. The range of a linear operator \( T \) on \( E \) is denoted by \( R(T) \).

DEFINITION 2.1 (cf. [LT77], Section 1.2). A sequence \( D = \{D_k\}_{k=0}^\infty \) of bounded linear projections in \( E \) is called a \( \Delta \)-decomposition of \( E \) if
\[(i) \quad D_k D_l = 0 \quad \text{whenever} \quad k \neq l,\]
\[(ii) \quad x = \sum_{k=0}^\infty D_k x \quad \text{for all} \quad x \in E.\]
The corresponding partial sum projections \( \{P_n\}_{n=0}^\infty \) are defined by
\[ P_n = \sum_{k=0}^n D_k. \]
If the series \( \sum_{k=0}^\infty D_k x \) is unconditionally convergent for all \( x \in E \), then \( D \) is called an unconditional decomposition.

Given a strictly increasing sequence \( \{q_k\}_{k=0}^\infty \) in \( \mathbb{N} \), put
\[ \Delta_k = \sum_{l=q_{k-1}+1}^{q_k} D_l \quad (k = 0, 1, \ldots) \]
(with \( q_{-1} = -1 \)). Then the \( \Delta \)-decomposition \( \Delta = \{\Delta_k\}_{k=0}^\infty \) is called a blocking of \( D \).

B. Given a \( \Delta \)-decomposition \( D = \{D_k\}_{k=0}^\infty \) of \( E \) let \( E_0 = \text{span}\{R(D_k) : k \in \mathbb{N}\} \). For any sequence \( \lambda = \{\lambda_k\}_{k=0}^\infty \) in \( \mathbb{C} \) we define the
linear operator $T_{\lambda} : E_0 \to E_0$ by

\[(6) \quad T_{\lambda} x = \sum_{k=0}^{\infty} \lambda_k D_k x.\]

If this operator is bounded on $E_0$, then it extends uniquely to a bounded linear operator (denoted by $T_{\lambda}$ as well) on $E$.

By $\{\varepsilon_k\}_{k=0}^{\infty}$ we shall denote a sequence of independent symmetric $(-1, 1)$-valued random variables on some probability space $(\Omega, \mathcal{F}, P)$. If necessary, we shall use $\{\varepsilon_k\}_{k=0}^{\infty}$ to denote a second similar sequence on some $(\Omega', \mathcal{F}', P')$. We denote by $L^p_E(\Omega)$ the Bochner space of $p$-integrable $E$-valued functions on $(\Omega, \mathcal{F}, P)$.

If $D = \{D_n\}_{n=0}^{\infty}$ is an unconditional decomposition of $E$, then the smallest constant $C_D$ such that

\[\left\| \sum_{k=0}^{N} \varepsilon_k D_k x \right\|_E \leq C_D \left\| \sum_{k=0}^{N} D_k x \right\|_E\]

holds for all $\varepsilon_k = \pm 1$, $k = 0, 1, \ldots, N$, all $N \in \mathbb{N}$ and all $x \in E$, is called the unconditional constant of the decomposition.

We will need the following property of unconditional decompositions, which is a well known consequence of unconditionality (see e.g. [DJT95], Lemma 1.4).

**Lemma 2.2.** Let $D = \{D_n\}_{n=0}^{\infty}$ be an unconditional Schauder decomposition of the Banach space $E$. Then for all $1 \leq p < \infty$ we have

\[(7) \quad C_D^{-1} \left\| \sum_{k=0}^{N} D_k x \right\|_E \leq \left\| \sum_{k=0}^{N} \varepsilon_k D_k x \right\|_{L^p_E(\Omega)} \leq C_D \left\| \sum_{k=0}^{N} D_k x \right\|_E\]

for all $x \in E$ and all $N \in \mathbb{N}$.

**Remark 2.3.** If for some $1 \leq p < \infty$ there exists a constant $C$ such that (7) holds, then the decomposition $D$ is unconditional.

3. **R-boundedness.** In this section we shall study in some detail the so-called R-boundedness for collections $T$ of bounded linear operators on a Banach space $E$. This R-boundedness was already implicitly used by J. Bourgain in [Bou83] and was introduced by E. Berkson and T. A. Gillespie in their paper [BG94]. The results obtained in the present section will be used in later sections for our study of the vector-valued Vilenkin system. However, a number of these results may be of independent interest, in particular Theorem 3.9 and Theorem 3.14.

We start off by recalling the definition of R-boundedness. As usual, we denote by $\mathcal{L}(E)$ the space of bounded linear operators on a Banach space $E$.

**Definition 3.1.** A collection $T \subset \mathcal{L}(E)$ is said to be randomized bounded (R-bounded) if there exists a constant $M > 0$ such that

\[(8) \quad \left\| \sum_{k=0}^{N} \varepsilon_k T_k x_k \right\|_{L^p_E(\Omega)} \leq M \left\| \sum_{k=0}^{N} \varepsilon_k x_k \right\|_{L^p_E(\Omega)}\]

for all $\{T_k\}_{k=0}^{N} \subset T$, all $\{x_k\}_{k=0}^{N} \subset E$ and all $N \in \mathbb{N}$. The smallest constant $M$ such that (8) holds is called the R-bound of $T$.

We emphasise that the operators in the collections $\{T_k\}_{k=0}^{N}$ in the above definition need not be mutually distinct. Note that by Kahane’s inequality (see e.g. [DJT95], Theorem 11.1) we can replace $L^p_E$ by $L^p_{\mathbb{R}}$, $1 \leq p < \infty$, adjusting the constant $M$ appropriately. The constant in this case will be denoted by $M_p$. The following lemma gives an easy method to enlarge an R-bounded collection. For the reader’s convenience we include a short proof.

**Lemma 3.2.** Let $T \subset \mathcal{L}(E)$ be an R-bounded collection with bound $M$. Then the absolute convex hull of $T$ is also R-bounded. For the real absolute convex hull, the R-bound is again $M$. For the complex absolute convex hull the R-bound is at most $2M$.

**Proof.** It is sufficient to prove the lemma for the real absolute convex hull. Since $T \cup (-T)$ has the same R-bound as $T$, we may assume that $T$ is symmetric, in which case the absolute convex hull coincides with the convex hull. The result now follows from the equality

$$\text{conv}(T) \times \ldots \times \text{conv}(T) = \text{conv}(T \times \ldots \times T),$$

where $\text{conv}(T)$ denotes the convex hull of $T$. \(\blacksquare\)

**Lemma 3.3.** For $T \subset \mathcal{L}(E)$, the following statements are equivalent:

(i) $T$ is R-bounded.
(ii) For all $T_0, T_1, \ldots, T_n \in T$ with $T_i \neq T_j$ (i \(\neq\) j), all $x_0, x_1, \ldots, x_n \in E$ and all $n \in \mathbb{N}$ we have

$$\left\| \sum_{j=0}^{n} \varepsilon_j T_j x_j \right\|_{L^p_E(\Omega)} \leq M \left\| \sum_{j=0}^{n} \varepsilon_j x_j \right\|_{L^p_E(\Omega)},$$

for some constant $M$.

Moreover, if $T = \{T_n : n \in \mathbb{N}\}$, then (i) and (ii) are equivalent to

(iii) For all $x_0, x_1, \ldots, x_n \in E$ and all $n \in \mathbb{N}$ we have

$$\left\| \sum_{j=0}^{n} \varepsilon_j T_j x_j \right\|_{L^p_E(\Omega)} \leq M \left\| \sum_{j=0}^{n} \varepsilon_j \right\|_{L^p_E(\Omega)},$$

for some constant $M$.\[\blacksquare\]
Proof. The implication (i)⇒(ii) is obvious.

(ii)⇒(i). Take $T_j \in T$ ($j = 0, 1, \ldots, n$) arbitrary and $x_0, x_1, \ldots, x_n \in E$. Let $S_0, S_1, \ldots, S_m$ be the distinct operators in $\{T_0, T_1, \ldots, T_n\}$. For $0 \leq k \leq m$ let $F_k = \{j : T_j = S_k\}$. Then

\[
\left(\sum_{j=0}^{n} \epsilon_j T_j x_j\right)_{L^2_{\alpha}(\Omega)} \leq \left(\sum_{k=0}^{m} S_k \sum_{j \in F_k} \epsilon_j x_j\right)_{L^2_{\alpha}(\Omega)}.
\]

Since for fixed $\omega' \in \Omega'$ the random variables $\{(\epsilon'_k(\omega') \epsilon_j : j \in F_k) : k = 0, 1, \ldots, m\}$ and $\{(\epsilon_j : j = 0, 1, \ldots, n)\}$ have the same distribution, it follows that

\[
\left\| \sum_{k=0}^{m} \epsilon'_k(\omega') S_k \sum_{j \in F_k} \epsilon_j x_j \right\|_{L^2_{\alpha}(\Omega)} = \left\| \sum_{k=0}^{m} \sum_{j \in F_k} \epsilon'_k(\omega') \epsilon_j S_k x_j \right\|_{L^2_{\alpha}(\Omega)}
\]

\[
= \left\| \sum_{k=0}^{m} \sum_{j \in F_k} \epsilon_j S_k x_j \right\|_{L^2_{\alpha}(\Omega)}
\]

\[
= \left\| \sum_{k=0}^{m} S_k \sum_{j \in F_k} \epsilon_j x_j \right\|_{L^2_{\alpha}(\Omega)}.
\]

and similarly

\[
\left\| \sum_{k=0}^{m} \epsilon'_k(\omega') \sum_{j \in F_k} \epsilon_j x_j \right\|_{L^2_{\alpha}(\Omega)} = \left\| \sum_{k=0}^{m} \sum_{j \in F_k} \epsilon'_k(\omega') \epsilon_j x_j \right\|_{L^2_{\alpha}(\Omega)}.
\]

Using these observations in combination with the hypothesis (ii) on the $S_k$'s, we find that

\[
\left\| \sum_{k=0}^{m} S_k \sum_{j \in F_k} \epsilon_j x_j \right\|_{L^2_{\alpha}(\Omega)} = \left(\int_{\Omega'} \left\| \sum_{k=0}^{m} \epsilon'_k(\omega') S_k \sum_{j \in F_k} \epsilon_j x_j \right\|^2_{L^2_{\alpha}(\Omega)} dP'(\omega')\right)^{1/2}
\]

\[
= \left(\int_{\Omega} \left\| \sum_{k=0}^{m} \epsilon'_k S_k \sum_{j \in F_k} \epsilon_j (\omega') x_j \right\|^2_{L^2_{\alpha}(\Omega')} dP(\omega')\right)^{1/2}
\]

\[
< M \left(\int_{\Omega} \left\| \sum_{k=0}^{m} \epsilon'_k S_k \sum_{j \in F_k} \epsilon_j (\omega) x_j \right\|^2_{L^2_{\alpha}(\Omega')} dP(\omega)\right)^{1/2}
\]

\[
< M \left(\int_{\Omega'} \left\| \sum_{k=0}^{m} \epsilon'_k(\omega') \sum_{j \in F_k} \epsilon_j x_j \right\|^2_{L^2_{\alpha}(\Omega)} dP'(\omega')\right)^{1/2}
\]

\[
< M \left(\sum_{j=0}^{n} \epsilon_j x_j \right)_{L^2_{\alpha}(\Omega)}.
\]

For (*) we have used the inequality in the hypothesis (ii). This, together with (9), shows that $T$ is $R$-bounded.

Now assume $T = \{T_n : n \in \mathbb{N}\}$. It is clear that only the implication (iii)⇒(ii) needs proof. So take $T_{k_0}, T_{k_1}, \ldots, T_{k_n} \in T$ ($T_{k_i} \neq T_{k_j}$ whenever $i \neq j$) and $x_0, x_1, \ldots, x_n \in E$. We have to show that

\[
\left\| \sum_{j=0}^{n} \epsilon_j T_{k_j} x_j \right\|_{L^2_{\alpha}(\Omega)} \leq M \left\| \sum_{j=0}^{n} \epsilon_j x_j \right\|_{L^2_{\alpha}(\Omega)}.
\]

Since the quantities in (10) are invariant under permutations of the $k_j$'s, we may assume that $k_0 < k_1 < \ldots < k_n$. But then (10) follows immediately from (iii) by choosing $x_0 = 0$ if $k_0 \neq k_j$.

The following two theorems show the relevance of R-boundedness in connection with unconditional decompositions.

**Theorem 3.4.** Let $\{\Delta_k\}_{k=0}^{\infty}$ be an unconditional Schauder decomposition of the Banach space $X$. Suppose that $T \subset \ell(X)$ is R-bounded (in R-bound $M$). If $\{T_k\}_{k=0}^{\infty} \subset T$ such that $\Delta_k T_k = T_k \Delta_k$ for all $k \in \mathbb{N}$, then the series

\[
Sx := \sum_{k=0}^{\infty} \Delta_k T_k x
\]

is convergent in $X$ for all $x \in X$, and defines a bounded linear operator $S : X \rightarrow X$ with $\|S\| \leq K$ (where $K$ only depends on $M$ and the unconditional constant of $\{\Delta_k\}_{k=0}^{\infty}$).

Proof. Take $x \in X$ and $0 \leq m \leq n$ in $\mathbb{N}$. Then

\[
\left\| \sum_{k=0}^{m} \Delta_k T_k x \right\|_{X} = \left\| \sum_{k=0}^{m} \Delta_k \left(\sum_{j=m}^{n} \Delta_j T_j x\right) \right\|_{X}
\]

\[
= \left\| \sum_{k=0}^{m} \Delta_k \left(\sum_{j=m}^{n} \Delta_j T_j x\right) \right\|_{X}
\]

\[
\leq C_{\Delta} \left\| \sum_{k=0}^{m} \epsilon_k \Delta_k \left(\sum_{j=m}^{n} \Delta_j T_j x\right) \right\|_{L^2_{\alpha}(\Omega)}
\]

\[
= C_{\Delta} \left\| \sum_{k=0}^{m} \epsilon_k T_k \Delta_k x \right\|_{L^2_{\alpha}(\Omega)} \leq C_{\Delta} M \left\| \sum_{k=0}^{m} \epsilon_k x \right\|_{L^2_{\alpha}(\Omega)}
\]

\[
\leq C_{\Delta} M \left\| \sum_{k=0}^{m} \Delta_k x \right\|_{X}.
\]

Since $x = \sum_{k=0}^{\infty} \Delta_k x$, the result now follows immediately. □
THEOREM 3.5. Let $D = \{D_k\}_{k=0}^{\infty}$ be a Schauder decomposition of $E$. Let $(q_k)_{k=0}^{\infty}$ be a strictly increasing sequence in $\mathbb{N}$ and let $\Delta = \{\Delta_k\}_{k=0}^{\infty}$ be the corresponding blocking of $D$. Let $K > 0$ and let $A_K$ be the set of all complex sequences $\lambda = (\lambda_k)_{k=0}^{\infty}$ such that

- $|\lambda_k| \leq K$ for all $k \in \mathbb{N}$,
- $\sum_{l=q_{k-1}+1}^{q_k} |\lambda_{l+1} - \lambda_l| \leq K$ for all $k \in \mathbb{N}$.

Then the following are equivalent:

(i) $\{T_\lambda : \lambda \in A_K\} \subset \mathcal{L}(E)$ with $\|T_\lambda\| \leq CK$ for all $\lambda \in A_K$ and some constant $C > 0$.

(ii) The blocking $\Delta$ is unconditional and there exists a constant $M > 0$ such that

$$\left\| \sum_{k=0}^{N} \varepsilon_k P_{m_k} x_k \right\|_{L^2_E(\Omega)} \leq M \left\| \sum_{k=0}^{N} \varepsilon_k x_k \right\|_{L^2_E(\Omega)},$$

for all $N \in \mathbb{N}$, all $(x_k)_{k=0}^{\infty} \subset E$ with $x_k \in \text{R}(\Delta_k)$ and all $(m_k)_{k=0}^{\infty}$ such that $q_{k-1} + 1 \leq m_k \leq q_k$ for $k \in \mathbb{N}$.

Here the $P_m$ and $T_\lambda$ are defined in (4) and (6).

Proof. (i)⇒(ii). By choosing the sequence $\lambda_k \in \{-1, 0, 1\}$ to be constant on each of the blocks of $\Delta$, the unconditionality follows immediately. Let $(m_k)_{k=0}^{\infty}$ be given as specified and take $N \in \mathbb{N}$. For fixed $\omega \in \Omega$, a suitable choice of $\lambda_k^\omega \in \{-1, 0, 1\}$ gives the operator

$$T_{\lambda^\omega} = \sum_{k=0}^{N} \varepsilon_k^\omega P_{m_k} \Delta_k.$$

From (i), with $K = 1$, we get

$$\left\| \sum_{k=0}^{N} \varepsilon_k^\omega P_{m_k} \Delta_k x \right\|_E \leq C \left\| \sum_{k=0}^{N} \Delta_k x \right\|_E.$$

Integration over $\Omega$ and an application of Lemma 2.2 gives the result.

(ii)⇒(i). Take $x \in \text{span}(\text{R}(\Delta_k) : k \in \mathbb{N})$. Using summation by parts, we can write

$$T_{\lambda^\omega} x = \sum_{k=0}^{\infty} \lambda_k D_k x = \sum_{k=0}^{\infty} \lambda_{q_k} \Delta k x + \sum_{k=0}^{\infty} \left( \sum_{l=q_{k-1}+1}^{q_k} (\lambda_l - \lambda_{l+1}) P_l \right) \Delta k x$$

(finite sum). Since the blocking is unconditional, the norm of the first term is bounded by $KC_\Delta \|x\|$. For the second term we have

$$\left\| \sum_{k=0}^{\infty} \left( \sum_{l=q_k-1}^{q_k} (\lambda_l - \lambda_{l+1}) P_l \right) \Delta k x \right\|_E \leq C_\Delta \left\| \sum_{k=0}^{\infty} \varepsilon_k \left( \sum_{l=q_{k-1}+1}^{q_k} (\lambda_l - \lambda_{l+1}) P_l \right) \Delta k x \right\|_{L^2_E(\Omega)} \leq 2KMC_\Delta \left\| \sum_{k=0}^{\infty} \varepsilon_k \Delta k x \right\|_{L^2_E(\Omega)} \leq 2KMC_\Delta^2 \|x\|_E.$$
reflexive Banach space which has an unconditional Schauder decomposition into two-dimensional subspaces, but which does not have any unconditional basis. By choosing an appropriate basis in each of these two-dimensional subspaces we obtain a Schauder basis of $E$ whose partial sum projections are not R-bounded. Indeed, as observed above, this would imply that this basis is unconditional.

Next we discuss an extension to general unconditional decompositions of an inequality due to E. Stein in the case of martingale decompositions in scalar valued $L^p$-spaces (See [Ste70], IV.3, Theorem 8). In [Ste70] this inequality is given as a square function estimate, but this is in the scalar-valued situation equivalent to the formulation given below, via the Khinchin inequality. The vector-valued version for martingale decompositions is formulated without proof in [Bou85]. For the sake of completeness we include a proof of this result (Proposition 3.8).

We first introduce some notation. Given a probability space $(S, A, \mu)$ and an increasing sequence $A_0 \subset A_1 \subset \ldots$ of sub-$\sigma$-algebras of $A$, we denote by $E(\cdot | A_j)$ and $E^X(\cdot | A_j)$ the conditional expectation operators with respect to $A_j$ in $L^p(S)$ and $L^p_X(S)$ respectively ($1 < p < \infty$), where $X$ is a Banach space (for information concerning conditional expectations in spaces of vector-valued functions we refer the reader to [DU77]). Furthermore, we recall that $X$ is called a UMD-space if there exists a constant $C_2(X)$ (the UMD-constant of $X$) such that

$$\left\| \alpha_0 E^X(f | A_0) + \sum_{j=1}^n \alpha_j \left( E^X(f | A_j) - E^X(f | A_{j-1}) \right) \right\|_{L^2_X(S)} \leq C_2(X) \| f \|_{L^2_X(S)},$$

for all choices of $\alpha_j = \pm 1$, for all $f \in L^2_X(S)$, for all $n = 1, 2, \ldots$ and for all $(S, A, \mu)$ and $\{ A_j \}_{j=0}^\infty$ as above. We note that in this definition of the UMD-property $L^2_X(S)$ may be replaced by any $L^p_X(S)$ with $1 < p < \infty$ (replacing $C_2(X)$ by $C_p(X)$; we refer to e.g. [Bur83], [Bou83] for more on UMD-spaces).

**Proposition 3.8 ([Bou85], vector-valued Stein inequality).** Let $X$ be a UMD space and $E = L^p_X(S)$, $1 < p < \infty$, for some probability space $(S, A, \mu)$. Then for any increasing sequence $\{ A_n \}_{n=0}^\infty$ of sub-$\sigma$-algebras of $A$, all $f_0, f_1, \ldots, f_n \in E$ and all $n \in \mathbb{N}$ we have

$$\left\| \sum_{k=0}^n \varepsilon_k E^X(f_k | A_k) \right\|_{L^2_X(S)} \leq C \left\| \sum_{k=0}^n \varepsilon_k f_k \right\|_{L^2_X(S)}$$

(where $C$ depends only on $p$ and the UMD-constant of $X$).

**Proof.** By Kahane's inequality it is sufficient to show that there exists a constant $C > 0$ such that

$$\left\| \sum_{k=0}^n \varepsilon_k E^X(f_k | A_k) \right\|_{L^2_X(S)} \leq C \left\| \sum_{k=0}^n \varepsilon_k f_k \right\|_{L^2_X(S)}.$$

Without loss of generality we may assume that $A_n \not\subset A$ (if not, then we replace $A$ by the $\sigma$-algebra generated by the $A_n$'s).

For $n = 0, 1, \ldots$ we define the sub-$\sigma$-algebra $\mathcal{F}_n \subset \mathcal{F}$ by

$$\mathcal{F}_n = \sigma(\varepsilon_0, \varepsilon_1, \ldots, \varepsilon_n),$$

i.e., $\mathcal{F}_n$ is the sub-$\sigma$-algebra of $\mathcal{F}$ generated by the functions $\varepsilon_0, \varepsilon_1, \ldots, \varepsilon_n$. As above, we may assume that $\mathcal{F}_n \not\subset \mathcal{F}$. We denote by $\mathcal{F} \otimes A$ the product $\sigma$-algebra of $\mathcal{F}$ and $A$ in $\Omega \times S$. Now define the sub-$\sigma$-algebras $\mathcal{G}_n$ of $\mathcal{F} \otimes A$ in $\Omega \times S$ by

$$\mathcal{G}_n = \mathcal{F}_n \otimes A_n \quad (n \geq 0),$$

$$\mathcal{G}_{n-1} = \mathcal{F}_{n-1} \otimes A_n \quad (n \geq 1).$$

Then $\mathcal{G}_0 \subset \mathcal{G}_1 \subset \ldots \not\subset \mathcal{F} \otimes A$. If $F \in L^p_X(\Omega \times S, \mathcal{F} \otimes A, P \otimes \mu)$, then $E^X(F|\mathcal{G}_n) \to F$ as $n \to \infty$ in norm (see e.g. [DU77], Theorem V.2.1) and hence the series

$$E^X(F|\mathcal{G}_0) + \sum_{n=1}^\infty \{ E^X(F|\mathcal{G}_n) - E^X(F|\mathcal{G}_{n-1}) \} = F$$

is norm convergent in $L^p_X(\Omega \times S)$. Since $X$ is a UMD-space, this series converges unconditionally and hence

$$Q(F) = E^X(F|\mathcal{G}_0) + \sum_{n=1}^\infty \{ E^X(F|\mathcal{G}_{2n}) - E^X(F|\mathcal{G}_{2n-1}) \}$$

defines a bounded linear operator $Q : L^p_X(\Omega \times S) \to L^p_X(\Omega \times S)$ with $\|Q\| \leq C_p(F)$.

If we take $g \in L^p(S)$ and $f \in L^p_X(S)$ then

$$Q(gf) = E(g|\mathcal{F}_0)E^X(f | A_0) + \sum_{n=1}^\infty \{ E(g|\mathcal{F}_n) - E(g|\mathcal{F}_n-1) \} E^X(f | A_n).$$

Now take $f_0, f_1, \ldots, f_n \in L^p_X(S)$ and let $F = \sum_{k=0}^n \varepsilon_k f_k$. It follows from

$$Q(\varepsilon_k f_k) = \varepsilon_k E^X(f_k | A_k), \quad 0 \leq k \leq n,$$

that

$$Q(F) = \sum_{k=0}^n \varepsilon_k E^X(f_k | A_k).$$

Consequently,

$$\left\| \sum_{k=0}^n \varepsilon_k E^X(f_k | A_k) \right\|_{L^2_X(S \times S)} \leq \|Q\| \left\| \sum_{k=0}^n \varepsilon_k f_k \right\|_{L^2_X(S \times S)}.$$
Since \( \|Q\| \leq C_p(X) \), it now follows via Fubini's theorem that
\[
\left\| \sum_{k=0}^{n} e_k X(f_k) \right\|_{L^2_{\mathcal{F}}(\mathcal{F})} \leq C_p(X) \left\| \sum_{k=0}^{n} e_k f_k \right\|_{L^2_{\mathcal{F}}(\mathcal{F})}.
\]

THEOREM 3.9. Let \( X \) be a UMD space and let \( \{\Delta_k\}_{k=0}^{\infty} \) be an unconditional Schauder decomposition with unconditional constant \( C_\Delta \). Let \( P_n = \sum_{k=0}^{n} \Delta_k \). Then
\[
\left\| \sum_{k=0}^{n} e_k P_k x_k \right\|_{L^2_{\mathcal{F}}(\mathcal{F})} \leq C_\Delta(X) C_{\Delta} \left\| \sum_{k=0}^{n} e_k x_k \right\|_{L^2_{\mathcal{F}}(\mathcal{F})}
\]
for all \( x_0, x_1, \ldots, x_n \in X \) and all \( n \in \mathbb{N} \). Consequently, the collection \( \{P_n\}_{n \in \mathbb{N}} \) is R-bounded.

**Proof.** Let \( C_\Delta \geq 1 \) be the unconditional constant of the decomposition \( \{\Delta_k\}_{k=0}^{\infty} \). Then
\[
C_{\Delta}^{-1} \left\| \sum_{k=m}^{n} \Delta_k x \right\|_{X} \leq \left\| \sum_{k=m}^{n} e_k \Delta_k x \right\|_{L^2_{\mathcal{F}}(\mathcal{F})} \leq C_\Delta \left\| \sum_{k=m}^{n} \Delta_k x \right\|_{X}
\]
for all \( x \in X \) and all \( 0 \leq m \leq n \) in \( \mathbb{N} \). This implies, in particular, that for each \( x \in X \) the series \( \Phi(x) = \sum_{k=0}^{\infty} e_k \Delta_k x \) is norm convergent in \( E = L^2_{\mathcal{F}}(\mathcal{F}) \), and
\[
C_\Delta^{-1} \|x\|_{X} \leq \|\Phi(x)\|_{L^2_{\mathcal{F}}(\mathcal{F})} \leq C_\Delta \|x\|_{X}.
\]
Hence \( \Phi: X \to L^2_{\mathcal{F}}(\mathcal{F}) \) is an isomorphism.

For \( n \in \mathbb{N} \) define
\[
\mathcal{F}_n = \sigma(\{e_0, e_1, \ldots, e_n\}).
\]
It is straightforward to verify that
\[
E^X(\Phi(x)|\mathcal{F}_n) = \Phi(P_n x)
\]
for all \( x \in X \) and \( n \in \mathbb{N} \), where \( P_n = \sum_{k=0}^{n} \Delta_k \). For \( x_0, x_1, \ldots, x_n \in X \) it now follows via Proposition 3.8 that
\[
\left\| \sum_{k=0}^{n} e_k P_k x_k \right\|_{L^2_{\mathcal{F}}(\mathcal{F})} \leq C_\Delta \left( \int_{\mathcal{F}} \left\| \sum_{k=0}^{n} e_k(\omega) P_k x_k \right\|_{X}^2 \, dP(\omega) \right)^{1/2}
\]
\[
\leq C_\Delta \left( \int_{\mathcal{F}} \left\| \sum_{k=0}^{n} e_k(\omega) \Phi(P_k x_k) \right\|_{L^2_{\mathcal{F}}(\mathcal{F})}^2 \, dP(\omega) \right)^{1/2}
\]
\[
= C_\Delta \left\| \sum_{k=0}^{n} e_k \Phi(P_k x_k) \right\|_{L^2_{\mathcal{F}}(\mathcal{F})}^2
\]
\[
= C_\Delta \left\| \sum_{k=0}^{n} e_k X(\Phi(x_k)|\mathcal{F}_k) \right\|_{L^2_{\mathcal{F}}(\mathcal{F})}^2
\]
\[
\leq C_\Delta C_\Phi \left( \int_{\mathcal{F}} \left\| \sum_{k=0}^{n} e_k(\omega) \Phi(x_k) \right\|^2_{L^2_{\mathcal{F}}(\mathcal{F})} \, dP(\omega) \right)^{1/2}
\]
\[
\leq C_\Delta C_\Phi \left( \int_{\mathcal{F}} \left\| \sum_{k=0}^{n} e_k(\omega) x_k \right\|^2_{X} \, dP(\omega) \right)^{1/2}
\]
\[
= C_\Delta C_\Phi \left\| \sum_{k=0}^{n} e_k x_k \right\|_{L^2_{\mathcal{F}}(\mathcal{F})}^2
\]
This proves the desired inequality. The final statement of the corollary is now an immediate consequence of Lemma 3.3.

Let \( \{\Delta_k\}_{k=0}^{\infty} \) be an unconditional decomposition of the UMD space \( X \). In connection with Theorem 3.9 it is a natural question whether the collection
\[
\mathcal{S} = \left\{ \sum_{k \in F} \Delta_k : F \subset \mathbb{N}, \text{ F finite} \right\}
\]
is R-bounded. Even if \( X \) is a UMD-space, this need not be the case as shown by the following example.

**Example 3.10.** Let \( H \) be a separable Hilbert space and let \( X = C_p \), \( 1 \leq p < \infty \), be the Schatten \( p \)-class of compact operators on \( H \). Take a fixed orthonormal basis \( \{e_n\}_{n=0}^{\infty} \) in \( H \). For \( m, n \in \mathbb{N} \) we define the matrix units \( E_{mn} \in C_p \) by \( E_{mn}(x) = \langle x, e_n \rangle e_m \) for all \( x \in H \). For \( m \in \mathbb{N} \) we define the row projections \( R_m : C_p \to C_p \) and column projections \( C_m : C_p \to C_p \) by \( R_m(A) = E_{mn} A \) and \( C_m(A) = A E_{mn}, \forall A \in C_p \), respectively. It is easy to see that \( \{R_m\}_{m=0}^{\infty} \) and \( \{C_m\}_{m=0}^{\infty} \) are both unconditional decompositions of \( C_p \) and that \( C_n R_n = R_n C_n \) for all \( m, n \in \mathbb{N} \).

If \( 1 < p < \infty \), then \( C_p \) is a UMD-space (see e.g. [Dou85]). We claim that the collection
\[
\mathcal{R} = \left\{ \sum_{k \in F} R_k : F \subset \mathbb{N}, \text{ F finite} \right\}
\]
is not R-bounded if \( p \neq 2 \). Indeed, assuming that \( \mathcal{R} \) is R-bounded, it follows from Theorem 3.4 (with \( T = \mathcal{R} \), \( \Delta_k = C_k \)) that for any choice of finite subsets \( F_n \subset \mathbb{N} \) the operator
\[
A \mapsto \sum_{n=0}^{\infty} \left( \sum_{m \in F_n} R_m \right) C_n(A)
\]
is bounded on \( C_p \). But this would imply that the matrix units \( \{E_{mn} : m, n \in \mathbb{N} \} \) form an unconditional basis in \( C_p \), which is false if \( p \neq 2 \) (see [KRS70]).
Finally, we note that if $X = C_1$, then the collection $\mathcal{P} = \{P_n : n \in \mathbb{N}\}$, with $P_n = \sum_{k=0}^n R_k$, is not R-bounded. Indeed, if $\mathcal{P}$ is R-bounded, then Theorem 3.4 (with $T = \mathcal{P}$, $\Delta_k = C_k$) implies that the operator

$$A \mapsto \sum_{n=0}^\infty P_n C_n(A),$$

which is the triangular truncation operator, is bounded on $C_1$, which is false (see e.g. [GK70]). This shows that the result of Theorem 3.9 (and hence of Proposition 3.8) does not hold in general if $X$ is not a UMD-space.

There is an interesting class of Banach spaces in which the collection $\mathcal{S}$, as defined by (12), is R-bounded. We recall the following definition.

**Definition 3.11** ([Pis78]). A Banach space $X$ has property $(\alpha)$ if there exists a constant $\alpha > 0$ such that

$$\left\| \sum_{i,j=1}^n \alpha_{ij} \varepsilon_i \varepsilon_j x_{ij} \right\|_{L^2(\Omega \times \Omega')} \leq \alpha \left\| \sum_{i,j=1}^n \varepsilon_i \varepsilon_j x_{ij} \right\|_{L^2(\Omega \times \Omega')}$$

for all $x_{ij} \in X$ $(i,j = 1, \ldots, n)$, all $\alpha_{ij} = \pm 1$ $(i,j = 1, \ldots, n)$ and all $n \in \mathbb{N} \setminus \{0\}$.

**Remark 3.12.** (i) In the definition of property $(\alpha)$ we may replace $\alpha_{ij} = \pm 1$ by $\alpha_{ij} = 0$.

(ii) Any Banach space with local unconditional structure and finite cotype has property $(\alpha)$. This follows from a combination of Proposition 2.1 in [Pis78] and e.g. Theorem 14.1 in [DJT95] (we also refer the reader to that book for relevant definitions). In particular, any Banach lattice with finite cotype has $(\alpha)$.

(iii) Property $(\alpha)$ and the UMD-property are independent: any infinite-dimensional $L^1$-space has $(\alpha)$ but is not UMD; the Schatten classes $C_p$ $(1 < p < \infty$ and $\rho \neq 2)$ are UMD spaces, but do not have $(\alpha)$.

(iv) If the Banach space $X$ has $(\alpha)$, then $L^p(X)$ has $(\alpha)$ as well for any $\sigma$-finite measure space $(S, \Sigma, \mu)$ and $1 \leq p < \infty$.

**Lemma 3.13.** Let $X$ be a Banach space, let $T \subset L(X)$ be R-bounded and suppose that $X$ has property $(\alpha)$. Then there exists a constant $K \geq 0$ such that

$$\left\| \sum_{i,j=1}^n \varepsilon_i \varepsilon_j T_{ij} x_{ij} \right\|_{L^2(\Omega \times \Omega')} \leq K \left\| \sum_{i,j=1}^n \varepsilon_i \varepsilon_j x_{ij} \right\|_{L^2(\Omega \times \Omega')}$$

for all $T_{ij} \in T$, all $x_{ij} \in X$ $(i,j = 1, \ldots, n)$ and all $n \in \mathbb{N} \setminus \{0\}$.

**Proof.** Let $(\alpha_{ij})_{i,j=1}^n$ be a sequence of independent symmetric $\{-1, 1\}$-valued random variables on some probability space $(\Omega', \mathcal{F}', P')$. Then $X$ has $(\alpha)$, it follows that

$$\left\| \sum_{i,j=1}^n \varepsilon_i \varepsilon_j T_{ij} x_{ij} \right\|_{L^2(\Omega \times \Omega')} \leq \alpha \left\| \sum_{i,j=1}^n \varepsilon_i \varepsilon_j T_{ij} x_{ij} \right\|_{L^2(\Omega \times \Omega')}$$

for all $x_{ij} \in X$ $(i,j = 1, \ldots, n)$ and all $n \in \mathbb{N} \setminus \{0\}$. Integration over $\Omega'$ yields

$$\left\| \sum_{i,j=1}^n \varepsilon_i \varepsilon_j T_{ij} x_{ij} \right\|_{L^2(\Omega \times \Omega')} \leq \alpha \left\| \sum_{i,j=1}^n \varepsilon_i \varepsilon_j T_{ij} x_{ij} \right\|_{L^2(\Omega \times \Omega')}^{1/2} \left( \sum_{i,j=1}^n \varepsilon_i \varepsilon_j T_{ij} x_{ij} \right) \left( \sum_{i,j=1}^n \varepsilon_i \varepsilon_j x_{ij} \right)^{1/2}$$

$$\leq \alpha \left( \sum_{i,j=1}^n \varepsilon_i \varepsilon_j x_{ij} \right)^{1/2} \left( \sum_{i,j=1}^n \varepsilon_i \varepsilon_j x_{ij} \right)^{1/2} \left( \sum_{i,j=1}^n \varepsilon_i \varepsilon_j x_{ij} \right)^{1/2}$$

For fixed $\omega$ and $\omega'$, $(\alpha_{ij} \varepsilon_i \varepsilon_j x_{ij})$ is a sequence of independent symmetric $\{-1, 1\}$-valued random variables, so we can use the R-boundedness of $T$ to get

$$\left\| \sum_{i,j=1}^n \varepsilon_i \varepsilon_j T_{ij} x_{ij} \right\|_{L^2(\Omega \times \Omega')} \leq \alpha M \left( \sum_{i,j=1}^n \alpha_{ij} \varepsilon_i \varepsilon_j (\omega) \right)^{1/2} \left( \sum_{i,j=1}^n \varepsilon_i \varepsilon_j x_{ij} \right)^{1/2} \left( \sum_{i,j=1}^n \varepsilon_i \varepsilon_j x_{ij} \right)^{1/2}$$

$$\leq \alpha^2 M \left( \sum_{i,j=1}^n \varepsilon_i \varepsilon_j x_{ij} \right)^{1/2} \left( \sum_{i,j=1}^n \alpha_{ij} \varepsilon_i \varepsilon_j (\omega) \right)^{1/2} \left( \sum_{i,j=1}^n \varepsilon_i \varepsilon_j x_{ij} \right)^{1/2}$$

where $\alpha M$ denotes the R-bound. This proves the lemma with $K = \alpha^2 M$.

**Theorem 3.14.** Let $X$ be a Banach space that has property $(\alpha)$, let $\Delta = \{\Delta_k\}_{k=0}^\infty$ be an unconditional Schauder decomposition and let $T \subset L(X)$ be an R-bounded collection of operators. Let

$$S = \{ \sum_{h=0}^\infty T_h \Delta_k : T_h \in T \text{ such that } \Delta_k T_h = T_h \Delta_k \text{ for all } k \in \mathbb{N} \}.$$ 

Then $S$ is R-bounded.

**Proof.** Without loss of generality we may assume that $0 \in T$. Take $S_1, \ldots, S_n \in S$ which are of the form
We will use the following notation. Let $X$ be a Banach space and $E = L^p_X(S)$ for some $\sigma$-finite measure space $(S, \Sigma, \mu)$ and $1 \leq p < \infty$. For $\phi \in L^\infty(S)$ we denote by $M_\phi$ the multiplication operator on $L^p_X(S)$ given by $(M_\phi f)(s) = \phi(s)f(s)$ $\mu$-a.e. on $S$ for all $f \in L^p_X(S)$. Note that $M_\phi \in \mathcal{L}(E)$ and $\|M_\phi\| = \|\phi\|_\infty$. If $T \in \mathcal{L}(E)$ and $\phi, \psi \in L^\infty(S)$, then we denote the operator $M_\phi TM_\psi$ also simply by $\phi T \psi$.

**Lemma 3.17.** Let $E = L^p_X$ as above. Then the collection
\[\{M_\phi : \phi \in L^\infty(S), \|\phi\|_\infty \leq 1\}\]
is $R$-bounded in $E$.

**Proof.** Take $\phi_k \in L^\infty(S)$ with $\|\phi_k\|_\infty \leq 1$ and $f_k \in L^p_X(S), k = 0, 1, \ldots, n$. It follows from Kahane’s contraction principle that
\[
\left\| \sum_{k=0}^n \epsilon_k \phi_k f_k \right\|_{L^p_X(S)} = \left( \int_S \left( \sum_{k=0}^n \epsilon_k \phi_k(s) f_k(s) \right)^p \mu(s) \right)^{1/p} \\
\leq 2 \left( \int_S \left( \sum_{k=0}^n \|\phi_k(s)f_k(s)\|_{L^p_X(S)} \right)^p \mu(s) \right)^{1/p} \\
= 2 \left( \sum_{k=0}^n \|\phi_k f_k\|_{L^p_X(S)} \right)^{1/p},
\]
which proves the lemma.

The following corollary is now an immediate consequence of the two lemmas above.

**Corollary 3.18.** Let $E = L^p_X(S)$ as above. If $T \in \mathcal{L}(E)$ is $R$-bounded, then the collection
\[\{\phi T \psi : \phi, \psi \in L^\infty(S), \|\phi\|_\infty, \|\psi\|_\infty \leq 1, T \in T\}\]
is $R$-bounded as well.

## 4. The Vilenkin system in UMD-spaces

We start this section by recalling some facts and introducing some notation concerning the Vilenkin systems (for more information we refer the reader to e.g. [SWS90]). For any $p \in \mathbb{N}, p \geq 2$, we denote by $Z_p$ the cyclic group $\mathbb{Z}/(p) = \{0, 1, \ldots, p-1\}$. Let $p = (p_1, p_2, \ldots)$ be a sequence of natural numbers $p_k \geq 2$ and let $G_p = \prod_{k=1}^{\infty} \mathbb{Z}_{p_k}$, equipped with the product topology and the normalized Haar measure. As is well known, the dual group $\mathcal{G}_p$ of $G_p$ can be identified with the collection of all sequences $n = (n_1, n_2, \ldots)$ with $n_k \in \{0, 1, \ldots, p_k-1\}$ for all $k$ and $n_k \neq 0$ for only finitely many values of $k$ (see e.g. [SWS90], Appendix 0.7). The pairing between $G_p$ and $\mathcal{G}_p$ is given by
\[
(\theta, n) = \psi_n(\theta),
\]
where $\psi_n(\theta) = \sum_{k=1}^{\infty} \frac{n_k}{p^k}$.
where
\begin{equation}
\psi_n(\theta) = \prod_{k=1}^{\infty} \phi_k^{n_k}(\theta) \quad \text{for all } n = (n_1, n_2, \ldots) \in \hat{G}_p
\end{equation}
and
\begin{equation}
\phi_k(\theta) = e^{2\pi i \theta_k/p_k} \quad \text{for all } \theta = (\theta_1, \theta_2, \ldots) \in G_p.
\end{equation}

The characters \{\psi_n : n \in \hat{G}_p\} form a complete orthonormal system in \(L^2(G_p)\), which is called the \textit{Vilenkin system} corresponding to \(p = (p_1, p_2, \ldots)\). If \(p_k = 2\) for all \(k \in \mathbb{N}\), the system is called the \textit{Paley–Walsh system}. In this case we use the notation \(\mathbb{D} = G_p\), the dyadic group. For \(m, n \in \hat{G}_p\) we define \(m < n\) if and only if there exists a \(k \in \mathbb{N}\) such that \(m_j = n_j\) for all \(j > k\) and \(m_k < n_k\). This defines a linear ordering in \(\hat{G}_p\), with smallest element \(0 = (0, 0, 0, \ldots)\). From now on we shall consider the system \(\{\psi_n : n \in \hat{G}_p\}\) with the enumeration induced by this ordering in \(\hat{G}_p\).

**Remark 4.1.** (a) Of course, it is also possible to use \(\mathbb{N}\) as the index set for the characters \(\{\psi_n : n \in \hat{G}_p\}\), preserving the enumeration introduced above as follows. Define
\[M_k = \begin{cases} 1 & \text{if } k = 1, \\ \prod_{j=1}^{k-1} p_j & \text{if } k \geq 2. \end{cases}\]
To each \(n \in \hat{G}_p\) we assign the natural number \(n = \sum_{j=1}^{k} n_j M_j\). This defines an order preserving bijection between \(\hat{G}_p\) and \(\mathbb{N}\). Denoting the character \(\psi_n\) by \(\psi_n\), where \(n\) corresponds to \(n\) as above, we may write the Vilenkin system as \(\{\psi_n\}_{n=0}^{\infty}\).

(b) Although we work with the groups \(G_p\), we could also have chosen to work with the interval \([0, 1]\). There is a natural measure preserving identification between the groups \(G_p\) and the interval \([0, 1]\). As in the dyadic case, this identification is given by the mapping \(\theta \mapsto x(\theta) \in [0, 1]\), where
\[x(\theta) = \sum_{k=1}^{\infty} \frac{\theta_k}{M_{k+1}} \quad \text{for all } \theta = (\theta_1, \theta_2, \ldots) \in G_p.
\]

We denote the Borel \(\sigma\)-algebra in \(G_p\) by \(B\). For \(k = 1, 2, \ldots\) we define
\begin{equation}
B_k = \left\{ A \times \prod_{j<k} Z_{p_j} : A \subset \prod_{j=1}^{k} Z_{p_j} \right\},
\end{equation}
and \(B_0 = \{\emptyset, G_p\}\). Then \(B_0 \subset B_1 \subset \ldots\) are sub-\(\sigma\)-algebras of \(B\) and the \(\sigma\)-algebra generated by \(\bigcup_{k=0}^{\infty} B_k\) is equal to \(B\). For a fixed complex Banach space \(X\) and fixed \(1 < p < \infty\) we consider the Bochner space \(B = L^p(G_p)\).

We denote by \(E_k\) the conditional expectation projection in \(L^p(G_p)\) with respect to \(B_k\) \((k \in \mathbb{N})\). Note that
\begin{equation}
(E_k f)(\theta) = \int f(\theta_1, \ldots, \theta_k, \theta_{k+1}, \theta_{k+2}, \ldots) d(\theta_{k+1}, \theta_{k+2}, \ldots)
\end{equation}
for all \(\theta = (\theta_1, \theta_2, \ldots) \in G_p\), where the integration is taken over \(\prod_{j>k} Z_{p_j}\) with respect to the (normalized) Haar measure.

As is well known (see e.g. [DU77], Theorem V.2.1),
\begin{equation}
E_k f \to f \quad \text{as } k \to \infty
\end{equation}
in norm for all \(f \in L^p(G_p)\). Defining
\begin{equation}
\Delta_0 = 0, \quad \Delta_k = E_k - E_{k-1} \quad (k \geq 1),
\end{equation}
it follows from (19) that
\begin{equation}
f = \sum_{k=0}^{\infty} \Delta_k f \quad \text{for all } f \in L^p(G_p)
\end{equation}
(norm convergent series in \(L^p(G_p)\)). Hence \(\{\Delta_k\}_{k=0}^{\infty}\) is a Schauder decomposition of \(L^p(G_p)\). If we assume in addition that \(X\) is a UMD-space (see e.g. [Bur83], [Dou83]), then (21) converges unconditionally for all \(L^p(G_p)\).

So \(\{\Delta_k\}_{k=0}^{\infty}\) is an unconditional Schauder decomposition of \(L^p(G_p)\).

For \(k = 1, 2, \ldots\), define \(d_k = (\delta_{jk})_{j=1}^{\infty} \in \hat{G}_p\) and \(d_0 = 0 \) (note that \(d_k\) corresponds to the function \(\phi_k\)). Since
\begin{equation}
\operatorname{span}\{\psi_n : n \in \hat{G}_p, n < d_{k+1}\} = \mathcal{L}^p(Z_{p_1} \times \ldots \times Z_{p_k}) \subset L^p(G_p),
\end{equation}
it is easy to see that
\begin{equation}
\operatorname{R}(E_k) = \operatorname{span}\{\psi_n \otimes x : n \in \hat{G}_p, n < d_{k+1} \text{ and } x \in X\}
\end{equation}
for all \(k \in \mathbb{N}\). Moreover,
\begin{equation}
E_k f = \sum_{n < d_{k+1}} \psi_n \otimes c_n(f) \quad \text{for all } f \in L^p(G_p),
\end{equation}
where
\begin{equation}
c_n(f) = \int_{G_p} \overline{\psi_n(\theta)} f(\theta) d\theta.
\end{equation}
It follows in particular that
\begin{equation}
\Delta_k f = \sum_{d_k \leq n < d_{k+1}} \psi_n \otimes c_n(f)
\end{equation}
for all \(f \in L^p(G_p)\) and all \(k \in \mathbb{N}\). Note that
\begin{equation}
\{n \in \hat{G}_p : d_k \leq n < d_{k+1}\}
= \{n = (n_1, n_2, \ldots) \in \hat{G}_p : n_k \neq 0 \text{ and } n_j = 0 \text{ for all } j > k\}.
\end{equation}
For $k = 1, 2, \ldots$ and $1 \leq j \leq p_k - 1$ we define
\[
d_{(k,j)} = (j\delta_k)_{\infty}^{n_k} \in \bar{G}_p.
\]
These $d_{(k,j)}$ can be associated with $\phi_k^{n_k}$. It will also be convenient to define $d_{(k,0)} = d_{k+1}$ and $d_{(0,0)} = 0$. Note that $d_{(k,1)} = d_k$ for $k = 1, 2, \ldots$. The set
\[
\Lambda = \{(k,j) : k = 1, 2, \ldots, 1 \leq j \leq p_k - 1\} \cup \{(0,0)\}
\]
is linearly ordered by the lexicographical ordering. Note that $(k,j) < (l,s)$ in $\Lambda$ implies that $d_{(k,j)} < d_{(l,s)}$ in $\bar{G}_p$. For $(k,j) \in \Lambda$, $k \geq 1$, we define
\[
\Delta_{(k,j),f} = \sum_{d_{(n,s) : f} = n < d_{(k,j),f}} \psi_n \otimes e_n(f)
\]
for all $f \in L^p(X, G_p)$ and $\Delta_{(0,0),f} = \Delta_0$. Note that
\[
\{n \in \bar{G}_p : d_{(k,j)} \leq n < d_{(k,j+1)}\}
\]
\[
= \{n = (n_1, n_2, \ldots) : n_k = j \text{ and } n_i = 0 \text{ for all } i > k\}
\]
for all $(k,j) \in \Lambda, k \geq 1$. Furthermore,
\[
\Delta_k = \sum_{j=1}^{p_k-1} \Delta_{(k,j),f}, \quad E_k = \sum_{(i,j) < (k,j+1)} \Delta_{(i,j),f}
\]
for all $k = 1, 2, \ldots$

**Lemma 4.2.** For $k = 1, 2, \ldots$ and $1 \leq j \leq p_k - 1$ we have
\[
\Delta_{(k,j),f} = \phi_k^{n_k} E_{k-1}(\phi_k^{n_k} f) \quad \text{for all } f \in L^p(X, G_p).
\]

**Proof.** From (19) and (23) it follows that
\[
\text{span}\{\psi_n \otimes x : n \in \bar{G}_p, x \in X\}
\]
is dense in $L^p(X, G_p)$. Therefore it is sufficient to prove (32) for $f = \psi_n \otimes x$ with $n \in \bar{G}_p, x \in X$. For $n = 0$ this is clear. Assuming that $n \neq 0$ take $l$ such that $\psi_n \otimes x \in R(\Delta_l)$, i.e., $d_l \leq n < d_{l+1}$. Now we consider three cases:

- **$l > k$.** Then $\Delta_{(k,j),f}(\psi_n \otimes x) = 0$ and
  \[
  \phi_k^{n_k} E_{k-1}(\phi_k^{n_k} \psi_n \otimes x) = \phi_k^{n_k} E_{k-1}(\phi_k^{n_k} \psi_n \otimes x) = 0,
  \]
since $E_k(\psi_n \otimes x) = E_k \Delta_l(\psi_n \otimes x) = 0$.

- **$l < k$.** Then $\Delta_{(k,j),f}(\psi_n \otimes x) = 0$ and
  \[
  \phi_k^{n_k} E_{k-1}(\phi_k^{n_k} \psi_n \otimes x) = \phi_k^{n_k} E_{k-1}(\phi_k^{n_k} \psi_n \otimes x) = 0,
  \]
since $E_{k-1}(\phi_k^{n_k}) = 0$ for $1 \leq j \leq p_k - 1$.

- **$l = k$.** Then $\psi_n = \prod_{l=1}^{k} \phi_l^{n_l}$ and
  \[
  \phi_k^{n_k} E_{k-1}(\phi_k^{n_k} \psi_n \otimes x) = \phi_k^{n_k} \prod_{l=1}^{k} \phi_l^{n_l} E_{k-1}(\phi_k^{n_k} \phi_k^{n_k} \psi_n) \otimes x = \begin{cases} \psi_n \otimes x & \text{if } j = n_k, \\ 0 & \text{otherwise,} \end{cases}
  \]
since $E_{k-1}(\phi_k^{n_k} \phi_k^{n_k}) = \delta_{n_k} I$.

Hence the lemma is proved. $\blacksquare$

We consider again the collection $(\Delta_{(k,j)} : (k,j) \in \Lambda)$ of projections in $L^p(X, G_p)$, where $\Lambda$ is linearly ordered by the lexicographical ordering. The corresponding partial sum projections are given by
\[
S_{(k,j)} = \sum_{(i,j) < (k,j)} \Delta_{(i,j),f}
\]
if $(k,j) \neq (0,0)$ and $S_{(0,0)} = \Delta_{(0,0),f} = \Delta_0$. Note that it follows from (31) and (32) that for $k \geq 1$ we have
\[
S_{(k,j)} = \sum_{(i,j) < (k,j)} \Delta_{(i,j),f} + \sum_{i=1}^{j-1} \Delta_{(k,i),f}
\]
\[
= E_{k-1} + \sum_{i=1}^{j-1} \phi_k^{n_k} E_{k-1}(\phi_k^{n_k} f) = \sum_{i=0}^{j-1} \phi_k^{n_k} E_{k-1}(\phi_k^{n_k} f)
\]
for all $1 \leq j \leq p_k - 1$.

**Lemma 4.3.** Suppose that $X$ is a UMD-space and that $\max_i p_k - 1 = m < \infty$ (i.e., the Vilenkin system $\{\psi_n : n \in \bar{G}_p\}$ is bounded). Then the collection $(S_{(k,j)} : (k,j) \in \Lambda)$ of operators in $E = L^p(X, G_p)$, $1 < p < \infty$, is R-bounded.

**Proof.** Since each of the operators $S_{(k,j)}$ is a sum of at most $m$ operators of the form $\phi_k^{n_k} E_{k-1}(\phi_k^{n_k} f)$, it is enough to show that the collection $(\phi_k^{n_k} E_{k-1}(\phi_k^{n_k} f) : 1 \leq i \leq p_k - 1, k \in \mathbb{N})$ is R-bounded.

Since $X$ is a UMD-space, it follows from Proposition 3.8 that the collection $(E_k)_{k=1}^{\infty}$ is R-bounded. Since $\|\phi_k\|_\infty \leq 1$ for all $k \in \mathbb{N}$, the result follows from Corollary 3.18. $\blacksquare$

**Corollary 4.4.** Suppose that $X$ is a UMD-space, $\sup_k p_k < \infty$ and let $E = L^p(X, G_p)$. Then $(\Delta_{(k,j)} : (k,j) \in \Lambda)$ is an unconditional Schauder decomposition of $E$.

**Proof.** It follows immediately from (35) that if $\sup_k p_k < \infty$, then the $S_{(k,j)}$ are uniformly bounded. Since these $S_{(k,j)}$ are the partial sum projections corresponding to $(\Delta_{(k,j)} : (k,j) \in \Lambda)$ and since $\text{span}(R(\Delta_{(k,j)})) : (k,j) \in \Lambda$ is dense in $E$, it follows that $(\Delta_{(k,j)} : (k,j) \in \Lambda)$ is a Schauder decomposition of $E$. 
Since $\{\Delta_k\}_{k=0}^\infty$ is an unconditional blocking of $\{\Delta_{(k,j)} : (k,j) \in A\}$, since the partial sum projections $\{S_{(k,j)} : (k,j) \in A\}$ are R-bounded and since $\sup_k pk < \infty$, it is an immediate consequence of Corollary 3.6 that the decomposition $\{\Delta_{(k,j)} : (k,j) \in A\}$ is unconditional (see Remark 3.7). ■

For $0 < n \in \hat{G}_p$ and $f \in L_X(G_p)$ we define
\begin{equation}
P_nf = \sum_{m < n} \psi_m \otimes c_m(f),
\end{equation}
and $P_0 = \Delta_0 = S_{(0,0)}$.

We will now formulate a Paley identity for a Vilenkin system. To this end, for every $n \in \hat{G}_p$, define the disjoint subsets $A_n$ and $B_n$ of $A$ by
\begin{equation}
A_n = \{0,0\} \cup \bigcup_{k=1}^{\infty} \{(k,j) : 1 \leq j \leq pk - n_k - 1\},
\end{equation}
\begin{equation}
B_n = \bigcup_{k=1}^{\infty} \{(k,j) : pk - n_k \leq j \leq pk - 1\}
\end{equation}
(see also [DS97]). Note that $A = A_n \cup B_n$ and $A_n \cap B_n = \emptyset$ for every $n \in \hat{G}_p$.

For a subset $A \subset A$ we define
\begin{equation}
P_A = \sum_{(k,j) \in A} \Delta_{(k,j)}.
\end{equation}

Then we have
\begin{equation}
P_n = \psi_n P_{B_n} \overline{\psi}_n.
\end{equation}
Indeed, if $m < n$, then $\psi_m \psi_n \in R(P_{B_n})$, whereas for $m \geq n$ we have $\psi_m \psi_n \in R(P_{A_n})$. For the Paley–Walsh system, (39) is called the Paley identity (see also R. E. A. C. Paley [Pai32]).

Define for $n \in \hat{G}_p$ the projection $D_n$ in $L_X(G_p)$ by
\begin{equation}
D_n f = \psi_n \otimes c_n(f), \quad f \in L_X(G_p).
\end{equation}

Note that $P_n = \sum_{m < n} D_m$ for all $0 < n \in \hat{G}_p$ and $P_0 = D_0$. It is clear that $\text{span} \{R(D_n) : n \in \hat{G}_p\}$ is dense in $L_X^p(G_p)$. If $D_n : n \in \hat{G}_p$ and since $\text{span} \{R(D_n) : n \in \hat{G}_p\}$ is dense in $L_X^p(G_p)$, the result now follows. ■

It is well known that a Banach space $X$ is a UMD-space if and only if the trigonometric system generates a Schauder decomposition in $L_X^p(T)$, $1 < p < \infty$. For the bounded Vilenkin systems we get a similar result. We have shown that if $X$ is a UMD-space, then the bounded Vilenkin system generates a Schauder decomposition in $L_X^p$. The converse of this implication is also true. Using Vilenkin systems, we get the following characterization of UMD-spaces:

**Theorem 4.6.** Let $\{\psi_n : n \in \hat{G}_p\}$ be a bounded Vilenkin system and $1 < p < \infty$. The following statements for a Banach space $X$ are equivalent:

(i) $X$ is a UMD-space.

(ii) The coarse blocking $\{\Delta_k\}_{k=0}^\infty$ is unconditional in $L_X^p(G_p)$.

(iii) The fine blocking $\{\Delta_{(k,j)} : (k,j) \in A\}$ is unconditional in $L_X^p(G_p)$.

(iv) $\{D_n : n \in \hat{G}_p\}$ is a Schauder decomposition of $L_X^p(G_p)$.

**Proof.** The implication (i)⇒(ii) is clear, since the coarse blocking is associated with a martingale. The converse implication can be obtained via approximate embeddings of the Paley–Walsh martingale into the martingale associated with the coarse blocking of the Vilenkin system. This can be achieved using the identification of $G_p$ with $[0,1]$ (see Remark 4.1(b)) in combination with the technique used by B. Maurey in [Man75]. We leave the details to the interested reader.

The implication (ii)⇒(iii) follows from the proof of Corollary 4.4, while the converse is obvious, since the coarse blocking is a blocking of the fine blocking.

The implication (iii)⇒(iv) is given in Theorem 4.5. Now we shall prove the implication (iv)⇒(iii). It is sufficient to show that $\{P_A : A \subset A\}$ is uniformly bounded (here $A$ is defined by (28) and $P_A$ via (38)). Let $A \subset A$ be given. For $0 \leq j \leq m = \max_k pk - 1$ define
\begin{equation}
F_j = \{k \in \mathbb{N} : (k,j) \in A\},
\end{equation}
and let $A_j = \{(k,j) : k \in F_j\}$. Then $A = \bigcup_{j=1}^m A_j$, a disjoint union. For $1 \leq j \leq m$ define $n(j) \in G_p$ by
\begin{equation}
[n(j)]_k = \begin{cases} p_k - j - 1 & \text{if } k \in F_j, 1 \leq j \leq p_k - 1, \\ 0 & \text{otherwise}, \end{cases}
\end{equation}
and define $m(j) \in G_p$ by
\begin{equation}
[m(j)]_k = \begin{cases} p_k - j & \text{if } k \in F_j, 1 \leq j \leq p_k - 1, \\ 0 & \text{otherwise}. \end{cases}
\end{equation}
Then

\[ P_{A_j} = P_{G_{m(j)} A_{n(j)}}, \quad 1 \leq j \leq m. \]

By hypothesis, \( \{D_n : n \in \mathcal{G}_p \} \) is a Schauder decomposition of \( L^2_X(G_p) \) and so the partial sum operators \( \{P_n : n \in \mathcal{G}_p \} \) are uniformly bounded, i.e., \( \|P_n\| \leq K \) for all \( n \in \mathcal{G}_p \) and some \( K > 0 \). Now it follows from (39) that

\[ \|P_{A_j}\| \leq K(K + 1), \quad 1 \leq j \leq m, \]

and so \( \|P_{A}\| \leq mK(K + 1) + 1 \).

In the special case of the Paley–Walsh system, the implication (i) \( \Rightarrow \) (iv) of Theorem 4.6 is given in [SF94] and [SF95]. The equivalence (i) \( \Leftrightarrow \) (iv) for the Paley–Walsh system is given in [Wen93]. The implication (i) \( \Rightarrow \) (ii), in a more general setting, is given in [SF94].

5. Multiplier theorems. The following theorem is a vector-valued analogue of the Marcinkiewicz multiplier theorem for the bounded Vilenkin system. It should be noted that its scalar-valued specialisation yields an extension of a multiplier theorem given by G. I. Sunouchi in [Sun51].

We will use the notation \( I + 1 \) to denote the successor of the element \( I \in \mathcal{G}_p \).

**Theorem 5.1.** Let \( X \) be a UMD-space with property \( (\alpha) \) and \( 1 < p < \infty \). Let \( \{\lambda_n : n \in \mathcal{G}_p \} \) be a bounded Vilenkin system. Suppose \( \{\lambda_n : n \in \mathcal{G}_p \} \subset \mathbb{C} \) is such that:

- \( |\lambda_n| \leq K \) for all \( n \in \mathcal{G}_p \)
- \( \sum_{d_n \leq d_n + 1} |\lambda_{n+1} - \lambda_n| \leq K \) for all \( k \geq 0 \)
- \( \text{for some constant } K > 0 \).

Then there exists a (unique) bounded linear operator \( T_X \) in \( L^2_X(G_p) \) satisfying \( T_X(\psi_n \otimes x) = (\lambda_n \psi_n) \otimes x \) for all \( n \in \mathcal{G}_p \) and all \( x \in X \). Moreover, \( \|T_X\| \leq CK \), where the constant \( C \) depends on \( p, X \) and the Vilenkin system.

**Proof.** By Corollary 3.6 it is sufficient to prove that the collection \( \{P_n : n \in \mathcal{G}_p \} \) of partial sum projections, as defined by (38), is R-bounded.

Since, by Corollary 4.4, the fine blocking \( \{A_{k,j} : (k,j) \in A \} \) is an unconditional decomposition of \( L^2_X(G_p) \), it follows from Corollary 3.15 that \( \{P_{G_{m(j)}} : n \in \mathcal{G}_p \} \) is R-bounded. Now Corollary 3.18 combined with (39) yields that \( \{P_n : n \in \mathcal{G}_p \} \) is R-bounded as well, and we are done.

Let \( X \) be a UMD-space, let \( \mathcal{D} \) be the dyadic group and \( \{\psi_k \}_{k=0}^{\infty} \) the Paley–Walsh system enumerated as in Remark 4.1(a) (i.e., the Paley–Walsh enumeration). Let \( D \) and \( \Delta \) denote the Schauder decomposition and the dyadic blocking in \( L^2_X(\mathcal{D}) \) corresponding to the Paley–Walsh system, respectively. So \( D_k f = \psi_k \otimes c_k(f) \), with \( c_k(\cdot) \) given by (25) and \( \Delta_k = \sum_{l=2^{k-1}}^{2^k-1} D_l \). As before let \( \{P_n = \sum_{k=0}^{n} D_k \} \). It will be convenient to have the following terminology available.

**Definition 5.2.** We say that \( (MPW) \) holds for \( X \) if statement (i) of the multiplier Theorem 3.5 is true in \( L^2_X(\mathcal{D}) \) for the Paley–Walsh system with respect to the dyadic blocking.

Note that if \( X \) is not UMD, then the dyadic blocking is not unconditional, so the multiplier theorem cannot hold. By Theorem 5.1 every UMD-space with property \( (\alpha) \) has \( (MPW) \). Finally, we shall characterise those UMD-spaces \( X \) for which \( (MPW) \) holds.

We will begin with the following lemma.

**Lemma 5.3.** Let \( X \) be a UMD-space for which \( (MPW) \) holds. Define

\[ Q_m f = \sum_{l=2^{k-1}}^{2^k-1} \psi_l \otimes c_l(f), \quad f \in L^2_X(\mathcal{D}), \]

for \( 2^{k-1} \leq m < 2^k \) and \( k \in \mathbb{N} \). Then, for any sequence \( \varepsilon_k = \pm 1 \), for any collection \( \{m_k\} \in \mathbb{N} \) satisfying \( 2^{k-1} \leq m_k < 2^k \) \((k=1,2,\ldots)\) and for all \( M \in \mathbb{N} \) we have

\[ \left\| \sum_{k=1}^{M} \varepsilon_k Q_{m_k} \right\| \leq C_2(X) K. \]

**Proof.** Let the sequences \( \{\varepsilon_k\} \) and \( \{m_k\} \) and \( M \in \mathbb{N} \) be given. Define a sequence \( \{\lambda_n\} \) by

\[ \lambda_n = \begin{cases} \varepsilon_k, & \text{if } 2^{k-1} \leq n \leq m_k \text{ and } k \leq M, \\ 0, & \text{otherwise}. \end{cases} \]

This sequence satisfies the conditions of Theorem 3.5, with constant \( K = 1 \), and so \( (MPW) \) implies that

\[ T_X f = \sum_{n=1}^{\infty} \lambda_n c_n(f) \psi_n \]

is a bounded operator on \( L^2_X(\mathcal{D}) \). Since \( T_X = \sum_{k=1}^{M} \varepsilon_k Q_{m_k} \), this gives the result.

For \( m \in \mathbb{N} \), define \( F_m = \{l_0, l_1, \ldots, l_k\} \) where \( l_0 < l_1 < \ldots < l_k \) and \( m = 2^{l_0} + 2^{l_1} + \ldots + 2^{l_k} \). Also define \( \Delta_m = \sum_{l \in F_m} \Delta_l \).

**Lemma 5.4.** Let \( X \) be a UMD-space with \( (MPW) \). For any choice of \( \{m_k\} \) as in Lemma 5.3, the collection \( \{\Delta_{m_k}\}_{k=1}^{\infty} \) is R-bounded with a uniform R-bound.
Proof. The Paley identity (39) states that \( P_m = \psi_m \Delta F_m \psi_m \). So, by Lemma 3.3 and Corollary 3.18, it is enough to show that
\[
\left\| \sum_{k=1}^{M} e_k P_m f_k \right\|_{L^2_{\alpha}(\Omega)} \leq C \left( \sum_{k=1}^{M} e_k f_k \right)_{L^2_{\alpha}(\Omega)}
\]
for \( f_1, \ldots, f_M \in E = L^2_X(\mathcal{D}) \) and all \( M \in \mathbb{N} \), for some \( C > 0 \).
Since \( P_m = \mathbb{E}^{X}_{k-1} + Q_m \), it follows from Proposition 3.8 that it suffices to show that
\[
\left\| \sum_{k=1}^{M} e_k Q_m f_k \right\|_{L^2_{\alpha}(\Omega)} \leq C' \left( \sum_{k=1}^{M} e_k f_k \right)_{L^2_{\alpha}(\Omega)}
\]
for some \( C' > 0 \).
Since \( Q_m = Q_{m_k} \Delta_k = \Delta_k Q_{m_k} \), we can write
\[
\sum_{k=1}^{M} e_k(Q_{m_k} f_k) = \left( \sum_{k=1}^{M} e_k Q_{m_k} f_k \right) f \quad \text{for all } \omega \in \Omega,
\]
with \( f = \sum_{k=1}^{M} \Delta_k f_k \). For every \( \omega \) fixed it follows from Lemma 5.3 that
\[
\left\| \sum_{k=1}^{M} e_k Q_{m_k} f_k \right\|_{L^2_{\alpha}(\Omega)} \leq C_2(X) K \| f \|_{L^2_{\alpha}(\Omega)}.
\]
Integration over \( \Omega \) yields
\[
\left\| \sum_{k=1}^{M} e_k Q_{m_k} f_k \right\|_{L^2_{\alpha}(\Omega)} \leq C_2(X) K \| f \|_{L^2_{\alpha}(\Omega)} = C_2(X) K \left\| \sum_{k=1}^{M} \Delta_k f_k \right\|_{L^2_{\alpha}(\Omega)}
\]
\[
\overset{(1)}{\leq} C' \left\| \sum_{k=1}^{M} e_k \Delta_k f_k \right\|_{L^2_{\alpha}(\Omega)}
\]
\[
\overset{(2)}{\leq} C' \left\| \sum_{k=1}^{M} e_k f_k \right\|_{L^2_{\alpha}(\Omega)},
\]
where (1) follows from the unconditionality of the decomposition \( \{\Delta_k\} \) and (2) follows from Proposition 3.8, as \( \Delta_k = \mathbb{E}^{X}_{k-1} - \mathbb{E}^{X}_{k-1} \).

Note that \( \max \{ F_{m_k} \} = k - 1 \) for all \( k \in \mathbb{N} \).

Lemma 5.5. Let \( X \) be a UMD-space for which (MPW) holds. Let \( \{ F_k \}_{k=0}^{\infty} \) be an unconditional decomposition of \( X \). For \( F \subset \mathbb{N} \) finite define \( \mathcal{D}_F = \sum_{j \in F} D_j \). Then \( \mathcal{D}_F : F \subset \mathbb{N}, \text{ finite} \) is \( R \)-bounded.

Proof. Define \( \Psi : X \rightarrow L^2_X(\mathcal{D}) \) by
\[
\Psi(x) = \sum_{k=0}^{\infty} r_k \otimes \mathcal{D}_k(x),
\]
where the \( r_k \) denotes the \( k \)th Rademacher function on \( \mathcal{D}_k \), i.e., \( r_0 \equiv 0 \) and \( r_k = \psi_{k-1} \) for \( k > 1 \). This defines an isomorphism (cf. the proof of Theorem 3.9), and moreover we have
\[
\Delta_F(\Psi(x)) = \Psi(\mathcal{D}_F(x))
\]
for any finite \( F \subset \mathbb{N} \), where \( \Delta_F = \sum_{k \in F} \Delta_k \). So it is enough to show that \( \Delta_F : F \subset \mathbb{N}, \text{ finite} \) is \( R \)-bounded.
Let \( \{ F_k \}_{k=1}^{M} \) be an arbitrary collection of subsets of \( \mathbb{N} \). Now define a new collection \( \{ G_k \}_{k=1}^{M} \) as follows: \( G_1 = F_1 \) and \( G_k = F_k \cup \alpha(k) \), with \( \alpha(k) \in \mathbb{N} \) given by
\[
\alpha(k) = 1 + \max(\alpha(k-1), \max(F_k)), \quad k \in \mathbb{N}
\]
(with \( \alpha(0) = 0 \)). With this choice the sequence \( \{ \max(G_k) \}_{k=1}^{M} \) is strictly increasing. Now observe that the sequence \( \{ m_k \} \) defined by \( m_k = \sum_{j \in G_k} 2^j \) is a subsequence of some \( \{ m_{k'} \} \) as considered in Lemmas 5.3 and 5.4. Hence by the previous lemma, there exists a constant \( C > 0 \) independent of the choice of the \( F_k \)'s and such that
\[
\left\| \sum_{k=1}^{M} e_k \Delta_{G_k} f_k \right\|_{L^2_{\alpha}(\Omega)} \leq C \left\| \sum_{k=1}^{M} e_k f_k \right\|_{L^2_{\alpha}(\Omega)}
\]
for all \( f_1, \ldots, f_M \in L^2_X(\mathcal{D}) \). Since \( \Delta_{G(k)} - \Delta_{G(k-1)} \), it follows from Proposition 3.8 that the collection \( \{ \Delta_{\alpha(k)} \}_{k=0}^{\infty} \) is \( R \)-bounded. Since
\[
\Delta_{F_k} = \Delta_{G_k} - \Delta_{G(k-1)}
\]
it now follows easily that \( \{ \Delta_F : F \subset \mathbb{N}, \text{ finite} \} \) is \( R \)-bounded.

Now we are in a position to prove the final result of this paper.

Theorem 5.6. For a UMD-space \( X \) the following statements are equivalent:

(i) (MPW) holds for \( X \).
(ii) The partial sum projections \( P_n = \sum_{k \leq n} D_k \) (\( n \in \mathbb{N} \)) of the Paley-Walsh system are \( R \)-bounded in \( L^2_X(\mathcal{D}) \).
(iii) For any unconditional decomposition \( \mathcal{D} = \{ D_k \}_{k=0}^{\infty} \in L^2_X(\mathcal{D}) \), the collection \( \{ \sum_{k \in F} D_k : F \subset \mathbb{N}, \text{ finite} \} \) is \( R \)-bounded.

Moreover, if (MPW) holds for \( X \), then for any unconditional decomposition \( \mathcal{D} = \{ D_k \}_{k=0}^{\infty} \) in \( X \), the collection \( \{ \sum_{k \in F} D_k : F \subset \mathbb{N}, \text{ finite} \} \) is \( R \)-bounded.

Proof. It is well known that if \( X \) is a UMD-space, then so is \( L^2_X(\mathcal{D}) \). Similarly, from Fubini's theorem, it follows that \( L^2_X(\mathcal{D}) \) satisfies (MPW) whenever \( X \) has this property. Now Lemma 5.5 gives the implication (i) \( \Rightarrow \) (iii). An application of the Paley identity (39) shows (iii) \( \Rightarrow \) (ii). The unconditionality of the blocking \( \Delta \) together with Theorem 3.5(ii) gives (ii) \( \Rightarrow \) (i). Finally, Lemma 5.5 yields the last statement of the theorem.
The row decomposition in Example 3.10 is an unconditional decomposition of $C_p$, whereas the corresponding collection $R$ is not $R$-bounded. Hence the last part of Theorem 5.6 combined with considerations presented in Example 3.10 implies the following corollary.

**Corollary 5.7.** The multiplier theorem with respect to the Paley–Walsh system fails in any $L^2_p(D)$, $1 < p < \infty$ and $p \neq 2$.
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