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Abstract. We characterize the approximation property of Banach spaces and their dual spaces by the position of finite rank operators in the space of compact operators. In particular, we show that a Banach space $E$ has the approximation property if and only if for all closed subspaces $F$ of $c_0$, the space $\mathcal{F}(F,E)$ of finite rank operators from $F$ to $E$ has the $n$-intersection property in the corresponding space $\mathcal{K}(F,E)$ of compact operators for all $n$, or equivalently, $\mathcal{F}(F,E)$ is an ideal in $\mathcal{K}(F,E)$.

1. Introduction. A subspace $Y$ of a Banach space $X$ is called an ideal if there exists a norm one projection $P$ on $X^*$ with $\ker P = Y^\perp$ (the annihilator of $Y$ in $X^*$). A subspace $Y$ of a Banach space $X$ is said to have the $n$-intersection property for some natural number $n$ if for all families $(B_X(a_i, r_i))_{i=1}^n$ of closed balls in $X$ whose centers $a_i$ lie in $Y$,

$$\bigcap_{i=1}^n B_X(a_i, r_i) \neq \emptyset \quad \text{implies} \quad \bigcap_{i=1}^n B_Y(a_i, r_i + \varepsilon) \neq \emptyset \quad \text{for all } \varepsilon > 0.$$

Let $E$ and $F$ be Banach spaces. We denote by $\mathcal{L}(E,F)$ the Banach space of all bounded linear operators from $E$ to $F$, and by $\mathcal{K}(E,F)$, $\mathcal{F}(E,F)$, and $\mathcal{F}(F,E)$ its subspaces of compact, finite rank, and approximable operators (i.e. norm limits of finite rank operators).

In [12], A. Lima characterized the metric approximation property of Banach spaces and their dual spaces by the position of finite rank operators in the space of bounded linear operators. It was proved e.g. that (cf. [12, Theorem 13]) for a Banach space $E$ having the Radon–Nikodým property, the following assertions are equivalent:

(a) $E$ has the metric approximation property,
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2. Ideals and the $n$-intersection property for all $n$. In this section, we briefly discuss a general situation related to the notions of ideals and subspaces having the $n$-intersection property for all $n$.

Let $X$ be a Banach space, and let $Y$ be a subspace of $X$. Recall that $Y$ is an ideal in $X$ if there exists a norm one projection $P$ on $X^*$ with $\ker P = Y^\perp$. This notion was introduced by G. Godefroy, N. J. Kalton and P. D. Saphar [6] in 1993. Their paper contains an important study of so-called unconditional ideals. Note that there is an extensive literature on a special subclass of (unconditional) ideals, namely on $M$-ideals (cf. the monograph [8] by P. Harmand, D. Werner and W. Werner). It can be shown (cf. e.g. [12, Theorem 1]) that $Y$ is an ideal in $X$ if and only if it is locally $1$-complemented, i.e., for every finite-dimensional subspace $E$ of $X$ and for every $\epsilon > 0$, there exists an operator $T : E \to Y$ with $\|T\| \leq 1 + \epsilon$ and $T_\epsilon x = x$ for all $x \in E \cap Y$.

Recall also that $Y$ has the $n$-intersection property ($n$-IP) in $X$ for all $n$ if for all finite families $\{B_X(x_i, r_i)\}_{i=1}^n$ of balls in $X$ whose centers belong to $Y$,

$$\bigcap_{i=1}^n B_X(x_i, r_i) \neq \emptyset \quad \text{implies} \quad \bigcap_{i=1}^n B_Y(x_i, r_i + \epsilon) \neq \emptyset \quad \text{for all} \quad \epsilon > 0.$$  

This notion was studied by A. Lima [11] in 1983. But already in 1956, N. Aronszajn and P. Panitchpakdi [1, p. 423] showed that $Y$ has the $n$-IP in $X$ for all $n$ whenever there is a norm one projection from $X$ onto $Y$. And in 1964, it was proved by J. Lindenstrauss [15, p. 59] that every Banach space has the $n$-IP in its bidual for all $n$.

The following result clarifies the relation between the two notions we are interested in. Its proof will be postponed until the end of the section.

**Proposition 2.1.** Let $Y$ be a subspace of a Banach space $X$.

(a) $Y$ has the $n$-IP in $X$ for all $n$ if and only if $Y$ is an ideal in every closed subspace $Z \subset X$ with $Z \subset Z$ and $\dim Z/Y = 1$.

(b) $Y$ is an ideal in $X$ if and only if $Y$ is an ideal in every closed subspace $Z \subset X$ with $Z \subset Z$ and $\dim Z/Y < \infty$.

Clearly, every ideal has the $n$-IP for all $n$. The converse is not true. J. Lindenstrauss [14, p. 78] has given an example of a 2-dimensional subspace $Y$ of a 4-dimensional Banach space $X$ which is not an ideal in $X$, but which is an ideal in every 3-dimensional subspace $Z$ of $X$ containing $Y$. (The authors are grateful to M. I. Kadec for pointing out this example.) An interesting example of an infinite-dimensional ideal $Y$ in a Banach space $X$ with $\dim X/Y = 2$ is also due to J. Lindenstrauss (cf. [16]): for this $Y$, there is no norm one projection from $X$ onto $Y$, but there is a norm one projection onto $Y$ from every $Z$ with $X \supsetneq Z \supsetneq Y$ and $\dim Z/Y = 1$. 

Let $X$ be a Banach space, and let $F$ be a subspace of $X$. Recall that $F$ is an ideal in $X$ if and only if $F$ has the $n$-intersection property in $X$ for all $n$ and all Banach spaces $F$.

The purpose of the present work is to characterize the approximation property of Banach spaces and their dual spaces by the position of finite rank operators in the space of compact operators. It will be shown e.g. that (cf. Theorem 5.1) for a Banach space $E$, the following assertions are equivalent:

(a) $E$ has the approximation property,

(b) $F(E, F)$ is an ideal in $\mathcal{K}(F, E)$ for all closed subspaces $F$ of $c_0$.

(c) $F(E, E)$ has the $n$-intersection property in $\mathcal{K}(F, E)$ for all $n$ and all closed subspaces $F$ of $c_0$.

The approximation property for $E^*$ will be characterized similarly (cf. Theorem 5.2).

Our main Theorems 5.1 and 5.2 are formulated and proved in the final Section 5, where we also present an elementary (maybe the shortest) proof for the classical fact that $E^*$ has the approximation property if and only if $\mathcal{F}(E, F) = \mathcal{K}(E, F)$ for all Banach spaces $F$. Section 5 is based on results from Sections 2–4. In Section 2, we briefly deal with the notions of ideal and $n$-intersection property, and with the relation between them. In Sections 3 and 4, using different methods, we investigate when the $n$-intersection property of finite rank operators implies that compact operators are approximable. In particular, we show that the $n$-intersection property of $\mathcal{F}(E, F)$ in $\mathcal{K}(E, F)$ for all $n$ implies the equality $\mathcal{F}(E, F) = \mathcal{K}(E, F)$ whenever $E^*$ is separable (Theorem 3.1), or one of the spaces $E$ or $F$ is reflexive (Corollary 4.6).

Let us fix some more notation. We consider normed spaces over the real field $\mathbb{R}$. (Note that the proofs hold with some modifications for the complex case as well.) In a normed space $E$, we denote the unit sphere by $S_E$, the closed unit ball by $B_E$, and the closed ball with center $x$ and radius $r$ by $B_E(x, r)$. For a set $A \subset E$, its norm closure is denoted by $\overline{A}$, its linear span by $\operatorname{span} A$, its convex hull by $\operatorname{conv} A$, and the set of its extreme points by $\text{ext} A$. The set of all weak* strongly exposed points of $B_E$, is denoted by $\omega^*\text{-sexp} B_E$ (for this notion, as well as the notion of weak* denting points, cf. e.g. [19]). For two Banach spaces $E$ and $F$, we denote by $K_{\omega^*}(E^*, F)$ the subspace of $K(E^*, F)$ consisting of compact operators which are weak*-weakly continuous. It is easily seen that $K_{\omega^*}(E^*, F) = \{T \in K(E^*, F) : \text{ran} T \subset E\}$. The tensor product $E \otimes F$ is always canonically identified with a subspace of $\mathcal{F}(E^*, F)$; in particular, $E^* \otimes F = \mathcal{F}(E, F)$. Some further notation will be given in subsequent sections before use.
The next lemma, which should be essentially known (its proof uses simple arguments from [15, pp. 60, 51]), will be used in the proof of Proposition 2.1 as well as in Section 4.

Recall that a Hahn–Banach extension operator is a linear operator \( \Phi : Y^* \to X^* \) such that \( \Phi y^* \) is a norm-preserving extension of \( y^* \) for all \( y^* \in Y^* \).

**Lemma 2.2.** Let \( X \) be a Banach space, and let \( Y \) be a subspace of \( X \) with \( \dim X/Y = 1 \). If \( Y \) has the \( n \)-IP in \( X \) for all \( n \), and \( x \in B_X \setminus Y \), then there exists \( y^{**} \in B_Y^{**} \) such that \( \Phi : Y^* \to X^* \) defined by

\[
(\Phi y^*)(y + \alpha x) = y^*(y) + \alpha y^{**}(y^*), \quad y \in Y, \ \alpha \in \mathbb{R},
\]

is a Hahn–Banach extension operator.

**Proof.** The \( n \)-IP for all \( n \) implies that for all \( \varepsilon > 0 \), and all finite families \( \{y_i\}_{i=1}^n \) in \( Y \) containing \( 0 \),

\[
B_Y(0, 1 + \varepsilon) \cap \bigcap_{i=1}^n B_X(y_i, \|x - y_i\| + \varepsilon) \neq \emptyset.
\]

Hence clearly

\[
j^{**}(B_Y((0, 1 + \varepsilon))) \cap \bigcap_{i=1}^n B_X(y_i, \|x - y_i\| + \varepsilon) \neq \emptyset,
\]

where \( j : Y \to X \) is the inclusion mapping. By the weak* compactness of \( B_X^{**}(0, 2) \) (for example), there exists \( y^{**} \in B_{Y^{**}} \) such that

\[
j^{**}(y^{**}) \in \bigcap_{y \in Y} B_{X^{**}}(y, \|x - y\|).
\]

A straightforward verification shows that \( \Phi \) given by \( y^{**} \) is a Hahn–Banach extension operator. ■

**Theorem 3.1.** Let \( E \) and \( F \) be Banach spaces. If \( F^* \) is separable and \( \mathcal{F}(F,E) \) has the \( n \)-IP in \( \mathcal{K}(F,E) \) for all \( n \), then \( \mathcal{F}(F,E) = \mathcal{K}(F,E) \).

Before proceeding to the proof, we introduce the following notation. Let \( X \) be a Banach space, and let \( Y \) be a subspace of \( X \). For \( y^* \in Y^* \), denote by \( HB(y^*) \) the set of norm-preserving extensions of \( y^* \) to \( X \). A straightforward verification gives the following well-known characterization for extending functionals defined on \( Y \) with \( \dim X/Y = 1 \) (cf. e.g. [15, p. 51]).

**Lemma 2.3.** Let \( X \) be a Banach space, and let \( Y \) be a subspace of \( X \) with \( \dim X/Y = 1 \). If \( y^* \in SY^* \) and \( x \in X \setminus Y \), then

\[
HB(y^*) = \left\{ x^*_t : t \in \bigcap_{y \in Y} B_R(y^*(y), \|x - y\|) \right\}
\]

where

\[
x^*_t(x + \alpha y) = y^*(y) + \alpha t, \quad y \in Y, \ \alpha \in \mathbb{R}
\]

Moreover, \( x^*_t = x^*_s \) if and only if \( t = s \).

**Proof of Theorem 3.1.** Suppose that \( T \in \mathcal{K}(F,E) \setminus \mathcal{F}(F,E) \). We shall construct a separable subspace \( G \subset E \) and a sequence \( \{T_n\}_{n=1}^\infty \subset F^* \otimes G \) such that \( T \in \mathcal{K}(F,G) \), and \( T_n \to T \) weakly. This will imply that \( T \in conv\{T_1, T_2, \ldots\} \subset \mathcal{F}(F,G) \subset \mathcal{F}(F,E) \), a contradiction.

Put \( E_1 = \overline{T(F)} \). Then \( T \in \mathcal{K}(F,E_1) \), and \( E_1 \) is separable. Let \( \{S_n\}_{n=1}^\infty \subset F^* \otimes E_1 \) be a dense sequence in \( F^* \otimes E_1 \). Assume that subspaces \( E_1, \ldots, E_k \subset E \) and operators \( \{S_n\}_{n=1}^\infty \subset F^* \otimes E_k \) are defined. Since \( F^* \otimes E \) has the \( n \)-IP for all \( n \), there exists

\[
U_k = \bigcap_{i=1}^n B_{F^* \otimes E}(S_i, \|T - S_i\| + 1/n), \quad n \in \mathbb{N}.
\]

Put \( E_{k+1} = \overline{\text{span}(E_k \cup \bigcup_{n=1}^\infty U_k(F))} \). Then \( E_{k+1} \) is separable, \( E_k \subset E_{k+1} \), and \( U_k(F) \subset E_{k+1} \) for all \( n \). Define

\[
S_{k+1} = S_1, \ldots, S_{k+1} = S_k;
\]

\[
S_{k+1} = S_2, \ldots, S_{k+1} = S_k;
\]

\[
S_{k+1} = S_3, \ldots, S_{k+1} = S_k;
\]

\[
S_{k+1} = S_4, \ldots, S_{k+1} = S_k;
\]

\[
S_{k+1} = S_{k+1} / 2 = S_k.
\]

Further, choose \( S_{k+1} = S_{k+1} / 2 = S_{k+1} / 2 + 2 \), so that \( \{S_{k+1}\}_{n=1}^\infty \) is a dense sequence in \( F^* \otimes E_{k+1} \). Note that, by the construction above, for all \( S_n \), there is an \( n_0 \) such that

\[
\forall n \geq n_0, \exists \epsilon \leq (n+1)/2, \quad S_n^\epsilon = S_n^{n_1+1}.
\]
Let $G = \bigcup_{k=1}^{n(n+1)/2} E_k$. Then $G$ is a separable subspace of $E_1$ and $T \in \mathcal{K}(F, G)$. Let $T_n = U_{n(n+1)/2}^{n+1}$, $n \in \mathbb{N}$. Since $T_n(F) \subset E_n \subset G$,

$\quad (3.1) \quad T_n \subset \bigcap_{i=1}^{n(n+1)/2} B_{F^{\otimes}G}(S_i^{n+1}, \|T - S_i^{n+1}\| + 2/(n(n+1)))$, $n \in \mathbb{N}.$

Now we show that $\psi(T_n) \to \phi(T)$ for all $\psi \in S(F^{\otimes}G)$, and $\phi \in \mathcal{K}(F, G)^*$ satisfying $\text{HB}(\psi) = \{\phi\}$. By Lemma 3.2,

$\quad \bigcap_{S \in F^{\otimes}G} B_S(\psi(S), \|T - S\|) = \{\phi(T)\}.$

This implies that, for given $\varepsilon > 0$, there are $S$, $S' \in F^{\otimes}G$ such that

$\quad |\phi(T) + \varepsilon - \psi(S)| < \|T - S\|$,  \hspace{1cm} |\phi(T) - \varepsilon - \psi(S')| < \|T - S\|.$

Since $G = \bigcup_{n=1}^{\infty} E_n$ and $F^{\otimes}G = \{S_1, S_2, \ldots\}$, there are $S_j^{n+1}$ and $S_k^{n+1}$ such that

$\quad (3.2) \quad |\phi(T) + \varepsilon - \psi(S_j^{n+1})| < \|T - S_j^{n+1}\|$,  \hspace{1cm} |\phi(T) - \varepsilon - \psi(S_k^{n+1})| < \|T - S_k^{n+1}\|.$

As was mentioned above, we can assume that there is some $n_0$ so that (3.2) and (3.3) are valid for all $n \geq n_0$ and some $j = j(n)$, $k = k(n)$ satisfying $j, k \leq n(n+1)/2$. If moreover $2/(n(n+1)) \leq \varepsilon$, then by (3.1),

$\quad (3.4) \quad |\psi(T_n) - \psi(S_j^{n+1})| \leq \|T - S_j^{n+1}\| + \varepsilon,$  \hspace{1cm} (3.5) \quad |\psi(T_n) - \psi(S_k^{n+1})| \leq \|T - S_k^{n+1}\| + \varepsilon.$

Inequalities (3.2)–(3.5) yield that

$\quad |\psi(T_n) - \phi(T)| < 2\varepsilon.$

Hence, $\psi(T_n) \to \phi(T)$.

It remains to show that $T_n \to T$ weakly in $\mathcal{K}(F, G)$. As $(T_n)$ is bounded (cf. (3.1) and recall that $S_1^{n+1} = S_1$), by Rainwater’s theorem, it is sufficient that $\phi(T_n) \to \phi(T)$ for all $\phi \in \text{ext}B_{\mathcal{K}(F, G)}$. But $\text{ext}B_{\mathcal{K}(F, G)} = \{f^{**} \otimes g^* : f^{**} \in \text{ext}B_F, g^* \in \text{ext}B_G\}$ by a result of W. M. Ruess and C. P. Stegall [20] (cf. also [8, p. 266]), and $\phi_{F^{\otimes}G} = f^{**} \otimes g^* \in \text{ext}B_{F^{\otimes}G}$. For $f^{**} \in \text{ext}B_F$, $g^* \in \text{ext}B_G$. Since every $\psi \in \text{ext}B_{F^{\otimes}G}$ has a unique norm-preserving extension to $\mathcal{K}(F, G)$ (cf. [12, Lemma 10]), we have $\text{HB}(\psi_{F^{\otimes}G}) = \{\phi\}$ for all $\phi \in \text{ext}B_{\mathcal{K}(F, G)}$. As was proved above, this implies $\phi(T_n) \to \phi(T)$. \hfill \blacksquare

4. On cases when proper closed subspaces cannot have the $n$-IP for all $n$. One of such cases was demonstrated by Theorem 3.1 of the previous section. For a more general context, the proof of Theorem 3.1 essentially yields the following result (from which it seems to be impossible to derive Theorem 3.1).

**Proposition 4.1.** Let $X$ be a Banach space, and let $Y$ be a separable subspace of $X$ having the $n$-IP for all $n$. Then, for all $x \in X$, there exists a bounded sequence $(y_n)$ in $Y$ such that $y_n^*(x_n) \to x^*(x)$ for all $y^* \in Y^*$ and $x^* \in X^*$ satisfying $\text{HB}(y_n^*) = \{x^*\}$. If moreover

$\quad \text{ext}B_{X^*} = \{x^* \in X^* : \exists y^* \in \text{ext}B_{Y^*}, \text{HB}(y^*) = \{x^*\}\},$

then $\overline{Y} = X$.

For non-separable subspaces $Y \subset X$, the next result can be proved. It follows from [6, Lemma 2.2]. For the sake of completeness, we present below an independent proof.

**Proposition 4.2.** Let $X$ be a Banach space, and let $Y$ be a subspace of $X$ having the $n$-IP for all $n$. Then for all $x \in X$, there exists a net $(y_{\lambda})$ in $Y$ such that $y_{\lambda}^*(x_n) \to x^*(x)$ for all $y^* \in Y^*$ and $x^* \in X^*$ satisfying $\text{HB}(y_{\lambda}^*) = \{x^*\}$. If moreover

$\quad X^* = \overline{\text{span}}\{x^* \in X^* : \exists y^* \in Y^*, \text{HB}(y^*) = \{x^*\}\},$

then $\overline{Y} = X$.

**Proof.** It is sufficient to consider $x \in X \setminus Y$. By Lemma 2.2, there exists $y^* \in B_{Y^*}$ such that $\mathfrak{F} : Y^* \to (Y + \mathbb{R}x)^*$, defined by

$\quad (\mathfrak{F}y^*)(y + ax) = y^*(y) + ax^*(y) + y^*(x),$

is a Hahn–Banach extension operator. Using Goldstine’s theorem, pick a net $(y_{\lambda}) \subset B_{Y^*}$ weak* convergent to $y^*$. Then $y_{\lambda}^*(x) \to y^*(x)$ (or $y^*(x) = y^*(x)$). The second assertion now follows immediately because then $y_{\lambda} \to x$ weakly in $X$. \hfill \blacksquare

Proposition 4.2 as well as Lemma 4.3 will be used to prove Theorem 4.4 below, which is a key result for our final Section 5.

**Lemma 4.3.** Let $E$ and $F$ be Banach spaces. Consider $E \otimes F$ as a subspace of $\mathcal{L}(E^*, F)$. If $e^*$ is a weak* denoting point of $B_{E^*}$, and $f^* \in F^*$, then $f^* \otimes e^* \in (E \otimes F)^*$ has a unique norm-preserving extension to $\mathcal{L}(E^*, F)$ (which equals $f^* \otimes e^* \in \mathcal{L}(E^*, F)^*$).

**Proof.** The proof is similar to that of [13, Lemma 3.4(a)]. We can assume $\|f^*\| = 1$. Consider any norm-preserving extension $\psi$ of $f^* \otimes e^* \in (E \otimes F)^*$ to $\mathcal{L}(E^*, F)$ and $T \in \mathcal{L}(E^*, F)$. The equality $\psi(T) = f^*(Te^*)$ can be shown essentially as in the above-mentioned proof if the operators $S$ and $U$ it uses are defined in the following manner. Let $\varepsilon > 0$, and choose $\delta \in (0, \varepsilon)$ and $\varepsilon \in E$ such that $e^*(e) = 1$, $\|e\| \leq 1 + \delta$, and $\|e^* - x\| \leq \varepsilon$ whenever
Remark. Applying Lemma 4.3 to $F^*$ instead of $F$ (respectively, to $E^*$ instead of $E$), and using the canonical isometric isomorphism between $\mathcal{L}(E^*, F^*)$ and $L(F, E^{**})$, one arrives at the following improvement of [13, Lemma 3.4(a) (respectively (b))].

(a) If $e$ is a weak* denting point of $B_{E^*}$, and $f^{**} \in F^{**}$, then $f^{**} \otimes e \in \mathcal{F}(F, E^*)^*$ has a unique norm-preserving extension to $\mathcal{L}(F, E^{**})$.

(b) If $e^{*} \in E^*$ is a weak* denting point of $B_{E^{**}}$, and $f^* \in F^*$, then $e^{*} \otimes f^* \in \mathcal{F}(E, F)^*$ has a unique norm-preserving extension to $\mathcal{L}(E^{**}, F)$.

Recall for the following that a Banach space $E$ is said to have property $U$ in its bidual $E^{**}$ if every $x^* \in E^*$ has a unique norm-preserving extension to $E^{**}$. (For a recent study of such spaces cf. [18].)

Theorem 4.4. If one of Banach spaces $E$ or $F$ has property $U$ in its bidual, then $E \otimes F$ has the n-IP in $K_{\omega^*}(E^*, F)$ for all $n$, then $\overline{E \otimes F} = K_{\omega^*}(E^*, F)$.

Proof. Suppose that $E$ has property $U$ in $E^{**}$. Then $E$ is an Asplund space (equivalently, $E^{**}$ has the Radon–Nikodým property), and $B_{E^*} = \overline{\text{conv}}(w^*-\text{span} B_{E^*})$. Since $F^*$ is an Asplund space, it can be proved similarly to [4, Theorem 1] that the transformation $V$ from the completed projective tensor product $F^* \otimes \bar{E}$ to $(K_{\omega^*}(E^*, F)^*)^*$ defined by $V(u)(T) = \sum f_i(T e_i^*)$ (for $u = \sum f_i \otimes e_i \in F^* \otimes E^*$ and $T \in K_{\omega^*}(E^*, F)$) is a quotient map. Since $V = u$ for all $u \in F^* \otimes E^*$, this easily implies that $(K_{\omega^*}(E^*, F)^*)^* = F^* \otimes E^*$. Set $A = \{f^* \otimes e^* : f^* \in F^*, e^* \in w^*-\text{span} B_{E^*}\}$. Then $(K_{\omega^*}(E^*, F)^*)^* = \text{span} A$. Consider now any $\phi \in A$ as an element of $(E \otimes F)^*$. By Lemma 4.3, such a $\phi$ has a unique norm-preserving extension (to the whole of $L(E^{**}, F)$). Hence, $\overline{E \otimes F} = K_{\omega^*}(E^*, F)$ by Proposition 4.2.

In the case when $F$ has property $U$ in $F^{**}$, the claim is an immediate consequence of the proved one, and the canonical isometric isomorphisms $E \otimes F \cong F \otimes E$ and $K_{\omega^*}(E^*, F) \cong K_{\omega^*}(F^*, E)$.

Using the canonical isometric isomorphism between $K(E, F)$ and $K_{\omega^*}(E^{**}, F)$ (defined by the map $T \rightarrow T^{**}$), one immediately obtains the following two corollaries.

Corollary 4.5. Let $E$ and $F$ be Banach spaces. If $F$ has property $U$ in $F^{**}$, and $\mathcal{F}(E, F)$ has the n-IP in $K(E, F)$ for all $n$, then $\overline{\mathcal{F}(E, F)} = K(E, F)$.

Corollary 4.6. If one of Banach spaces $E$ or $F$ is reflexive, and $\mathcal{F}(E, F)$ has the n-IP in $K(E, F)$ for all $n$, then $\overline{\mathcal{F}(E, F)} = K(E, F)$.

Remark. Corollary 4.6 improves [12, Theorem 15] where both spaces $E$ and $F$ were assumed to be reflexive.

5. The approximation property. Recall that a Banach space $E$ is said to have the approximation property (AP) if for every compact set $K \subset E$ and every $\varepsilon > 0$, there is an operator $T \in \mathcal{F}(E, E)$ such that $\|T x - x\| \leq \varepsilon$ for all $x \in K$. The next two theorems, describing the relation between the approximation property and the question of approximating compact operators, are classical. They are due to A. Grothendieck [7, Chap. I, pp. 164–165, 167] (in [9, p. 400], (a)$\Rightarrow$(c) of Theorem (AP) is formulated and proved using $\varepsilon$-products of L. Schwartz). For the sake of completeness, we shall also indicate an elementary (probably the shortest) proof of them.

Theorem (AP). For a Banach space $E$, the following assertions are equivalent:

(a) $E$ has the approximation property.
(b) $\overline{\mathcal{F}(E, E)} = K(E, E)$ for all Banach spaces $F$.
(c) $\overline{E \otimes F} = K_{\omega^*}(E^*, F)$ for all Banach spaces $F$.

Proof. (a)$\Rightarrow$(c). The proof follows by doing some modifications to the proof in [17, pp. 32–33] and is omitted.

(c)$\Rightarrow$(b). Clearly, $\overline{E \otimes F} = K_{\omega^*}(E^{**}, F)$ for all Banach spaces $F$. But $K_{\omega^*}(E^{**}, F)$ canonically identifies with $K(E, F)$.

(b)$\Rightarrow$(a). See the proof in [17, pp. 32–33].

Theorem (AP*). For a Banach space $E$, the following assertions are equivalent:

(a) $E^*$ has the approximation property.
(b) $\overline{\mathcal{F}(E^*, F)} = K(E^*, F)$ for all Banach spaces $F$.

Proof. Apply the equivalence (a)$\Leftrightarrow$(c) from the previous theorem to $E^*$, and use the canonical identification $K_{\omega^*}(E^{**}, F) \cong K(E, F)$.

Remark. Note that the (elementary) proof of Theorem (AP*) given here does not use the principle of local reflexivity (cf. e.g. the proof of the same theorem in [17, pp. 33–34]).

If, in the definition of the AP, operators $T \in \mathcal{F}(E, E)$ can be chosen so that $\|T\| \leq 1$, then $E$ is said to have the metric approximation property (MAP). In [12], A. Lima characterized the MAP of Banach spaces and their dual spaces by the position of the finite rank operators in the space of bounded linear operators. He proved, among other things, that a Banach space $E$ with the Radon–Nikodým property has the MAP if and only if $\mathcal{F}(E, E)$ is an ideal in $L(F, E)$ (or has the n-IP in $L(E, F)$ for all $n$) for all Banach spaces $F$ (cf. also [2] for related results). The next two theorems,
which are the main results of the present work, describe the AP of Banach spaces and their dual spaces through the position of finite rank operators in the space of compact operators.

**Theorem 5.1.** For a Banach space \( E \), the following assertions are equivalent:

1. \( E \) has the approximation property.
2. \( \mathcal{F}(F, E) \) is an ideal in \( \mathcal{K}(F, E) \) for all Banach spaces \( F \).
3. \( \mathcal{F}(F, E) \) has the \( n \)-IP in \( \mathcal{K}(F, E) \) for all \( n \) and all separable reflexive Banach spaces \( F \).
4. \( \mathcal{F}(F, E) \) has the \( n \)-IP in \( \mathcal{K}(F, E) \) for all \( n \) and all closed subspaces \( F \subseteq c_0 \).
5. \( E \otimes F \) is an ideal in \( \mathcal{K}_{\mathcal{w}^*}(E^*, F) \) for all Banach spaces \( F \).
6. \( E \otimes F \) has the \( n \)-IP in \( \mathcal{K}_{\mathcal{w}^*}(E^*, F) \) for all \( n \) and all separable reflexive Banach spaces \( F \).
7. \( E \otimes F \) has the \( n \)-IP in \( \mathcal{K}_{\mathcal{w}^*}(E^*, F) \) for all \( n \) and all closed subspaces \( F \subseteq c_0 \).

**Proof.** It is clear from the definitions that a subspace \( Y \) of a Banach space \( X \) is an ideal in \( X \) or has the \( n \)-IP for all \( n \) in \( X \) if and only if its closure \( \overline{Y} \) does. Hence, by Theorem (AP), (a) \(\Rightarrow\) (b1) and (a) \(\Rightarrow\) (c1). The implications (b1) \(\Rightarrow\) (b2) \& (b3) and (c1) \(\Rightarrow\) (c2) \& (c3) are obvious.

(b2) \(\Rightarrow\) (a). By Theorem 3.1, \( \mathcal{F}(F, E) = \mathcal{K}(F, E) \) for all separable reflexive Banach spaces \( F \). Let \( G \) be an arbitrary Banach space, and \( T \in \mathcal{K}(G, E) \). By a theorem of T. Figiel and W. B. Johnson ([5] and [10]), \( T \) factors compactly through some separable reflexive Banach space \( F \). (This fact can also be deduced from the Davis–Figiel–Johnson–Pełczyński factorization theorem (cf. e.g. [9, p. 374]).) That is, \( T = BA \) where \( A \in \mathcal{K}(G, F) \) and \( B \in \mathcal{K}(F, E) \). Now, \( B \in \overline{\mathcal{F}(F, E)} \), and therefore \( T = BA \in \overline{\mathcal{F}(G, E)} \). We have shown that \( \overline{\mathcal{F}(G, E)} = \mathcal{K}(G, E) \). By Theorem (AP), this implies (a).

(b3) \(\Rightarrow\) (a). The proof is the same as for the previous implication with the only difference that it uses a compact factorization of \( T \in \mathcal{K}(G, E) \) through a closed subspace \( F \) of \( c_0 \). This is clear from a version of the Figiel–Johnson factorization theorem—cf. [5, Corollary 6.2]; cf. also e.g. [3, p. 15] or [9, pp. 369–373].)

(c2) \(\Rightarrow\) (a) is clear because (c2) is just an equivalent restatement of (b2) (recall that, canonically, \( E \otimes F \cong F^{**} \otimes E = F^*(E^*) \) and \( \mathcal{K}_{\mathcal{w}^*}(E^*, F) \cong \mathcal{K}^{**}(E^*, F) \cong \mathcal{K}(F^*, E) \) for reflexive \( F \)).

(c3) \(\Rightarrow\) (a). Since closed subspaces of \( c_0 \) have property \( U \) in their biduals (this is well known cf. e.g. [8, pp. 105, 111, 11]), by Theorem 4.4, (c3) implies that \( E \otimes F = \mathcal{K}_{\mathcal{w}^*}(E^*, F) \) for all closed subspaces \( F \) of \( c_0 \). The following claim shows that this condition implies (c) of Theorem (AP), and therefore (a) is true.

**Claim.** Let \( E \) and \( G \) be Banach spaces, and \( T \in \mathcal{K}_{\mathcal{w}^*}(E^*, G) \). Then there is a closed subspace \( F \) of \( c_0 \) so that \( T = BA \) for some operators \( A \in \mathcal{K}_{\mathcal{w}^*}(E^*, F) \) and \( B \in \mathcal{K}(F, G) \).

To establish the claim, we follow the proof of the Figiel–Johnson factorization theorem in [10] and [5]. Similarly to [10, Proposition 1], we show that the subspace of \( E \otimes G \) consisting of operators \( S : E^* \to G \) which admit a factorization \( T = BA \) for some operators \( A \in E \otimes C_\infty \) and \( B \in \mathcal{F}(C_\infty, G) \), where \( C_\infty \) denotes the \( c_0 \)-sum of finite-dimensional Banach spaces introduced by W. B. Johnson [10, p. 341] (cf. also [21, p. 426]), is a Banach space under the norm

\[
\|S\| = \inf \left\{ \|B\| \|A\| : S = BA, A \in E \otimes C_\infty, B \in \mathcal{F}(C_\infty, G) \right\}.
\]

By the proof of [10, Theorem 1], this subspace is equal to the whole space \( E \otimes G \).

Let \( T \in \mathcal{K}_{\mathcal{w}^*}(E^*, G) \). It is clearly enough to prove the factorization of \( T \) for an \( F \) which is isomorphic to a closed subspace of \( c_0 \). We now continue similarly to the proof of [5, Proposition 3.1]. Let \( j : E \to \mathcal{I}_{\mathcal{w}^*}(F) \) be the canonical embedding (for \( \mathcal{I} = B_{C^*} \)). Since \( \mathcal{I}_{\mathcal{w}^*}(F) \) has the AP,

\[
jT \in \mathcal{K}_{\mathcal{w}^*}(E^*, \mathcal{I}_{\mathcal{w}^*}(F)) = E \otimes \mathcal{I}_{\mathcal{w}^*}(F)
\]

by Theorem (AP). By the above, \( jT = BA \) for some \( A \in \mathcal{K}_{\mathcal{w}^*}(E^*, C_\infty) \) and \( B \in \mathcal{K}(C_\infty, \mathcal{I}_{\mathcal{w}^*}(F)) \). Considering \( F = B^{-1}(\text{ran} j) \) instead of \( C_\infty \) and taking \( j^{-1}B \) instead of \( B \) yield the desired factorization since \( C_\infty \) (and so \( F \) as well) is isomorphic to a closed subspace of \( c_0 \). The claim and hence Theorem 5.1 are proved.

**Theorem 5.2.** For a Banach space \( E \), the following assertions are equivalent:

1. \( E^* \) has the approximation property.
2. \( \mathcal{F}(E, F) \) is an ideal in \( \mathcal{K}(E, F) \) for all Banach spaces \( F \).
3. \( \mathcal{F}(E, F) \) has the \( n \)-IP in \( \mathcal{K}(E, F) \) for all \( n \) and all separable reflexive Banach spaces \( F \).
4. \( \mathcal{F}(E, F) \) has the \( n \)-IP in \( \mathcal{K}(E, F) \) for all \( n \) and all closed subspaces \( F \subseteq c_0 \).

**Proof.** Applying the equivalences (a) \(\Leftrightarrow\) (c1) \(\Leftrightarrow\) (c2) \(\Leftrightarrow\) (c3) from Theorem 5.1 to \( E^* \), and using the canonical identification \( \mathcal{K}_{\mathcal{w}^*}(E^{**}, F) \cong \mathcal{K}(E, F) \), one immediately gets (a) \(\Leftrightarrow\) (b1) \(\Leftrightarrow\) (b2) \(\Leftrightarrow\) (b3). □

**Acknowledgements.** The second-named author wishes to acknowledge the warm hospitality provided by Á. Lima and his colleagues at Åger College, where a part of this work was done in October 1996. Her visit was supported by the Norwegian Academy of Science and Letters, and by Estonian Science Foundation Grant 1820.
Toeplitz operators in the commutant of a composition operator

by
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Abstract. If \( \phi \) is an analytic self-mapping of the unit disc \( D \) and if \( H^2(D) \) is the Hardy–Hilbert space on \( D \), the composition operator \( C_\phi \) on \( H^2(D) \) is defined by \( C_\phi(f) = f \circ \phi \). In this article, we consider which Toeplitz operators \( T_f \) satisfy \( T_f C_\phi = C_\phi T_f \).

1. Introduction. Denote the unit disc in the complex plane by \( D \) and the boundary of the unit disc by \( \partial D \). We will be working with the following spaces: \( H^2(D) \), the Hardy–Hilbert space which is defined as the set of analytic functions on \( D \) with square summable power series coefficients, \( H^\infty(D) \), the set of bounded analytic functions on \( D \), \( L^2(\partial D) \), the set of \( L^2 \) functions on the unit circle with respect to normalized Lebesgue measure, and \( L^\infty(\partial D) \), the corresponding \( L^\infty \) space on the unit circle. For notational convenience, throughout the paper, we may abbreviate the symbols for these spaces as \( H^2 \), \( H^\infty \), \( L^2 \), and \( L^\infty \). For more information on these spaces see \([9]\) and \([11]\).

If \( \phi \) is an analytic function on \( D \), we may define a bounded operator on \( H^2(D) \), for all \( f \) in \( H^2 \), by \( C_\phi(f) = f \circ \phi \). These composition operators provide a large class of examples of operators on Hilbert spaces and, moreover, there are excellent single variable complex analysis techniques with which to analyze them. For more information on composition operators see \([7]\) and \([16]\).

The commutant of a composition operator, \( C_\phi \), is the weakly closed algebra generated by all operators that commute with \( C_\phi \). For a brief discussion on the commutant of a composition operator see \([8]\). In \([3]\), we consider the question of how to generate the commutant of \( C_\phi \) for some specific functions \( \phi \). In \([4]\), we examine other aspects of the commutant of a composition operator. In \([5]\), Carl Cowen showed that if \( f \) is a covering map of \( D \) onto a bounded domain in the complex plane, then the commutant of the Toeplitz
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