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Abstract. The notion of a stable inverse-limit sequence is introduced. It provides a sufficient (and, for sequences of abelian groups, necessary) condition for the preservation of exactness by the inverse-limit functor. Examples of stable sequences are provided through the abstract Mittag-Leffler theorem; the results are applied in the theory of Fréchet algebras.

1. Introduction. In a recent paper [2], a lemma was proved (Lemma 7) which may be interpreted as asserting the preservation of exactness in a certain inverse-limit process (which there arose in the study of Fréchet algebras). There is, in fact, a simple algebraic principle involved, which we isolate in the present paper by defining stability, for an inverse-limit sequence of groups; this property is discussed in §2. In §3, we give a number of applications, mostly in the theory of Fréchet algebras.

For inverse-limit sequences of abelian groups, stability of a sequence $G$ is equivalent to the vanishing of a group $H^1(G)$ that appears in a simple cohomology theory of the inverse-limit functor. In terms of the "first derived functor" of the inverse-limit functor", this idea has been around since about 1960 (see references in [16]); there is a convenient account in an appendix to [14]. (There is also a modern account of the derived-functor approach in §3.2 of [9], with reference back to [18].) However, since the present paper is primarily addressed to analysts, we have, in §4, given a brief account of this cohomology theory in the language of sheaves. The main features of the present paper are: (i) the use of the abstract Mittag-Leffler theorem as the primary source of examples of stable inverse-limit sequences, (ii) the fact that the results on stability do not require the groups to be abelian, and (iii) the applications in §3, which form the real motivation for the theory of §2. (We should remark that the account in §3.2 of [9] also makes use of
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the abstract Mittag-Leffler theorem; but the property that we have called
stability is not made explicit and the types of application are quite different.)
The cohomology theory of §4 is not used in the main discussion of the
examples—though it occasionally yields a slightly more detailed comment.

We briefly recall basic ideas about inverse limits. Let \((X_n)_{n \geq 1}\) be a
sequence of sets and, for each \(n \geq 1\), let \(f_n : X_{n+1} \to X_n\) be a mapping; we
call \(\mathcal{X} = (X_n, f_n)_{n \geq 1}\) an inverse-limit sequence (abbreviated to \(\text{IL}-\text{sequences}\)) of sets and mappings. The inverse limit of the sequence, \(\lim_{\to}(X_n, f_n)\) (or,
more briefly, \(L(\mathcal{X})\)), is the subset of \(\prod_{n \geq 1} X_n\) consisting of all elements \(x = (x_n)_{n \geq 1}\) such that \(x_n = f_n(x_{n+1})\) for all \(n \geq 1\). We write \(\pi_n : \prod_{n \geq 1} X_n \to X_n\)
for the \(n\)-th coordinate projection (and shall use the same symbol for the
restriction of this mapping to \(L(\mathcal{X})\)). We may sometimes write \(\mathcal{X}\) in a
more extended form:

\[ \mathcal{X} : X_1 \xleftarrow{f_1} X_2 \xleftarrow{f_2} \cdots \xleftarrow{f_n} X_{n+1} \xleftarrow{f_n} \cdots \]

In most of the examples of \(\text{IL}-\text{sequences}\) to be considered, the sets \(X_n\)
have some additional topological or algebraic structure (or both). If each \(X_n\)
is a Hausdorff topological space and each mapping \(f_n\) is continuous, then
\(L(\mathcal{X})\) is a closed subspace of \(\prod_{n \geq 1} X_n\) (in its product topology); \(L(\mathcal{X})\) is
then given the subspace topology. In this connection it is useful to observe that
the collection of sets \(\{\pi_n^{-1}(U_n) \cap L(\mathcal{X}) : n \geq 1, U_n \text{ an open subset of } X_n\}\)
forms a base (i.e. not merely a sub-base) for the topology of \(L(\mathcal{X})\). For
this remark there is the following simple lemma, much used in the sequel.

**Lemma 1.** Let \(\mathcal{X} = (X_n, f_n)\) be an \(\text{IL}-\text{sequence}\) of Hausdorff
topological spaces and continuous mappings. For any subset \(E\) of \(L(\mathcal{X})\), let \(E_n = \pi_n(E)\) (\(\text{closure in } X_n\)). Then \(\overline{E} = L(\mathcal{X}) \cap \bigcap_{n \geq 1} \pi_n^{-1}(E_n)\), so that \(\overline{E} = \lim_{\to}(E_n, f_n | E_n)\). Moreover, \(f_n(E_{n+1}) = E_n\) for each \(n\).

**Proof.** Evidently, \(E \subseteq L(\mathcal{X}) \cap \bigcap_{n \geq 1} \pi_n^{-1}(E_n)\). Let \(x \in L(\mathcal{X}) \setminus \overline{E}\); by
the remark in the last paragraph, there is some \(n \geq 1\) and an open neighbourhood \(U_n\) of \(\pi_n(x)\) in \(X_n\) such that \(\pi_n^{-1}(U_n) \cap E = \emptyset\), so also \(U_n \cap \pi_n(E) = \emptyset\).
Thus \(\pi_n(x) \notin \pi_n(E)\). Hence \(x \notin \bigcap_{n \geq 1} \pi_n^{-1}(E_n)\). It follows that
\(\lim_{\to}(E_n, f_n | E_n) = L(\mathcal{X}) \cap \bigcap_{n \geq 1} \pi_n^{-1}(E_n)\). Also, for each \(n\), \(f_n(E_{n+1}) = E_n\), since \(\pi_n(x) = f_n \pi_{n+1}(x)\) for all \(x \in L(\mathcal{X})\).

We recall the Mittag-Leffler theorem on inverse limits.

**Theorem 1 (Mittag-Leffler theorem).** Let \(\mathcal{X} = (X_n, f_n)\) be an \(\text{IL}-\text{sequence}\) of complete metrizable topological spaces and continuous mappings. Suppose that, for each \(n\), \(f_n(X_{n+1})\) is dense in \(X_n\). Then, for each \(m\), \(\pi_m(L(\mathcal{X}))\) is dense in \(X_m\). In particular, if each \(X_n \neq \emptyset\), then also \(L(\mathcal{X}) \neq \emptyset\).

**Proof.** See e.g. [4], Theorem 2.4, or [10], Theorem 2.14.

**Remark.** This theorem includes (by giving each \(X_n\) the discrete topology) the essentially trivial set-theoretic condition for the non-emptiness of \(L(\mathcal{X})\), i.e. that \(\mathcal{X}\) is an \(\text{IL}-\text{sequence}\) of non-empty sets and surjective mappings. Even this case fails to generalize to \(\text{IL}-\text{systems}\) on an index set without a countable cofinal subset (e.g. [5], Chap. III, §7, Ex. 4).

One other standard condition for the non-emptiness of an inverse limit
may be mentioned (unlike Theorem 1, this result does extend to more general
index sets).

**Theorem 2 (Compactness criterion).** Let \(\mathcal{X} = (X_n, f_n)\) be an \(\text{IL}-\text{sequence}\) of non-empty Hausdorff topological spaces and continuous mappings and suppose that, for each \(n\), \(f_n(X_{n+1})\) is a compact subset of \(X_n\). Then \(L(\mathcal{X})\) is a non-empty compact Hausdorff space.

**Remark.** This follows easily from, e.g., [8], (3.2.13). Theorem 2 also
includes a trivial set-theoretic result: the case in which each \(f_n\) has finite
range—in particular, when each \(f_n(X_{n+1})\) is a singleton; this case will
occasionally be used.

There are a few remarks about subsequences. Let \(\mathcal{X} = (X_n, f_n)\) be an
\(\text{IL}-\text{sequence}\) (of sets and mappings) and let \(n(1) < n(2) < \cdots\) be a strictly increasing sequence of positive integers; for each \(k \geq 1\), define \(\mathcal{X}^k = (X_n(k), f_n(k))\) by \(f_n(k) = f_{n(1)} f_{n(2)} \cdots f_{n(k-1)} \cdots f_n(k)\) for each \(k \geq 1\). Then \(\mathcal{X}^k = (X_n(k), f_n(k))\) will be
called a subsequence of \(\mathcal{X}\). It is trivial that any element \(y \in L(\mathcal{X}^k)\)
may be uniquely extended to an element of \(\mathcal{X}\), i.e. to an element \(x\) such that \(\pi_n(k) = y_k (k \geq 1)\). This process clearly affects a natural bijection between
\(L(\mathcal{X})\) and \(L(\mathcal{X}^k)\). It will be useful to record a simple consequence as
a lemma:

**Lemma 2.** If \(\mathcal{X}\) is an \(\text{IL}-\text{sequence}\), then the following are equivalent:

(i) \(L(\mathcal{X}) \neq \emptyset\);
(ii) \(L(\mathcal{X}) \neq \emptyset\) for every subsequence \(\mathcal{X}^k\) of \(\mathcal{X}\);
(iii) \(L(\mathcal{X}^k) \neq \emptyset\) for some subsequence \(\mathcal{X}^k\) of \(\mathcal{X}\).

In case the sets \((X_n)\) of an \(\text{IL}-\text{sequence}\) \(\mathcal{X}\) are, for example, groups (or
complex algebras) and the mappings \((f_n)\) are homomorphisms, then it is
simple to see that \(L(\mathcal{X})\) inherits the same type of algebraic structure, being
evidently a subgroup (respectively, subalgebra) of the direct product \(\prod X_n\).
In fact, taking, for example, groups, there is a category, which we shall write
as \(\text{ILG}\), of \(\text{IL}-\text{sequences}\) of groups and homomorphisms. If \(G, H\) belong to
\(\text{ILG}\), then a morphism \(\alpha : G \to H\) is a sequence \((\alpha_n)_{n \geq 1}\), where each
\(\alpha_n : G_n \to H_n\) is a group homomorphism, such that the following diagram

\[ \begin{array}{ccc}
X_n & \xrightarrow{f_n} & X_{n+1} \\
| & | & | \\
\pi_n & \downarrow & \pi_n \\
\downarrow & & \downarrow \\
L(\mathcal{X}) & \xrightarrow{\lim_{\to}(\pi_n)} & L(\mathcal{X}) \cap \bigcap_{n \geq 1} \pi_n^{-1}(E_n) \\
\end{array} \]
is commutative:

\[
\begin{array}{ccccccccc}
G_1 & \xleftarrow{g_1} & G_2 & \xleftarrow{g_2} & \ldots & G_n & \xleftarrow{g_n} & G_{n+1} & \xleftarrow{\cdots} \\
\alpha_1 & \downarrow & \alpha_2 & \downarrow & \alpha_3 & \downarrow & \alpha_n & \downarrow & \alpha_{n+1} & \downarrow \\
H_1 & \xleftarrow{h_1} & H_2 & \xleftarrow{h_2} & \ldots & H_n & \xleftarrow{h_n} & H_{n+1} & \xleftarrow{\cdots} \\
\end{array}
\]

The morphism \( \alpha \) induces a group homomorphism \( L(\alpha) : L(G) \to L(H) \), by setting \( L(\alpha)((x_n)_{n\geq 1}) = (\alpha_n(x_n))_{n\geq 1} \). The correspondence \( G \mapsto L(G) \), \( \alpha \mapsto L(\alpha) \) is a covariant functor from \( \text{ILG} \) to the category of groups and homomorphisms. Evidently, the collection of IL-sequences of abelian groups forms a full subcategory (which we denote by \( \text{ILGA} \)) of \( \text{ILG} \). The restriction of the functor \( L \) to \( \text{ILGA} \) is a covariant functor to the category of abelian groups. There is an extensive discussion of these categories (for systems over more general index sets; also of direct-limit systems) in Chapter 8 of [7]. In all the applications that we consider, the objects in the IL-sequences will be at least groups, usually with some extra algebraic or topological structure. The mappings in the sequences will usually then be homomorphisms also with respect to the additional structure; but a notion such as, for example, an exact sequence will be the one appropriate to the underlying groups. For that reason we shall discuss the general theory purely in the language of sequences of groups. Remark that if \( \mathcal{X} \) is in \( \text{ILG} \) (or \( \text{ILGA} \)), then so is every subsequence \( \mathcal{X}' \) of \( \mathcal{X} \); the bijection \( L(\mathcal{X}') \cong L(\mathcal{X}) \) (just before Lemma 2) is then a group isomorphism.

Let \( 0 \to G \xrightarrow{\alpha} H \xrightarrow{\beta} K \to 0 \) be a short exact sequence in \( \text{ILG} \). That is to say (and this may be taken as a definition), we have the following commutative diagram of groups and homomorphisms:

\[
\begin{array}{ccccccccc}
0 & \to & 0 & \to & 0 & \to & 0 & \to & 0 \\
\downarrow & & \downarrow & & \downarrow & & \downarrow & & \\
G_1 & \xleftarrow{g_1} & G_2 & \xleftarrow{g_2} & \ldots & G_n & \xleftarrow{g_n} & G_{n+1} & \xleftarrow{\cdots} \\
\alpha_1 & \downarrow & \alpha_2 & \downarrow & \alpha_3 & \downarrow & \alpha_n & \downarrow & \alpha_{n+1} & \downarrow \\
H_1 & \xleftarrow{h_1} & H_2 & \xleftarrow{h_2} & \ldots & H_n & \xleftarrow{h_n} & H_{n+1} & \xleftarrow{\cdots} \\
\beta_1 & \downarrow & \beta_2 & \downarrow & \beta_3 & \downarrow & \beta_n & \downarrow & \beta_{n+1} & \downarrow \\
K_1 & \xleftarrow{\beta_1} & K_2 & \xleftarrow{\beta_2} & \ldots & K_n & \xleftarrow{\beta_n} & K_{n+1} & \xleftarrow{\cdots} \\
\downarrow & & \downarrow & & \downarrow & & \downarrow & & \\
0 & & 0 & & 0 & & 0 & & \\
\end{array}
\]

Each row is an IL-sequence of groups, and each column is a short exact sequence. If we apply the inverse-limit functor \( L \), then it is easy to see that the sequence \( 0 \to L(G) \xrightarrow{L(\alpha)} L(H) \xrightarrow{L(\beta)} L(K) \) is exact at \( L(G) \) and \( L(H) \), i.e., \( L \) is a left-exact functor. However, it is not always true that \( \text{im}(L(\beta)) = L(K) \) (e.g. [7], Chapter 8, Example 5.5). Following Theorem 3, we give an example in the context of Fréchet algebras.

The basic theory of Fréchet algebras (and of more general locally m-
convex algebras) was introduced in [3] and [15]. A Fréchet algebra \( A \) is a complete metrizable topological algebra whose topology may be defined by a sequence \( (p_n)_{n \geq 1} \) of sub-multiplicative seminorms. Without loss of generality we take the sequence \( (p_n) \) to be increasing. The principal tool in the study of Fréchet algebras is the representation of such an algebra as the inverse limit of a sequence of Banach algebras. We briefly describe this, in order to establish notation that will be standard throughout the paper.

Thus, let \( A \) be a Fréchet algebra, with its topology defined by the increasing sequence \( (p_n)_{n \geq 1} \) of sub-multiplicative seminorms. For each \( n \) let \( \pi_n : A \to A/p_{n+1} \) be the quotient map; then \( A/p_{n+1} \) is naturally a normed algebra, normed with setting \( \|\pi_n(x)\|_n = p_n(x) \) (\( x \in A \)). We let \( \langle \pi_n ; \| \cdot \|_n \rangle \) be its completion, so that \( A_n \) is a Banach algebra; henceforth we consider \( \pi_n \) as a mapping from \( A \) into \( A_n \). (It is important to note that \( \pi_n(A) \) is a dense subalgebra of \( A_n \) but that, in general, \( \pi_n(A) \neq A_n \).)

Since \( p_n \leq p_{n+1} \), there is a naturally induced, norm-decreasing homomorphism \( \delta_n : A_{n+1} \to A_n \) such that \( \delta_n \circ \pi_{n+1} = \pi_n \) for all \( n \). Since \( \delta_n \) is norm-decreasing, it follows that \( \delta_n(A_{n+1}) \) is dense in \( A_n \) for each \( n \). For an element \( x \in A \), we may write \( x_n = \pi_n(x) \); it is then evident that, for each \( x \in A \), the sequence \( (x_n)_{n \geq 1} \) is an element of \( \lim(A_n; \delta_n) \).

The elementary, but fundamental, structure theorem for Fréchet algebras is:

**Theorem 3** (Arens–Michael isomorphism). Let \( A \) be a Fréchet algebra with a defining sequence of seminorms \( (p_n) \). Then, with the above notation, the mapping \( x \mapsto (x_n)_{n \geq 1} \) is a topological-algebra isomorphism of \( A \) with \( \lim(A_n; \delta_n) \).

**Proof.** See [15], Theorem 5.1 (proved for more generally locally multiplicative convex algebras).

The main point of Theorem 3 should be emphasized: given elements \( x_n \in A_n \) such that \( x_n = \delta_n(x_{n+1}) \) for all \( n \geq 1 \), there is a unique \( x \in A \) such that \( \pi_n(x) = x_n \) for all \( n \). (It should be noted that what we write as \( A_n \) appears as \( A_n \) in [15].) The inverse-limit representation of \( A \) given by Theorem 3 will be called an *Arens–Michael representation of \( A \).*

For an initial range of examples of (non-Banach) Fréchet algebras, we refer to the discussion of the examples \( C([X]), \mathcal{O}(U), C(U), L^1_{\text{int}}(\mathbb{R}^2), L^1(\mathbb{R}^2); w), C^\infty(\mathbb{R}^+), \) in [2] (following Theorem 3). There are other examples in [3] and [15].

We shall conclude this section with a simple example in which exactness is not preserved by the inverse-limit functor.
Example. Let \( A \) be the Fréchet algebra \( \mathcal{O}(\mathbb{C}) \) of all entire functions in one variable. The standard topology on \( A \) (that of local uniform convergence) may be described by the seminorms \( (p_n)_{n \geq 1} \), where \( p_n(f) = \sup \{|f(z)| : z \in \Delta_n\} \), with \( \Delta_n = \{ x \in \mathbb{C} : |x| \leq n \} \). Then we have the corresponding Arens–Michael representation \( A \cong \lim \text{proj lim} \{ A(\Delta_n) / d_n \} \), where \( A(\Delta_n) \) is the “disc algebra on \( \Delta_n \)” (i.e., \( A(\Delta_n) = \{ f \in \mathcal{C}(\Delta_n) : f \mid \text{int } \Delta_n \) is holomorphic \}) and \( d_n : A(\Delta_{n+1}) \to A(\Delta_n) \) is restriction.

For \( n \geq 1 \), let \( I_n = \mathcal{I}^n A(\Delta_n) = \{ f \in A(\Delta_n) : f^{(k)}(0) = 0 \ (k = 0, \ldots, n-1) \} \), which is a closed ideal of the Banach algebra \( A(\Delta_n) \). Evidently, \( d_n(I_{n+1}) \subseteq I_n \). Write \( \tilde{d}_n = d_n / I_{n+1} \) and \( \tilde{d}_n : A(\Delta_{n+1}) / I_{n+1} \to A(\Delta_n) / I_n \) for the induced homomorphism between the quotient algebras. Then there are short exact sequences of complex algebras \( 0 \to I_n \to A(\Delta_n) \to \mathcal{I} \to 0 \ (n \geq 1) \), where \( \mathcal{I} \), \( \mathcal{I} \) are respectively canonical inclusions and quotient maps. Then writing \( I_n, A/I_n \) respectively as the IL-sequences \( (I_n, \tilde{d}_n), (A(\Delta_n) / d_n), (A(\Delta_n) / I_n, \tilde{d}_n) \), we evidently have the short exact sequence

\[
0 \to I_n \xrightarrow{\mathcal{I}} A \xrightarrow{\mathcal{I}} A/I_n \to 0,
\]

of IL-sequences of commutative Banach algebras and continuous homomorphisms.

But \( L(\mathcal{O}) \cong \{ f \in A : f^{(k)}(0) = 0 \ (k = 0, \geq 1) \} \) and \( L(\Delta) \cong \mathcal{O}(\mathbb{C}) \) and \( L(A/I_n) \cong \mathcal{C}(\mathbb{C}) / \mathcal{C}(\mathbb{C}) \) and \( L(A/I_n) \cong \mathcal{C}(\mathbb{C}) / \mathcal{C}(\mathbb{C}) \), the algebras of all formal power series in \( z \). In terms of this isomorphism, the mapping \( L(\mathcal{O}) : \mathcal{C}(\mathbb{C}) / \mathcal{C}(\mathbb{C}) \to \mathcal{C}(\mathbb{C}) / \mathcal{C}(\mathbb{C}) \) assigns to each function its Taylor series about the origin, so it is certainly not surjective. (See Example 1 following Theorem 16 in §4 for the determination of \( H^1(\mathcal{O}) \).)

2. Stable inverse-limit sequences. Let \( G, H \) be groups and \( f : G \to H \) be a homomorphism. For any \( \eta \in H \) then, in multiplicative notation, let \( \eta f : G \to H \) be the mapping defined by \( (\eta f)(\gamma) = \eta f(\gamma) \) for all \( \gamma \) in \( G \). If \( \mathcal{G} = (G_n; g_n)_{n \geq 1} \) is a sequence in \( \text{ILG} \) then, for any \( \gamma = (\gamma_n) \in \prod_{n \geq 1} G_n \), we define \( \gamma \mathcal{G} \) to be the IL-sequence \( (G_n; g_n) \); we call \( \gamma \mathcal{G} \) a perturbed sequence of \( \mathcal{G} \). (Of course, the mappings in the perturbed sequence are not generally homomorphisms.)

We shall say that a sequence \( \mathcal{G} \) in \( \text{ILG} \) is stable if and only if every perturbed sequence of \( \mathcal{G} \) has a non-empty inverse limit. Thus, the sequence

\[
G_1 \xrightarrow{\mathcal{G}_1} G_2 \xrightarrow{\mathcal{G}_2} \cdots \xrightarrow{\mathcal{G}_n} G_{n+1} \xrightarrow{\mathcal{G}_{n+1}} \cdots
\]

in \( \text{ILG} \) is stable if and only if, for every choice of \( \gamma_n \in G_n \ (n \geq 1) \), we may simultaneously solve the equations \( x_n = \gamma_n g_n(x_{n+1}) \) for \( x_n \in G_n \ (n \geq 1) \).

Remark. In the definition of stability there is an asymmetry, in that we have considered only multiplication on the left. Evidently, there is a corresponding “right stability” (considering “right perturbations” \( g_n \gamma_n \)) and even two-sided stability (with “double perturbations” of the form \( \gamma_n g_n \gamma_n \)). In fact, in all the classes of stable sequences that we consider, the stronger property of “double stability” holds. However, all the applications in the paper require only the weaker condition that we have called “stability”. Of course, for sequences of abelian groups the notions are, anyway, the same.

Trivial examples of stable sequences are provided by two opposite extreme cases. Let \( G = (G_n; g_n) \) be a sequence in \( \text{ILG} \). Then:

(i) If \( g_n(G_{n+1}) = G_n \) for each \( n \), then also \( (\gamma_n g_n)(G_{n+1}) = G_n \) for every choice of \( \gamma_n \in G_n \). Hence (see the Remark following Theorem 1), \( L(\mathcal{G}) \neq \emptyset \) for every perturbed sequence, i.e. \( G \) is stable.

(ii) If each \( g_n \) is the trivial homomorphism \( g_n(\gamma) = 1_n \) \( (\gamma \in G_{n+1}) \) then, for every choice of \( \gamma_n \in G_n \), we solve \( x_n = \gamma_n g_n(x_{n+1}) \ (n \geq 1) \) by putting \( x_n = \gamma_n \) for all \( n \); so again \( G \) is stable.

In fact, these trivial examples are also included as special cases of the following result, which is the main source of examples of stable sequences.

**Theorem 4.** Let \( G = (G_n; g_n) \) be a sequence in \( \text{ILG} \). Then \( G \) is stable provided it satisfies either of the following conditions:

(i) each \( G_n \) is a complete metrizable topological group and each homomorphism \( g_n \) is continuous with \( g_n(G_{n-1}) \) dense in \( G_n \);

(ii) each \( G_n \) is a Hausdorff topological group and each homomorphism \( g_n \) is continuous with \( g_n(G_{n-1}) \) compact.

**Proof.** (i) Evidently, in any perturbed sequence \( \gamma \mathcal{G} \) of \( G \), each mapping \( \gamma_n g_n \) is continuous with range a dense subset of \( G_n \). It follows from the Mittag-Leffler theorem, Theorem 1, that \( L(\mathcal{G}) \neq \emptyset \). Thus \( G \) is stable.

(ii) The proof is similar to (i), but using Theorem 2 instead of the Mittag-Leffler theorem.

By a **Mittag-Leffler sequence** we shall mean an IL-sequence \( (G_n; g_n) \) where each \( G_n \) is a complete metrizable topological group, and, for each \( n \geq 1 \), \( g_n \) is a continuous homomorphism with \( g_n(G_{n-1}) = G_n \). Thus, part (i) of Theorem 4 states that every Mittag-Leffler sequence is stable. (Note that in [14], Definition A.16, the term “Mittag-Leffler condition” is used in a purely algebraic sense, which is basically an amalgam of our two trivial cases (preceding Theorem 4), combined in a way analogous to Corollary 1 below.)

It is, in fact, sufficient that the conditions for stability should be verified on some subsequence. We shall need the following lemma.
Lemma 3. Let \( G \) be a sequence in \( \mathbb{L}G \). Then the following are equivalent:

(i) \( G \) is stable;
(ii) every subsequence of \( G \) is stable;
(iii) some subsequence of \( G \) is stable.

Proof. (i)⇒(ii). Let \( G' = (G_n(k); g'_n) \) be a subsequence of \( G = (G_n; g_n) \). Let \( \gamma G' = (G_n(k); \gamma_n g'_n) \) be a perturbed sequence of \( G' \). We then define \( \delta_n(k) = \gamma_n r(k \geq 1) \delta_n = 1_{n} \) (the identity of \( G_n \)) for \( n \not\in \{n(k) : k \geq 1\} \).

Then \( \gamma G' \) is a subsequence of \( \delta G \), so that \( L(\gamma G', G) \neq \emptyset \), by Lemma 2 and the stability of \( G \). Hence \( G' \) is stable.

(ii)⇒(iii). Trivial.

(iii)⇒(i). Let \( G' = (G_n(k); g'_n) \) be a subsequence of \( G = (G_n; g_n) \), where \( G' \) is stable; let \( \gamma G \) be a perturbed sequence of \( G \), \( \gamma = (\gamma_n)_{n \geq 2} \). For each \( k \geq 1 \), define

\[
\delta_k = \gamma_n g_{n(k)}(\gamma_{n(k)+1}) \cdots (\gamma_{n(k-1)}) \delta_{n(k+1)} \delta_{n(k+2)} \cdots \delta_{n(k-1)}.\]

Then \( \delta G' \) is a subsequence of \( \gamma G \), so that, by Lemma 2 and the stability of \( G' \), \( L(\gamma G, G) \neq \emptyset \). Hence \( G \) is stable.

The point of the idea of stability lies in the following theorem.

Theorem 5. Let \( 0 \to G \xrightarrow{\alpha} \mathcal{H} \xrightarrow{\beta} K \to 0 \) be a short exact sequence in \( \mathbb{L}G \). If \( G \) is stable, then the sequence

\[
0 \to L(G) \xrightarrow{L(\alpha)} L(H) \xrightarrow{L(\beta)} L(K) \to 0
\]

is also exact.

Remark. Later (Theorem 16) it will be shown that for sequences of abelian groups, the stability of \( G \) is also a necessary condition for exactness always to be preserved.

Proof of Theorem 5. We write the given short exact sequence in extended form:

\[
\begin{array}{cccccccc}
G_1 & \xrightarrow{g_1} & G_2 & \xrightarrow{g_2} & \cdots & \xrightarrow{g_n} & G_n & \xrightarrow{g_{n+1}} & G_{n+1} \\
\downarrow & & \downarrow & & \cdots & & \downarrow & & \downarrow \\
0 & & 0 & & 0 & & 0 & & 0 \\
\end{array}
\]

\[
\begin{array}{cccccccc}
H_1 & \xrightarrow{h_1} & H_2 & \xrightarrow{h_2} & \cdots & \xrightarrow{h_n} & H_n & \xrightarrow{h_{n+1}} & H_{n+1} \\
\downarrow & & \downarrow & & \cdots & & \downarrow & & \downarrow \\
0 & & 0 & & 0 & & 0 & & 0 \\
\end{array}
\]

\[
\begin{array}{cccccccc}
K_1 & \xrightarrow{k_1} & K_2 & \xrightarrow{k_2} & \cdots & \xrightarrow{k_n} & K_n & \xrightarrow{k_{n+1}} & K_{n+1} \\
\downarrow & & \downarrow & & \cdots & & \downarrow & & \downarrow \\
0 & & 0 & & 0 & & 0 & & 0 \\
\end{array}
\]

We know that the sequence \( 0 \to L(G) \xrightarrow{L(\alpha)} L(H) \xrightarrow{L(\beta)} L(K) \to 0 \) is exact at \( L(G) \) and \( L(H) \), without any special conditions. We have to show that, with the assumption that \( G \) is stable, \( L(\beta) = L(K) \).

Thus, let \( \zeta = \{x_n\}_{n \geq 1} \in L(K) \); i.e., \( x_n \in K_n \) and \( x_n = k_n(x_{n+1}) \) for all \( n \). Each mapping \( \beta_n \) is surjective, so we may pick, say, \( y_n \in H_n \) with \( \beta_n(y_n) = x_n \), for all \( n \). Then

\[
\beta_n(x_n) = \gamma_n(x_n) = \gamma_n^{-1}(k_n(x_{n+1})) \gamma_n^{-1}(k_n(x_{n+1})) = 1_n,
\]

i.e., \( y_n^{-1}h_n(y_{n+1}) \) is \( \text{ker} \beta_n = \text{im} \alpha_n \), for all \( n \). Thus, for each \( n \), there is a unique \( u_n \in G_n \) such that \( \alpha_n(u_n) = y_n^{-1}h_n(y_{n+1}) \).

Since \( G \) is assumed stable, the perturbed sequence \( (G_n; u_n; g_n) \) has a non-empty inverse limit; i.e., there is some \( v_n \in G_n \) (\( n \geq 1 \)) such that \( v_n = u_n g_n(y_n) \), for all \( n \). Thus then

\[
h_n(v_n) = h_n(u_n(x_{n+1})) = h_n(y_n(x_{n+1})) = h_n(y_n(x_{n+1})) = \alpha_n(u_n).
\]

Thus the sequence, say, \( \eta = \{y_n(x_{n+1})\} \in \text{L}(H) \) and

\[
L(\beta) \eta = (\beta_n(y_n) (\beta_n(u_n)))(v_n) = (\beta_n(u_n))(x_n) = \zeta.
\]

Hence \( L(\beta) \) maps \( L(H) \) onto \( L(K) \), and the proof is complete.

We have the following result on the preservation of stability. In the case of sequences of abelian groups, it could also be deduced as an immediate consequence of Theorem 15 in §4. However, since the result is also true in the non-abelian case, we give the simple direct proof.

Proposition 1. Let \( 0 \to G \xrightarrow{\alpha} \mathcal{H} \xrightarrow{\beta} K \to 0 \) be a short exact sequence in \( \mathbb{L}G \). Then:

(i) if \( \mathcal{H} \) is stable, then \( K \) is stable;
(ii) if \( G \) and \( K \) are stable, then \( \mathcal{H} \) is stable.

Proof. (i) With an obvious notation, let \( \gamma_n \in K_n \) (\( n \geq 1 \)). For each \( n \) choose \( \gamma_n \in H_n \) such that \( \beta_n(\gamma_n) = \gamma_n \). By the assumed stability of \( \mathcal{H} \), there are elements \( y_n \in H_n \) such that \( y_n = \gamma_n h_n(y_{n+1}) \) (\( n \geq 1 \)). Then, setting \( z_n = \beta_n(y_n) \) (\( n \geq 1 \)), we easily deduce that \( x_n = \gamma_n h_n(x_{n+1}) \) for all \( n \). Thus \( K \) is stable.

(ii) We now suppose that \( G \) and \( K \) are stable. Let \( \gamma_n \in H_n \) (\( n \geq 1 \)) and consider the sequence \( (\beta_n(\gamma_n)) \in \prod_{\mathbb{N}} K_n \).

Since \( K \) is stable, there are \( \delta_n \in K_n \) (\( n \geq 1 \)) with \( \delta_n = \gamma_n h_n(\delta_{n+1}) \) for all \( n \). For each \( n \), let \( y_n \in H_n \) be such that \( \beta_n(y_n) = \delta_n \). Then

\[
\beta_n(y_n) = \beta_n(\gamma_n)(k_n(\gamma_{n+1})) = \beta_n(h_n(y_{n+1})),
\]

so that \( y_n^{-1} \gamma_n h_n(y_{n+1}) \in \text{ker} \beta_n = \text{im} \alpha_n \). For each \( n \), let \( u_n \in G_n \) such that \( y_n^{-1} \gamma_n h_n(y_{n+1}) = \alpha_n(u_n) \), i.e., \( h_n(y_{n+1}) = y_n \alpha_n(u_n) \).
But $\mathcal{G}$ is stable, so there are $x_n \in G_n$ with $x_n = w_n \alpha_n (x_{n+1})$ ($n \geq 1$).
Hence $\alpha_n (x_n) = \alpha_n (w_n) (h_{n-1} \alpha_n) (x_{n+1})$. Set $w_n = y_n \alpha_n (x_n)$ for all $n$. Then $w_n = y_n \alpha_n (w_n) (\alpha_n g_n) (x_{n+1}) = \gamma_n h_n (y_n) (h_{n-1} \alpha_n) (x_{n+1}) = \gamma_n h_n (w_{n+1})$. Thus $(w_n) \in \mathcal{H} (\gamma, \gamma_n)$, and so $\mathcal{H}$ is stable.

Corollary 1. Let $G = (G_n; g_n)$ be a sequence in ILG. Suppose that each $G_n$ has a normal subgroup $H_n$ such that:
(i) $g_n (G_{n+1}) \subseteq H_n$ ($n \geq 1$);
(ii) the sequence $\mathcal{H} = (H_n; \gamma_n)$ is stable ($\gamma_n = g_n |_{H_{n+1}} : H_{n+1} \rightarrow H_n$).

Then $G$ is stable.

Proof. For each $n$, the induced mapping $\gamma_n : G_{n+1}/H_{n+1} \rightarrow G_n/H_n$ is the trivial homomorphism, so that $\mathcal{G}/\mathcal{H} \equiv (G_n/H_n; \gamma_n)$ is stable (see the second trivial example before Theorem 4). But $\mathcal{H}$ is given to be stable, so the stability of $\mathcal{G}$ follows from Proposition 1(ii) applied to the canonical short exact sequence $0 \rightarrow \mathcal{H} \rightarrow \mathcal{G} \rightarrow \mathcal{G}/\mathcal{H} \rightarrow 0$.

3. Examples and applications

3.1. The Mittag-Leffler and Weierstrass theorems of classical complex analysis.

3.1.1. The Mittag-Leffler theorem. The abstract Mittag-Leffler theorem, Theorem 1, takes its name from the classical Mittag-Leffler theorem on meromorphic functions. In fact, the viewpoint of the present paper may also be used to rearrange the proof in a way that seems illuminating.

Let $U$ be an open subset of the complex plane and let $Z$ be a discrete subset of $U$; thus $Z$ is a countable subset of $U$ that has no cluster point in $U$, say $Z = \{a_n : n = 1, 2, \ldots\}$, where, despite the notation, the finite case is not excluded. For each $k$, let $g_k$ be a given element of $O(U \setminus \{a_k\})$ (a “principal part at $a_k$”). Then the classical Mittag-Leffler theorem asserts the existence of some $f \in O(U \setminus Z)$ such that, for each $k$, $f - g_k$ has a removable singularity at $a_k$ (i.e. $f$ has the prescribed principal part at each $a_k$). We will explain how to reformulate this statement so that it will appear as an immediate consequence of the ideas of the last section. (We would emphasize that the proof we give is simply a rearrangement of the classical proofs.)

With $U$ and $Z$ as above, the restriction mapping $O(U) \rightarrow O(U \setminus Z)$ is injective; it is convenient to regard $O(U)$ as a subgroup (additive) of $O(U \setminus Z)$. We then define $M(U; Z) = O(U \setminus Z)/O(U)$ (it might be called the Mittag-Leffler group of the pair $(U, Z)$). We regard an element of $M(U; Z)$ as a “principal part on $Z$”, since the set of functions in $O(U \setminus Z)$, having prescribed principal parts at the points of $Z$, is precisely a coset of $O(U)$ in $O(U \setminus Z)$.

Next, in the special case where $Z$ is finite, say $Z = \{a_1, \ldots, a_N\}$, we may, given $g_k \in O(U \setminus \{a_k\})$ ($k = 1, \ldots, N$), define $f(x) = \sum_{k=1}^{N} g_k(x)$ ($x \in U \setminus Z$). Then clearly $f - g_k$ has a removable singularity at $a_k$, for each $k = 1, \ldots, N$. Thus, in case $Z$ is finite, to specify a principal part at each point of $Z$ is equivalent to specifying an element of $M(U; Z)$.

Now let $Z$ be countably infinite. Write $U = \bigcup_{n=1}^{\infty} U_n$, where, for each $n$,
(i) $U_n$ is open and has compact closure $\overline{U}_n \subseteq U_{n+1}$;
(ii) every bounded component of $C \setminus U_n$ meets $C \setminus U$.

(this may, for example, be achieved by letting—for all sufficiently large $n$—$U_n = \{x \in U : |x| < \nu_n \text{ dist}(x, C \setminus U_n) > 1/n)\}$.)

Then by Runge’s theorem (e.g. in the form of [17], Chapter 5, §3, Theorem 3), for each $n$, $O(U)/U_n$ is dense in $O(U_n)$ (for the usual Fréchet topologies). In particular, writing $d_n : O(U_{n+1}) \rightarrow O(U_n)$ for restriction, the IL-sequence $O = (O(U_n); d_n)_{n \geq 1}$ is a Mittag-Leffler sequence (in the sense defined after Theorem 4) with inverse-limit group $L(O) \cong O(U)$.

For each $n$, $Z \cap U_n$ is finite, and $U \setminus Z = \bigcup_{n=1}^{\infty} (U_n \setminus Z_n)$; so also if $O_Z \equiv (O(U_n \setminus Z_n); d_n)_{n \geq 1}$ (where $d_n$ is the obvious restriction map) then $L(O_Z) \cong O(U \setminus Z)$ as well. If, for each $n$, $\hat{d}_n : M(U_n; Z_n) \rightarrow M(U_n; Z_n)$ is the homomorphism naturally induced on the quotient groups and we write $M \equiv (M(U_n; Z_n); \hat{d}_n)_{n \geq 1}$, then there is the short exact sequence

$$0 \rightarrow O \rightarrow O_Z \rightarrow M \rightarrow 0$$

in ILGA, with the sequence $O$ stable, by Theorem 4(i).

Since each $Z_n$ is finite, it should be clear, from the discussion of the case “$Z$ finite” above, that to give a prescription of principal parts at the points of $Z$ is precisely equivalent to specifying an element of $L(M)$. But, by Theorem 5, the sequence

$$0 \rightarrow O(U) \rightarrow O(U \setminus Z) \rightarrow L(M) \rightarrow 0$$

is exact. In particular, every element of $L(M)$ is the image of some element of $O(U \setminus Z)$, so that the Mittag-Leffler problem is always solvable.

3.1.2. The Weierstrass theorem. The theorem of Weierstrass may be regarded as a multiplicative analogue of the Mittag-Leffler theorem. However, the preliminaries from elementary complex analysis are a little more delicate. We shall summarize these preparatory results in a lemma, with a brief indication of proof. For a compact subset $K$ of $C$, we shall use the standard notation $R(K)$ for the uniform closure in $C(K)$ of the rational functions without poles in $K$. For any open subset $U$ of $C$, $O^*(U)$ denotes the multiplicative group of nowhere-zero holomorphic functions on $U$ (i.e. the group of units of $O(U)$).
Lemma 4. (i) Let \( K \) be a compact subset of \( C \), and let \( \Lambda \) be a subset of \( C \setminus K \) that meets every bounded component of \( C \setminus K \). Then for every nowhere-zero \( f \in R(K) \) there are \( g \in R(K) \) and a rational function \( r \), having all its zeros and poles in \( \Lambda \), such that \( f = re^g \) on \( K \).

(ii) Let \( U \) be an open subset of \( C \), and \( \Lambda \) a subset of \( C \setminus U \) that meets every bounded component of \( C \setminus U \). Let \( f \) be a nowhere-zero holomorphic function on \( U \). Then there are sequences \((g_n), (r_n)\), where each \( g_n \in O(U) \) and each \( r_n \) is a rational function having all its zeros and poles in \( \Lambda \), such that \( r_ne^g \to f \) on \( U \) (in the usual Fréchet topology of \( O(U) \)).

(iii) Let \( U, V \) be open subsets of \( C \) with \( U \subset V \) and such that every bounded component of \( U \setminus C \) meets \( C \). Then \( O^*(V) / U \) is dense in \( O^*(U) \).

Proof. (i) We first use Runge's theorem (see reference in §3.1.1) to find a rational function \( s \) having all its poles in \( \Lambda \) and such that \( \| f - s \|_K < \inf_K |f| \). It is then elementary that \( s \) is nowhere-zero on \( K \) and also \( f - s \in e^{R(K)} \). So \( s = p/q \), where \( p \) and \( q \) are polynomials, such that \( q \) has all its zeros in \( \Lambda \), while \( p \) has no zeros in \( \Lambda \). We then factorize \( p(z) = (z - \alpha_1) \cdots (z - \alpha_m) \) (where \( \alpha_1, \ldots, \alpha_m \) are not necessarily distinct, \( p \) has leading coefficient 1, without loss of generality). If, for any \( \alpha \in C \setminus K \), we define \( u_\alpha \in R(K) \) by \( u_\alpha(z) = z - \alpha \in K \), then it is well known, and elementary, that: (a) if \( \alpha \) and \( \beta \) belong to the same component of \( C \setminus K \), then \( u_\alpha u_\beta^{-1} \in e^{R(K)} \), and (b) if \( \alpha \) belongs to the bounded component of \( C \setminus K \), then \( u_\alpha \in e^{R(K)} \).

We then consider the factorization \( p = u_{\alpha_1} \cdots u_{\alpha_m} \) of \( p \). If, for example, \( \alpha_1 \) is in the bounded component of \( C \setminus K \), then \( u_{\alpha_1} \) is an exponential on \( K \); if \( \alpha_1 \) lies in a bounded component of \( C \setminus K \), then there is a point \( \lambda \) of \( \Lambda \) so that \( u_{\alpha_1} = \lambda e^{\lambda} \), for some \( \lambda \in R(K) \). Treating each factor in a similar way, we obtain, say, \( p = p_1 e^{h_1} \), where \( p_1 \) is a polynomial with all its zeros in \( \Lambda \) and \( h \in R(K) \). Take \( r = p_1/q \) and the proof of (i) is complete.

(ii) The deduction of (ii) from (i) uses the form of Runge's theorem in [17], Chapter 5, §3, Theorem 1, together with the following simple exercise: if \( K \) is a compact subset of \( U \) such that no component of \( U \setminus K \) is relatively compact in \( U \) (which is precisely the condition for \( O(U) / K \) to be dense in \( R(K) / K \)), then every bounded component of \( C \setminus K \) contains a component (necessarily bounded) of \( C \setminus U \). Under the hypothesis of (ii), it then follows that every bounded component of \( C \setminus K \) contains a point of \( \Lambda \). The deduction of (ii) is now simple.

(iii) This is an easy consequence of (ii).

From this last lemma, it then follows that, if we write \( U = \bigcup_{n \geq 1} U_n \), satisfying the same conditions (i) and (ii) given in the discussion of the Mittag-Leffler theorem in §3.1.1, then the IL-sequence \( O^* = (O^*(U_n), d_n) \) (where each \( d_n \) is again a restriction mapping) is a Mittag-Leffler sequence. (This is in contrast to the general situation for commutative Fréchet algebras; see the discussion in §3.6.) Then, with \( Z = (a_k)_{k \geq 1} \), a discrete subset of \( U \), as in §3.1.1, we define the Weierstrass group of the pair \( (U, Z) \) to be \( W(U; Z) = O^*(U / Z) / O^*(U) \). Analogously to the discussion of the Mittag-Leffler theorem, we use the stability of \( O^* \) to deduce that \( W(U; Z) \cong \lim W(U_n; Z_n) \). From this it follows easily that:

(i) given any sequence \( n(k) \) of non-negative integers, there is an \( f \in O(U) \), having a zero of order \( n(k) \) at \( a_k \) (for all \( k \) for which \( n(k) > 0 \), and having no other zeros in \( U \);

(ii) given any sequence \( n(k) \) of integers, there is a meromorphic function \( g \in O(U) \) such that, for each \( k \), \( g \) has a zero of order \( n(k) \) at \( a_k \) if \( n(k) > 0 \), a pole of order \( -n(k) \) at \( a_k \) if \( n(k) < 0 \) and such that \( g \) is holomorphic and non-zero at every other point of \( U \).

We just remark that (i) follows directly from the stability argument (since, just as in §3.1.1, each \( Z_n \) is finite, and the finite case is trivial), while (ii) follows by applying (i) twice and taking a quotient of two holomorphic functions.

3.2. The quotient of a Fréchet algebra by a closed ideal. Let \( A \) be a Fréchet algebra, \( A \cong \lim (A_n; d_n) \) is an Arens–Michael representation of \( A \). Let \( I \) be a closed, two-sided ideal of \( A \). With the notation of §1, let \( I_n = \pi_n(I) \) (closure in \( A_n \)). Then, by Lemma 1, \( I = \bigcap_{n \geq 1} \pi_n(I) \) i.e. the Arens–Michael isomorphism, say \( \alpha : A \to \lim (A_n; d_n) \), induces an isomorphism \( I \cong \lim (I_n; d_n) \), where \( d_n = d_n / I_{n+1} : I_{n+1} \to I_n \). Let \( \tilde{d}_n : A_{n+1} / I_{n+1} \to A_n / I_n \) be the homomorphism induced by \( d_n \). Then we have the following simple result:

Theorem 6. With the above notation, the Arens–Michael isomorphism induces an isomorphism

\[ A/I \cong \lim (A_n/I_n; \tilde{d}_n). \]

Proof. By Lemma 1, the IL-sequence \( I = (I_n; \tilde{d}_n) \) is a Mittag-Leffler sequence; it is therefore stable, by Theorem 4(i). Let \( \tilde{A} = (A_n; \tilde{d}_n) \); the result then follows from Theorem 5, by considering (with an obvious notation) the short exact sequence \( 0 \to I \to A \to A/I \to 0 \).

Remark. The result of Theorem 6 is not just elementary algebra of inverse limits—in the sense that the result does not extend to an arbitrary complete LMC algebra (i.e. an inverse limit of Banach algebras over a general directed index set, see [15]). Indeed, using a remark in the final paragraph of [13], §3.1, we may find an example of a complete, commutative LMC algebra \( A \) with a closed ideal \( I \) such that \( A/I \) is not complete. (The example
in [13] is of a locally convex topological vector space; it may be converted into an LMC algebra by giving it the zero multiplication, and then adjoining an identity if wished.) Since an inverse limit of Banach spaces is necessarily complete, this is an example in which \( A/I \neq \lim \bigcap A_n/I \).

3.3. Finitely generated ideals. In [4], Theorem 4.2, Arens proved one of the most interesting results in the general theory of Fréchet algebras, concerning finitely generated ideals. In fact, the result in [4] was proved for a more general class of inverse limits of complete metric rings; the additional generality has some interest and we will also, in this section, work with such rings. We shall give an extension of the result of Arens, but only in the case of commutative rings. (In the non-commutative case we would have nothing to add to the Arens result, beyond a different way of organizing the proof.) By an \( F \)-ring we mean a complete metrizable topological ring. We remark that an arbitrary ring becomes an \( F \)-ring when given the discrete topology; so the topological-algebraic results which follow include purely algebraic results as special cases.

Let \( A \) be a commutative \( F \)-ring, and suppose that, say, \( \alpha : A \rightarrow L(A) \) is a topological-ring isomorphism of \( A \) with the inverse limit of a Mittag-Leffler sequence \( A = (A_n : d_n)_{n \geq 1} \) of commutative \( F \)-rings and continuous homomorphisms (see definition just before Theorem 5). (We could take \( A = L(A) \), with \( \alpha \) the identity mapping; but, in several places, writing an explicit isomorphism \( \alpha \) is notationally more convenient.) For example, \( A \) might be a commutative Fréchet algebra and \( \alpha \) an Arens–Michael representation of \( A \) (in which case each \( A_n \) would be a Banach algebra). To be consistent with the standard notation for Fréchet algebras, define the continuous homomorphisms \( \pi_n : A \rightarrow A_n \) by \( \alpha(a) = (\pi_n(a))_{n \geq 1} \) (\( a \in A \)). By Theorem 1, \( \pi_n(A) \) is dense in \( A_n \), for each \( n \).

Following Arens, we say that an \( m \)-tuple \((x_1, \ldots, x_m)\) of elements of a commutative ring \( R \) with identity is regular (in [4] it is right regular) if and only if there are elements \( y_1, \ldots, y_m \) of \( R \) such that \( \sum_{k=1}^m x_k y_k = 1 \). Then the result of Arens [4], Theorem 4.2 (but restricted to commutative rings), is as follows.

**Theorem 7 (Arens).** Suppose \( a_1, \ldots, a_m \) is a finite subset of \( A \) such that \( \pi_n a_1, \ldots, \pi_n a_m \) is a regular system in \( A_n \), for each \( n \). Then \( a_1, \ldots, a_m \) is a regular system in \( A \).

Theorem 8, below, gives a result about a larger class of finitely generated ideals; Theorem 7 will be an immediate consequence. We now introduce the notion that will generalize the Arens notion of regularity.

Let \( A \) be a commutative \( F \)-ring. If \( a = (a_1, \ldots, a_m), b = (b_1, \ldots, b_m) \in A^m \), let \( a \cdot b = \sum_{k=1}^m a_k b_k \). For \( a \in A^m \) define \( Z(a) = \{ z \in A^m : z \cdot a = 0 \} \).

If we make \( A^m \) into a complete metric space in the obvious way (as the product of \( m \) copies of \( A \)), then it is clear that \( Z(a) \) is a closed subspace of \( A^m \). We shall define a notion of \( A \)-independent \( m \)-tuple \( a \in A^m \), whose intended intuitive content is that "the only elements in \( Z(a) \) are the obvious ones". Consider first the case of an ordered pair \( a = (a_1, a_2) \). Then evidently \( Z(a) \) contains all pairs \((a_2 b, -a_1 b)\), for arbitrary \( b \in A \); also, since \( Z(a) \) is closed, it contains the closure of this set. The notion of \( A \)-independence to be introduced will say that these are the only elements of \( Z(a) \). The appropriate notion for general \( m \geq 1 \) is as follows.

For a commutative \( F \)-ring \( A \) and integer \( m \geq 1 \) let \( S_m(A) \) be the set of all skew-symmetric \((m \times m)\)-matrices with entries from \( A \). If \( a \in A^m \) (regarded as a \((1 \times m)\)-vector), let

\[
S(a) = \{ aX : X \in S_m(A) \}.
\]

Remark that \( S(a) \subseteq Z(a) \) since, for each \( X \in S_m(A) \), \((aX)a^t = aXa^t = 0 \), by the skew-symmetry of \( X \). Hence also \( S(a) \subseteq Z(a) \). We say that the \( m \)-tuple \( a \in A^m \) is \( A \)-independent if and only if \( S(a) = Z(a) \).

**Remarks.** 1. In the case \( m = 2 \), the definition of \( A \)-independence reduces to that discussed in the previous paragraph.

2. In the case \( m = 1 \), since \( S_1(A) = 0 \), a single element \( a_1 \) (or, more pedantically, the 1-tuple \((a_1)\)) is \( A \)-independent if and only if \( Z(a_1) = 0 \). For example, if \( A \) is an integral domain then every non-zero element of \( A \) is \( A \)-independent. On the other hand, \( a_1 \) is regular in the sense of [4] if and only if it is invertible (and \( A \) must have an identity).

3. Unfortunately, the notion of \( A \)-independence does not have good permanence properties. For example, we may easily find examples of (i) an algebra \( A \) and an \( A \)-independent \( n \)-tuple \((a_1, \ldots, a_n) \) in \( A^n \) but with \((a_1, \ldots, a_m) \) not \( A \)-independent for any \( 1 \leq m \leq n - 1 \); (ii) an example where, for instance, \((a)\) is \( A \)-independent but \((a, b)\) is not; (iii) an example in which \( A \)-independence is not preserved by a continuous homomorphism; (iv) \( A \)-independence is not preserved by passing either to a subalgebra or a superalgebra. These negative remarks make the result of Lemma 6(iii) below a little surprising.

4. There is a connection between the present notion of \( A \)-independence and the type of regularity that arises in the definition of the Taylor spectrum of a commuting \( n \)-tuple of operators introduced in [19]. We shall not use this connection, so merely remark that if we identify an element \( a \in A \) with the corresponding multiplication operator on \( A \) (recall that \( A \) is here commutative), then regularity of an \( m \)-tuple \( a \in A^m \) in the Taylor sense is defined as the exactness of a certain Koszul complex. To require (in the present notation) that \( S(a) = Z(a) \) is equivalent to the exactness of this complex just at the penultimate term. Moreover, since we only require that
$S(a) = Z(a)$, the notion of an $A$-independent $m$-tuple is even slightly less restrictive.

Next we show that $A$-independence really does generalize regularity, in the commutative case.

**Proposition 2.** Let $A$ be a commutative $F$-ring with identity, let $a \in A^n$ and suppose that there is some $u \in A$ such that $u.a = 1$. Then $S(a) = S(a) = Z(a)$, so that, in particular, $a$ is $A$-independent.

**Proof.** Let $u = (u_1, \ldots, u_m)$, so that $u_i u_i = 1$. Let $z \in Z(a)$ and define $x_{ij} = u_i x_j - u_j x_i$ for $i, j = 1, \ldots, m$. Then the matrix $A = (x_{ij})$ is skew-symmetric and for $j = 1, \ldots, m$, 

$$(aX)_j = \sum_i a_i x_{ij} = \sum_i (a_i u_i x_j - u_j x_i) = \left( \sum_i a_i u_i \right) x_j - \sum (a_i u_i) u_j = z_j,$$

i.e. $z = aX$, so that $z \in S(a)$.

**Example.** Let $A = O(C^N)$, the Frechet algebra of all entire functions in $N$ variables. We shall show that, for each $m = 1, \ldots, N$, the $m$-tuple $(x_1, \ldots, x_m)$ of coordinate projections is $A$-independent (it is not, of course, regular in the sense of [4]); in fact, even $S(x_1, \ldots, x_m) = Z(x_1, \ldots, x_m)$ for each $m$.

The proof will be by induction on $m$. For $m = 1$, the result is clear, since $A$ is an integral domain. Now let $2 \leq m \leq N$ and suppose that the result holds for $m - 1$ variables. Let $f = (f_1, \ldots, f_m) \in Z(x_1, \ldots, x_m)$, i.e. suppose that

$$(*) \quad \sum_{k=1}^m f_k x_k = 0.$$

By rearranging its Taylor series, we may uniquely write

$$f_m = \sum h_{i_1, \ldots, i_{m-1}}(x_{i_1}, \ldots, x_{i_{m-1}}, x_{m-1}),$$

where the summation is over all $(i_1, \ldots, i_{m-1}) \in (Z^+)^{m-1}$ and each coefficient function is an entire function in the variables $x_{i_1}, \ldots, x_{i_{m-1}}$.

Put $z_1 = \ldots = z_{m-1} = 0$ in $(*)$; then $f_0(0, \ldots, 0, x_m, \ldots, x_N) = 0$, i.e. $h_{0,\ldots,0}(x_m, \ldots, x_N) = 0$. So $f_m = a_1 z_1 + \ldots + a_{m-1} z_{m-1}$, where $a_1, \ldots, a_{m-1} \in A$. Relation $(*)$ may thus be written as

$$\sum_{k=1}^{m-1} (f_k + a_k x_m) x_k = 0.$$

By the induction hypothesis, there is a matrix $X = (x_{kj}) \in S_{m-1}(A)$ such that $f_k + a_k x_m = \sum_{j=1}^{m-1} x_{kj} x_j$ ($k = 1, \ldots, m - 1$). Together with the equation $f_m = a_1 z_1 + \ldots + a_{m-1} z_{m-1}$, this may be written as

$$(f_1 \ldots f_{m-1}) = \begin{pmatrix} X & -a_1 \\ -a_{m-1} & \vdots & \vdots \\ a_1 \ldots a_{m-1} & 0 \end{pmatrix} (x_1 \ldots x_{m-1}),$$

which completes the proof.

**Notation.** If, say, $T : A \to B$ is a homomorphism (of commutative rings), we shall use the same symbol $T$ for the maps from e.g. $A^n$ to $B^n$ (or from $S_n(A)$ to $S_n(B)$) defined by applying the original homomorphism $T$ to each component (or entry). Thus, for example, if $a = (a_1, \ldots, a_m) \in A^m$ then $T(a)$ means $(T(a_1), \ldots, T(a_m))$.

If $A$ is an $F$-ring, then $A^n$ and $S_n(A)$ are also $F$-rings when topologized as the cartesian product of the appropriate finite number of copies of $A$.

**Lemma 5.** Let $T : A \to B$ be a continuous homomorphism of commutative $F$-rings. Let $(a_1, \ldots, a_m) \in A^m$, let $b_k = T(a_k)$, for $k = 1, \ldots, m$, and let $b = (b_1, \ldots, b_m)$. Then

(i) $T(Z(a)) \subseteq Z(b)$, $T(S(a)) \subseteq S(b)$;
(ii) if $T$ is dense in $B$, then $T(S(a))$ is dense in $S(b)$;
(iii) if $T(a)$ is dense in $B$ and if $b$ is $B$-independent, then $T(S(a))$ is dense in $Z(b)$ and so, also, $T(Z(a))$ is dense in $Z(b)$.

**Proof.** (i) This is a very elementary exercise.

(ii) Let $z \in Z(b)$; so $z = bX$ for some $X \in S_m(B)$. But, since $T(A)$ is dense in $B$, it is trivial that $T(S_m(A))$ is dense in $S_m(B)$. We may thus pick, say, $Y \in S_n(A)$ such that $T(aY)$ is in any chosen neighbourhood of $bX$.

(iii) This is immediate from (ii), since $S(a) \subseteq Z(a)$ and we are now assuming that $S(b)$ is dense in $Z(b)$.

We now return to the situation in which $\alpha : A \to L(A)$ is an isomorphism of the commutative $F$-ring $A$ with a Mittag-Leffler sequence $A = (A_n; d_n)_{n \geq 1}$ of commutative $F$-rings and continuous homomorphisms.

**Lemma 6.** With the notation just described, let $a \in A^m, \text{ for some } m \geq 1$.

(i) The isomorphism $\alpha$ induces an isomorphism $S(a) \equiv \lim S(\alpha(a)); d_n$.

(ii) $S(a) \subseteq Z(a) \subseteq \alpha^{-1}(\lim S(\alpha(a)); d_n)$.

(iii) If, for each $n \geq 1, \alpha(a) = A_n$-independent, then $a$ is $A$-independent and $Z(a) \equiv \lim Z(\alpha(a)); d_n$.

**Proof.** (i) From Lemma 5(ii) it follows that $\alpha(a) = Z(\alpha(a))$ is dense in $S(\alpha(a))$ for each $n$. By Lemma 1, $S(a) \equiv \lim S(\alpha(a))$. 


3.4. Formal power series and Banach algebras. We recall (see e.g. [2], §1) that an element \( x \) of a commutative (unital) Banach algebra \( A \) is said to have finite closed descent (FCD) if and only if \( A_x^{N+1} \) is dense in \( A_x^{N} \) for some integer \( N \geq 0 \); we write \( \delta(x) = N \) if \( N \) is the least integer with this property. We refer to [2], Lemma 1, for a summary of the elementary properties of elements of finite closed descent. In particular, if \( \delta(x) = N \) then also \( A_x^{N} \) is dense in \( A_x^{N} \) for all \( n \geq N \); moreover, the ideal \( I(x) = \cap_{n \geq 1} A_x^{n} \) is dense in \( A_x \). If we define \( L_{x} : A \rightarrow A_{x} \) by \( L_{x}(y) = xy \) (\( y \in A \)), then \( L_{x} \) maps \( I(x) \) bijectively onto itself. It follows that \( I(x) \) is naturally isomorphic to the inverse limit of the sequence \( A \rightarrow A_{x} \rightarrow A_{x}^{2} \rightarrow A_{x}^{3} \rightarrow \ldots \) (2), Corollary 1).

In [1], one main ingredient in proving the embedding of \( \mathcal{F} \cong \mathbb{C}[X] \) in certain Banach algebras was the following result, of interest in its own right (where we write \( \pi_{x} : A \rightarrow A/I(x) \) for the quotient homomorphism):

**Theorem 9.** Let \( A \) be a commutative, unital Banach algebra and let \( x \in A \). The following are equivalent:

(i) \( x \) has FCD;

(ii) there is a (unique) unital homomorphism \( \theta_{x} : \mathcal{F} \rightarrow A/I(x) \) such that \( \theta_{x}(X) = \pi_{x}(x) \).

(See [1], Lemma 3, [2], Proposition 1.)

We shall show that the proof of (i)\( \rightarrow \) (ii) in Theorem 9 may be rather attactively expressed using the ideas of the present paper. The next lemma also shows some new properties of elements of finite closed descent.

**Lemma 7.** Let \( A \) be a commutative, unital Banach algebra and let \( x \in A \) have FCD. Then the sequences \( A \) and \( B \) in \( \text{ILGA} \) defined by

\[
A : \quad A \rightarrow A_{x} \rightarrow A_{x}^{2} \rightarrow \ldots
\]

\[
B : \quad A \rightarrow A_{x} \rightarrow A_{x}^{2} \rightarrow \ldots
\]

(where each \( j_{n} \) is an inclusion) are both stable.

**Proof.** (i) Let \( \delta(x) = N \) and consider the sequence, say

\[
A_{N} : \quad A \rightarrow A_{x} \rightarrow A_{x}^{2} \rightarrow \ldots
\]

which is a subsequence of \( A \). Put \( I_{N} = \overline{A_{x}^{N}} \); then \( I_{N} \rightarrow I_{N}^{2} \rightarrow \ldots \) is a Mittag-Leffler sequence and so stable by Theorem 4. But also \( I_{N}^{2} \subseteq I_{N} \), so that \( A_{N} \) is stable by Corollary 1. But then \( A \) is stable by Lemma 3.

(ii) We have a short exact sequence in \( \text{ILGA} \), namely

\[
0 \rightarrow K \rightarrow A \rightarrow B \rightarrow 0,
\]

where \( \rho_{n} = a_{x}^{n} \in A_{x}^{n} \) and \( K \) is simply the sequence of kernels. But \( A \) is stable by (i), so the stability of \( B \) follows from Proposition 1(i).
Now let \( x \in A \) have FCD, let \( q_n : A \to A/Ax^n \) be a quotient mapping \((n \geq 1)\). Then, since \( I(x) = \cap_{n \geq 1} Ax^n \), there is a naturally induced injective homomorphism, say \( T : A/I(x) \to \lim(\frac{A}{Ax^n}; i_n) \), where \( i_n : \frac{A}{Ax^{n+1}} \to \frac{A}{Ax^n} \) is the homomorphism induced by the inclusion \( Ax^{n+1} \subseteq Ax^n \).

**Corollary 2.** With the above notation, and with \( x \) having FCD, the mapping \( T : A/I(x) \to \lim(A/Ax^n; i_n) \) is an isomorphism.

**Proof.** For each \( n \) we have the canonical short exact sequence

\[
0 \to Ax^n \to A \to A/Ax^n \to 0.
\]

By Lemma 7(ii), the sequence \( B = (Ax^n; i_n) \) (where each \( j_n \) is an inclusion) is stable. Of course, \( V(B) = \bigcap_{n \geq 1} Ax^n = I(x) \) so, by Theorem 5, \( T \) effects an isomorphism, as stated.

We may now at once deduce

**Proof of (i)⇒(ii) of Theorem 9.** For each \( n \geq 1 \), there is clearly the unique unital homomorphism \( \theta_n : \mathcal{F} \to A/Ax^n \) such that \( \theta_n(X) = q_n(x) \), given by

\[
\theta_n \left( \sum_{k=0}^{\infty} \lambda_k X^k \right) = q_n \left( \sum_{k=0}^{n-1} \lambda_k x^k \right).
\]

Clearly, \( \theta_n = i_n \theta_{n+1} \) \((n \geq 1)\), so the sequence \( (\theta_n) \) defines a homomorphism, say \( \theta : \mathcal{F} \to \lim(A/Ax^n; i_n) \). But, by Corollary 2, this last algebra is isomorphic (by the natural isomorphism) to \( A/I(x) \), which completes the proof.

**3.5. Elements of locally finite closed descent in a Fréchet algebra.** For this application, which is concerned with extending the results of §3.4 to Fréchet algebras, the reader is referred to [2] (especially Lemma 7; this was the example that motivated the ideas of the present paper.)

**3.6. The group of units of a Fréchet algebra: Arens–Royden theorems.** Let \( A \) be a unital Fréchet algebra (not necessarily commutative), and let \( \alpha : A \to \lim(A_n; d_n) \) be an Arens–Michael representation of \( A \) as an inverse limit of unital Banach algebras. One of the most basic results about Fréchet algebras is that an element \( x \in A \) is invertible if and only if \( \pi_n(x) \) is invertible in \( A_n \) for every \( n \) (see [15], Theorem 5.2(c)). (From the result of Arens, [4], Theorem 4.2, there is also the deeper fact that \( x \) is right-invertible if and only if \( \pi_n(x) \) is right-invertible in \( A_n \) for every \( n \).) Thus, writing \( G(A), G(A_n) \) for the groups of units (i.e. invertible elements) of \( A, A_n \) respectively, we find that \( \alpha \) induces a topological-group isomorphism, \( \alpha : G(A) \cong \lim(G(A_n); d_n) \) (where \( d_n(G(A_{n+1})) \) is written simply as \( d_n \)).

Each \( G(A_n) \) is an open subset of \( A_n \), and so is complete-metrizable (in a metric that is topologically equivalent to the metric induced by the norm of \( A_n \)). Thus, say \( G = (G(A_n); d_n) \) is an IL-sequence of complete metrizable topological groups and continuous homomorphisms and we know that \( L(G) \cong G(A) \). However, \( G \) is not, in general, a Mittag-Leffler sequence, i.e. it is not always true that \( d_n(G_{n+1}) \) is dense in \( G_n \). The following example is instructive.

**Example:** A continuous surjection \( T : A \to B \) of Banach algebras, with \( T(G(A)) \) not dense in \( G(B) \). Let \( \Delta = \{ x \in C : |x| \leq 1 \} \), \( T = \{ x \in C : |x| = 1 \} \). Let \( A = C(\Delta) \), the uniform algebra of all continuous, complex-valued functions on \( \Delta \), let \( B = C(T) \) and let \( T : A \to B \) be the restriction map. Then \( T(A) = B \). However, \( T(G(A)) \) is precisely the component of the identity in \( G(B) \) (i.e. it consists of all nowhere-zero continuous functions on \( T \) that have continuous logarithms); this set is a proper open-and-closed subgroup \( G(B) \), so that \( T(G(A)) \) is not dense in \( G(B) \).

In fact, this last simple example illustrates the general situation. For a Fréchet algebra \( A \), we write \( G_0(A) \) for the component of the identity in the topological group \( G(A) \) and let \( E(A) \) be the set of all finite products of exponentials. It is at least evident that \( E(A) \) is a subgroup of \( G(A) \). We recall that, if \( A \) is a unital Banach algebra, then \( E(A) = G_0(A) \). In the case of a unital Fréchet algebra, \( E(A) \) is dense in \( G_0(A) \) (see Lemma 9(ii) below) but, as shown by Davie [6], there are examples (even with \( A \) commutative) in which \( E(A) \neq G_0(A) \) (see the discussion of Arens–Royden theorems below).

**Lemma 8.** Let \( A, B \) be unital Fréchet algebras and let \( T : A \to B \) be a continuous homomorphism with \( T(A) \) dense in \( B \). Then \( T(E(A)) \) is dense in \( E(B) \).

**Proof.** Let \( h \in E(B) \), say \( h = e^{b_1} \cdots e^{b_k} \), for some finite subset \( \{b_1, \ldots, b_k\} \) of \( B \). Since \( T(A) \) is dense in \( B \), we can, by choosing \( a_1, \ldots, a_k \) in \( A \), with \( T(a_i) \) close to \( b_i \) (\( i = 1, \ldots, k \)), and setting \( g = e^{a_1} \cdots e^{a_k} \), make \( T(g) = e^{T(a_1)} \cdots e^{T(a_k)} \) close to \( h \).

**Corollary 3.** If, in Lemma 8, \( B \) is a Banach algebra (with \( A \) any unital Fréchet algebra), then \( T(G_0(A)) \) is dense in \( G_0(B) \).

**Proof.** This is immediate from the lemma, since \( E(A) \subseteq G_0(A) \), while \( E(B) = G_0(B) \).

**Lemma 9.** Let \( A \) be a unital Fréchet algebra, with \( \alpha : A \to \lim(A_n; d_n) \) an Arens–Michael representation. Then \( \alpha \) induces isomorphisms

1. \( G(A) \cong \lim(G(A_n); d_n) \);
2. \( G_0(A) \cong \lim(G_0(A_n); d_n) \), and, moreover, the sequence representing \( G_0(A) \) is a Mittag-Leffler sequence.

**Proof.**
Further,
(iii) $E(A)$ is dense in $G_0(A)$.

Proof. (i) is just the classical result of Michael referred to above.

(ii) In the relative topologies of $G(A)$, $G(A_n)$ respectively, $G_0(A)$ is closed in $G(A)$ and $G_0(A_n)$ is closed in $G(A_n)$. By Corollary 3, for each $n$, $\pi_n(G_0(A_n))$ is dense in $G_0(A_n)$. By Lemma 1 (applied to the $\alpha$-sequence $(G(A_n); d_n)$), $\alpha$ induces an isomorphism $G_0(A) \cong \lim\limits_{\to}(G_0(A_n); d_n)$. Moreover, it follows from Corollary 3 that $(G_0(A_n); d_n)$ is a Mittag-Leffler sequence.

(iii) Since, by Lemma 8, $\pi_n(E(A))$ is dense in $G_0(A_n)$, for each $n$, we deduce from Lemma 1 also that $E(A) = G_0(A)$.

Theorem 10. Let $A$ be a unital Fréchet algebra, with $\alpha: A \to \lim\limits_{\to}(A_n; d_n)$ an Arens–Michael representation. Then $\alpha$ induces an isomorphism

$$G(A)/G_0(A) \cong \lim\limits_{\to}(G(A_n); G_0(A_n); d_n)$$

(As usual, we have written $\alpha_n: G(A_n+1)/G_0(A_{n+1}) \to G(A_n)/G_0(A_n)$ for the homomorphism induced on the quotient groups by $d_n$.)

Proof. With a hopefully obvious notation, we consider the short exact sequence in $\mathcal{A}$

$$0 \to G_0 \to G \to G/G_0 \to 0.$$  

By Lemma 9(ii), $G_0$ is a Mittag-Leffler sequence, hence stable by Theorem 4. Since by Lemma 9 we have $L(G_0) \cong G_0(A)$ and $L(G) \cong G(A)$, the result follows by Theorem 5.

Remark. Theorem 10 suggests connections with the Arens–Rørdam theorem (the exposition in [11], Chapter III, §7 is especially well-suited to the present section). Let $A$ be a commutative Fréchet algebra. Then there are, in fact, two theorems that generalize the Arens–Rørdam theorem for commutative Banach algebras, one describing $G_0(A)/G_0(A)$ (and the other describing $G(A)/E(A)$).

It may be useful to recall the example of Davie [6], referred to above, of a commutative Fréchet algebra with $G_0(A) \neq E(A)$. (I am grateful to Jean Esterle for drawing my attention to this example.) We shall denote Davie's example by $D$; write $\mathbb{N} = \{1, 2, \ldots\}$ and then define

$$D = \{ f \in C(\mathbb{C}) : f \text{ is bounded on } \mathbb{N} \},$$

where $D$ is given the topology of uniform convergence on the compact subsets of $\mathbb{C}$ and on $\mathbb{N}$. Clearly, $D$ is a commutative Fréchet algebra with identity. The functions $e^{2\pi i z}$ and $e^{-2\pi i z}$ are both in $D$, so that $e^{2\pi i z}$ is in $G(D)$; it is not, however, in $E(D)$, since none of its continuous logarithms on $\mathbb{C}$ belongs to $D$. However, it is true that $G(D) = G_0(D)$. For, let $f \in G(D)$; then it is simple to see that, for each compact subset $K$ of $\mathbb{C}$, there is a function $g_K \in D$ such that $f(z) = \exp g_K(z)$ for all $z \in K \cup \mathbb{N}$. Thus $f \in E(D) = G_0(D)$. We remark that, if we define the topological space $X$ to be the union of $\mathbb{C}$ and the Stone–Čech compactification $\beta\mathbb{N}$ of $\mathbb{N}$, identified along $\mathbb{N}$, then $A \cong C(X)$.

Let $\Phi_A$ be the set of all continuous characters on the commutative, unital Fréchet algebra $A$. We write $w$ for the weak-* topology $\sigma(\Phi_A, A)$ on $\Phi_A$. If $A = \lim\limits_{\to}(A_n; d_n)$ is an Arens–Michael representation of $A$, let $\Phi_n$ be the set of all characters on $A$ that are continuous with respect to the seminorm $p_n$ on $A$ (in standard notation, see §1). Then the mapping $\phi \mapsto \phi \circ \pi_n$ ($\phi \in \Phi_n$) is a homeomorphism from the character space of $A_n$ (in its usual Gelfand topology) onto the subset $\Phi_n$ of $\Phi_A$. Then $\Phi_A = \bigcup\limits_{n=1}^{\infty} \Phi_n$ expresses $\Phi_A$ as the union of an increasing sequence of compact subsets; moreover, every $w$-compact subset of $\Phi_A$ is a subset of some $\Phi_n$. However, as remarked by Davie [6], for many purposes it is more useful to give $\Phi_A$ the so-called $k$-topology $\kappa$: this topology is defined by specifying that a subset $F$ of $\Phi_A$ is $\kappa$-closed if and only if $F \cap K$ is $w$-compact for every $w$-compact subset $K$ of $\Phi_A$. Also, a function $f: \Phi_A \to \mathbb{C}$ is $\kappa$-continuous if and only if $f(K)$ is continuous on $K$, for every compact subset $K$ of $\Phi_A$. (Note that if, for example, $(\Phi_A; w)$ is locally compact, then $w = \kappa$.) One good reason for preferring $\kappa$ to $w$ is that, when $\Phi_A$ is given the topology $\kappa$, then $C(\Phi_A)$ is a Fréchet algebra, in the topology of uniform convergence on compact subsets of $\Phi_A$.

We may now easily deduce the first form of the Arens–Rørdam theorem for Fréchet algebras. (As far as I know, this is a new result.)

Theorem 11. Let $A$ be a commutative, unital Fréchet algebra, let $\Phi_A$ have the $k$-topology $\kappa$, and let $C = C(\Phi_A)$. Then the Gelfand mapping of $A$ effects an isomorphism

$$G(A)/G_0(A) \cong G(C)/G_0(C).$$

Proof. By the Arens–Rørdam theorem for Banach algebras (e.g. [11], Chapter III, Corollary 7.3), for each $n$, the Gelfand mapping effects an isomorphism $G(A_n)/G_0(A_n) \cong G(C_n)/G_0(C_n)$, where $C_n = C(\Phi_n)$. The result now follows at once by applying Theorem 10 to the Fréchet algebras $A$ and $C$.

Remark. Theorem 11 shows that $G(A)/G_0(A)$ depends only on the topology of $\Phi_A$ (either $w$ or $\kappa$, since $w$ determines $\kappa$ uniquely). The question of identifying $G(C)/G_0(C)$ with some other topological invariant of $\Phi_A$ is then pure topology; we remark that it is not in general equal to $H^1(\Phi_A; \mathbb{C})$,
which in fact occurs with the second extension of the Arens–Royden theorem (Theorem 12). We merely make the obvious remark that $G(C)/G_0(C)$ is isomorphic to $\lim_K H^1(K; \mathbb{Z})$ as $K$ runs through the compact subsets of $\Phi_A$.

In §2 of [6], Davie proved a different version of the Arens–Royden theorem for Fréchet algebras, using $E(A)$ rather than $G_0(A)$. In fact, Davie's proof (contained in Theorems 2.2 and 2.3 of [6]) may be rather nicely presented using the idea of a stable sequence. We shall give this as another illustration of the ideas of the present paper.

**THEOREM 12** (Davie [6]). With the notation of Theorem 11 (in particular, $\Phi_A$ has the topology $\kappa$), the Gelfand mapping effects an isomorphism

$$G(A)/E(A) \cong G(C)/E(C).$$

**Proof.** With standard notation $A = \lim(A_n; d_n)$, we have, for each $n$, a short exact sequence of groups and homomorphisms

$$0 \rightarrow A_n \xrightarrow{\theta_n} G(A_n) \times C_n \xrightarrow{\nu_n} G(C_n) \rightarrow 0,$$

where

$$\theta_n(a) = (e^a, \tilde{a}) \quad (a \in A_n),$$

$$\nu_n(b, g) = \tilde{b} e^{-g} \quad (b \in G(A_n), g \in C_n),$$

and $a \mapsto \tilde{a}$ is the Gelfand mapping of $A_n$.

We claim that the assertion of exactness is essentially a translation of the Arens–Royden theorem for the Banach algebra $A_n$. Firstly, $\theta_n$ is injective, for if $a \in \ker \theta_n$, then both $e^a = 1$ and $\tilde{a} = 0$, i.e. $a$ is quasinilpotent; it follows easily that $q_n = 0$. Next, it is clear that $\text{im} \theta_n \subseteq \ker \nu_n$; but also, if $(b, g) \in \ker \nu_n$, then $b = e^g$; so it follows (Arens–Royden for Banach algebras or, if preferred, the implicit function theorem for Banach algebras) that there is a unique element $\alpha \in A_n$ such that both $b = e^\alpha$ and $\tilde{\alpha} = g$, i.e. $(b, g) \in \text{im} \theta_n$. That $\nu_n$ is surjective again follows from the Arens–Royden theorem applied to the Banach algebra $A_n$.

It is also clear that the sequences $(\theta_n)$, $(\nu_n)$ define morphisms of the obvious sequences in $\text{ILGA}$. But the kernel sequence $(A_n)$ is just the Arens–Michael representation of $A$, so is certainly a Mittag-Leffler sequence and is thus stable. By Theorem 5 (and using Lemma 9 to identify the inverse limits), it follows that the inverse-limit sequence

$$0 \rightarrow A \xrightarrow{\theta} G(A) \times C \xrightarrow{\nu} G(C) \rightarrow 0$$

is also exact. It is easily checked that the homomorphisms $\theta$ and $\nu$ are given by

$$\theta(a) = (e^a, \tilde{a}) \quad (a \in A),$$

$$\nu(b, g) = \tilde{b} e^{-g} \quad (b \in G(A), g \in C),$$

and then the exactness translates precisely into the stated theorem.

**Remarks.** 1. Following Davie [6], we may then deduce that $E(A)$ is the path-component of the identity in $G(A)$. Thus, the distinction between the two extensions of the Arens–Royden theorem is that Theorem 11 describes the space of components of $G(A)$, while Theorem 12 describes the space of path-components. As noted in [6], $G(C)/E(C)$ (and hence also $A(G)/E(A)$) is isomorphic to $H^1(\Phi_A, \mathbb{Z})$ (see [11], Chapter III, Corollary 7.4).

2. The fact that the group homomorphism, say $\Gamma : G(A) \rightarrow G(C)$ (the restriction to $G(A)$ of the Gelfand representation of $A$), induces isomorphisms $G(A)/E(A) \cong G(C)/E(C)$ and $G_0(A)/G_0(A) \cong G(C)/G_0(C)$, implies that $\Gamma$ also induces an isomorphism

$$G_0(A)/E(A) \cong G_0(C)/E(C).$$

At the end of the paper (Example 2 following Theorem 16), $G_0(A)/E(A)$ is identified with a certain cohomology group, which leads to a somewhat different proof of the isomorphism.

There are a few more comments on the relation between $E(A)$ and $G_0(A)$. Suppose, then, that $A$ is a commutative, unital Fréchet algebra, and define the group homomorphism $E : A \rightarrow E(A)$ by $E(a) = e^{a_{x,0}}$ ($a \in A$); of course, $E$ is a homomorphism from the additive group of $A$ onto the multiplicative group $E(A)$. It is well known that, if $A$ is a commutative Banach algebra, then $\ker E$ is the additive subgroup, say $e(A)$, of $A$ generated by the idempotents of $A$ (in fact, the proof is included in the Banach-algebra case in Theorem 13). Every element of $e(A)$ is expressible as a finite sum, $\sum_{i=1}^{n} e_j$, where each $e_j \in \mathbb{Z}$ and $\{e_j : 1 \leq j \leq k\}$ is a finite set of pairwise orthogonal idempotents.

To describe $\ker E$ in the more general case of a commutative Fréchet algebra, we need another idea. If $A$ is a Fréchet algebra, we call a sequence in $A$, say $(a_k)_{k \geq 1}$, locally finite if and only if, for every continuous, seminorm $p$ on $A$, there is an integer $N = N(p)$ such that $p(a_k) = 0$ for all $k \geq N$. (Equivalently, if $A \cong \lim(A_n; d_n)$ is an Arens–Michael representation of $A$, then for each $n \geq 1$ there is $N = N(n)$ such that $\pi_n(a_k) = 0$ for all $k \geq N$.) It is clear that if $(a_k)$ is a locally finite sequence in $A$ then $\sum_{k \geq 1} a_k$ is convergent in $A$. Note that, if $A$ is a Banach algebra, then any locally finite sequence in $A$ is eventually zero.

We now define the set $e(A)$ to consist of all sums $\sum_{k \geq 1} n(k) e_k$, where $(e_k)_{k \geq 1}$ is a locally finite sequence of idempotents in $A$ and each $n(k) \in \mathbb{Z}$; we may always, without loss of generality, suppose the idempotents in the sequence to be pairwise orthogonal. In case $A$ is a Banach algebra, the new definition of $e(A)$ reduces to the original one. Evidently, $e(A)$ is an additive subgroup of $A$ and, for each $n$, $\pi_n(e(A)) \subseteq e(A_n)$. It follows at once that $e(A) \subseteq \ker E$. In fact, we have the following result.
THEOREM 13. Let $A = \lim(A_n; \varepsilon_n)$ be a commutative, unital Fréchet algebra. Then ker $\varepsilon = \varepsilon(A)$ and the Arens–Michael isomorphism induces an isomorphism $\varepsilon(A) \cong \lim(\varepsilon(A_n); \varepsilon_n)$ (where $\varepsilon_n = \varepsilon_n(\varepsilon(A_{n+1}))$).

Proof: Let $a \in \ker \varepsilon$; then the Gelfand transform $\hat{a}$ is a continuous integer-valued function on $\hat{A}$, so, for each $n \in \Im \varepsilon$, the set $\hat{a}^{-1}(n)$ is open-and-closed in $\hat{A}$ (for the weak*$-$topology $\omega$). For any compact subset $K$ of $\hat{A}$, in particular for each $\hat{A}$, $\hat{a}$ can take only finitely many different values on $K$. Hence $\hat{a}$ takes at most countably many different values on $\hat{A}$; let them be $(n(1), n(2), \ldots)$. Let $U_k = \{ \phi \in \hat{A} : \hat{a}(\phi) = n(k) \}$; then $(U_k)$ is a pairwise disjoint sequence of open-and-closed subsets of $\hat{A}$. By the Shilov idempotent theorem (applied in each Banach algebra $A_n$, plus a routine argument), for each $k$ there is a unique idempotent $e_k \in A$ with $\varepsilon_k = 1_{U_k}$ (the characteristic function of $U_k$).

For each $n$, $\hat{A}$ meets at most finite many of the sets $U_k$. So, for all $k > N(n)$, say, $\tau_n(e_k)$ is an idempotent in $A_n$, with Gelfand transform zero; thus $\tau_n(e_k) = 0$ (since $N(n)$) is locally finite. Also, $a = \sum_{k=1}^{\infty} n(k) e_k$,

for both terms of the equation have the same Gelfand transform, while their difference is in ker $\varepsilon$. This proves that $\varepsilon(A) = \ker \varepsilon$.

Clearly, $\varepsilon(A) \subseteq \lim(\varepsilon(A_n); \varepsilon_n)$. Conversely, if $a \in A$ and if $\tau_n(a) \in \varepsilon(A_n)$ for every $n$, then $\tau_n(\varepsilon(a)) = 1_n$ for all $n$; thus $\varepsilon(a) = 1$ and so $a \in \varepsilon(A)$.

This completes the proof.

EXAMPLE. The IL-sequence $\varepsilon(A) = (\varepsilon(A_n); \varepsilon_n)$ is not always stable. With what hope is to be an obvious notation, the short exact sequences of abelian groups and homomorphisms

$$0 \rightarrow \varepsilon(A_n) \rightarrow A_n \xrightarrow{E_n} E(A_n) \rightarrow 0$$

define a short exact sequence in ILGA. By Theorem 13, $\lim(\varepsilon(A_n) \cong \varepsilon(A)$; also, $\lim A_n \cong A$, and, by Lemma 9 $E(A_n) = G_0(A_n)$ for each $n$), $\lim E(A_n) \cong G_0(A)$. The corresponding inverse-limit sequence is thus

$$0 \rightarrow \varepsilon(A) \rightarrow A \xrightarrow{E} G_0(A) \rightarrow 0.$$

In this last sequence im $E = E(A)$, so if, for example, $A$ is Davie’s algebra $D$, then $E(A) \neq G_0(A)$. It follows that, for such an algebra, the kernel sequence $\varepsilon(A)$ is not stable. (See Example 2 following Theorem 16 for the determination of $H^*(\varepsilon(A))$.)

4. IL-sequences of abelian groups. If we specialize the theory of §2 to IL-sequences of abelian groups, i.e., formally we discuss the category ILGA, then there is a reasonable measure of the non-stability of a sequence, in terms of a simple cohomology theory. As explained in §1, such a theory is discussed in [14], Appendix, in the language of derived functors. We shall describe an equivalent approach in the language of sheaves on a very special topological space.

Let $\mathbb{N}$ be the ordered set of natural numbers, $\mathbb{N} = \{1, 2, \ldots\}$, and, for each $n \in \mathbb{N}$, let $U_n = \{1, \ldots, n\}$. We define a topology $\sigma$ on $\mathbb{N}$ by requiring that a subset $U \subseteq \mathbb{N}$ is $\sigma$-open if and only if either (i) $U = \emptyset$ or $U_n$, or (ii) $U = U_n$ for some $n \in \mathbb{N}$. It is readily checked that $\sigma$ is a non-Hausdorff (but T0-) topology on $\mathbb{N}$; we shall write $\mathbb{N}^\sigma$ for the set $\mathbb{N}$ equipped with the topology $\sigma$. Notice that each $n \in \mathbb{N}$ has a unique smallest (open) neighbourhood, namely $U_n$.

Given a sequence $\mathcal{X} = (X_n; f_n)_{n \geq 1}$ in ILGA, we define $F^\mathcal{X}$, a presheaf of abelian groups on $\mathbb{N}^\sigma$, by setting $F^\mathcal{X}(U) = 0, F^\mathcal{X}(U_n) = \mathcal{X}$ and, for each $n \in \mathbb{N}$,

$$F^\mathcal{X}(U_n) = \left\{ (x_1, \ldots, x_n) \in \prod_{i=1}^{n} X_i : x_i = f_i(x_{i+1}) \quad (1 \leq i \leq n - 1) \right\} \cong X_n.$$

Observe that, since $U_n$ is the unique smallest neighbourhood of $n$, the direct-limit process used in defining the stalk $F^\mathcal{X}_n$ of $F^\mathcal{X}$ at $n$ is here trivial, so that, for each $n \in \mathbb{N}$, $F^\mathcal{X} \cong F^\mathcal{X}(U_n) \cong X_n$. It is then also clear that $F^\mathcal{X}$ is even a sheaf (in the sense of Godement; otherwise expressed, it is a complete presheaf, which is then isomorphic to the corresponding sheaf). It should now also be clear, without a more formal discussion, that the notion of “exact sequence” in the category ILGA corresponds precisely to the sheaf-theoretic notion; also the inverse-limit functor $L$ translates into the global section functor for the category of sheaves of abelian groups on the space $\mathbb{N}^\sigma$.

There is a sheaf cohomology theory for sheaves of abelian groups on a completely arbitrary topological space (originally due to Grothendieck), which may be constructed, as in [12], §4.3, using the notion of a flabby resolution. It may be recalled that a flabby sheaf is one in which all the restriction homomorphisms are surjective; each sheaf has a flabby hull. We shall explain the translation of this construction into the language of the category ILGA. Not surprisingly, since the space $\mathbb{N}^\sigma$ is so special, the flabby resolution process is very simple to describe.

Thus, let $\mathcal{X} = (X_n; f_n)_{n \geq 1}$ be in ILGA and set $\mathcal{X} = \bigoplus_{k=1}^{n} X_k$. Define $f_n : \mathcal{X}_{n+1} \rightarrow \mathcal{X}_n$ to be the projection onto the first $n$ coordinates.

Evidently, $\mathcal{X} = (\mathcal{X}_n; f_n)$ is a sequence in ILGA in which each homomorphism $f_n$ is surjective. It is also clear that $L(\mathcal{X}) \cong \prod_{k=1}^{\infty} X_k$. For each $n$ define the group homomorphism $\varepsilon_n : X_n \rightarrow \mathcal{X}_n$ by

$$\varepsilon_n(x) = (f_1(x), \ldots, f_{n-1}(x), x) \quad (x \in X_n),$$

so that $\varepsilon_n(x)$ is the unique element of $F^\mathcal{X}(U_n)$ that has the element $x$ in
its \(n\)th component. Then \(\varepsilon_n\) is an injective homomorphism with \(\text{im} \; \varepsilon_n = \mathcal{F}^X(U_n)\). It is trivial to check that \(\varepsilon_n f_n = f_n \varepsilon_{n+1}\) for each \(n\), so that the sequence \((\varepsilon_n)_{n \geq 1}\) defines an injective morphism \(\varepsilon : \mathcal{X} \to \mathcal{X}\) in the category \textbf{ILGA}. The pair \((\mathcal{X}; \varepsilon)\) will be called the \textit{flabby hull} of \(\mathcal{X}\). (It corresponds precisely to the sheaf-theoretic flabby hull, when translated into the language of \(\mathcal{F}^X, \mathcal{F}^X\).)

There is thus a short exact sequence

\[
(*) \quad 0 \to \mathcal{X} \xrightarrow{\alpha} \mathcal{X} \xrightarrow{\varepsilon} \mathcal{X}/\text{im} \varepsilon \to 0
\]

in \textbf{ILGA} (\(\pi\) is the quotient morphism). Write \(\mathcal{X}/\text{im} \varepsilon = \mathcal{Y} = (Y_n; g_n)\), say; then \(Y_n = (\prod_{n=1}^N X_n)/\mathcal{F}^X(U_n)\) and \(g_n : Y_{n+1} \to Y_n\) is the map induced on the quotient groups by the projection map \(f_n\). But it is then clear that each \(g_n\) is also surjective, i.e., the short exact sequence \((*)\) is already a complete flabby resolution of \(\mathcal{X}\) (when translated into the parallel sheaf-theoretic language).

We now define

\[
H^p(\mathcal{X}) = H^p(\text{N}^p; \mathcal{F}^X) \quad (p \geq 0).
\]

From \((*)\), we then have (using e.g. [12], Théorème (4.7.1)(a)):

**Theorem 14.** Let \(\mathcal{X}\) be a sequence in \textbf{ILGA}. Then \(H^p(\mathcal{X}) = 0\) \((p \geq 2)\) and \(H^0(\mathcal{X}) \cong L(\mathcal{X})\).

The basic theorem of sheaf cohomology (e.g. [12], Théorème (4.4.2)) then gives:

**Theorem 15.** Given any short exact sequence \(0 \to \mathcal{X} \xrightarrow{\alpha} \mathcal{Y} \xrightarrow{\beta} \mathcal{Z} \to 0\) in \textbf{ILGA}, there is a (functorially determined) exact sequence of abelian groups and homomorphisms,

\[
0 \to L(\mathcal{X}) \xrightarrow{L(\alpha)} L(\mathcal{Y}) \xrightarrow{L(\beta)} L(\mathcal{Z}) \xrightarrow{\sigma} H^1(\mathcal{X}) \xrightarrow{H^1(\alpha)} H^1(\mathcal{Y}) \xrightarrow{H^1(\beta)} H^1(\mathcal{Z}) \to 0.
\]

**Remark on the notation.** In this last theorem, \(L\) is the inverse-limit functor, as described in §1, \(H^1\) is the first cohomology functor and \(\sigma\) is the connecting homomorphism arising from the given short exact sequence. Explicit descriptions of \(H^1\) and of \(\sigma\) will be given at the end of the next result.

We now wish to give an explicit description of the cohomology groups \(H^1(\mathcal{X})\). Thus let \(\mathcal{X} = (X_n; f_n)\) be a sequence in \textbf{ILGA}. Let \(\mathcal{X} = \prod_{n=1}^N X_n \cong L(\mathcal{X})\) and define the mapping \(\Delta : \mathcal{X} \to \mathcal{X}\) by

\[
\Delta(x_1, x_2, \ldots) = (x_1 - f_1 x_2, x_2 - f_2 x_3, \ldots).
\]

Then \(\Delta\) is a group endomorphism and, clearly, \(\ker \Delta = L(\mathcal{X})\).

**Proposition 3.** With the above notation,

\[H^1(\mathcal{X}) \cong \mathcal{X}/\text{im} \Delta\]

**Proof.** Let \(\mathcal{X} = (X_n; f_n)_{n \geq 1}\) and let \((\mathcal{X}; \varepsilon)\) be its flabby hull. We write \(\mathcal{X}_0\) for the sequence \(\mathcal{X}\) augmented on the left by 0. Thus, say, \(\mathcal{X}_0\) is the sequence

\[
\mathcal{X}_0 : \quad 0 \to X_0 \to X_1 \to X_2 \to X_3 \to \cdots,
\]

where \(h_0 = 0\) and \(h_n = f_{n-1}\) \((n \geq 2)\). We define a morphism \(\delta : \mathcal{X} \to \mathcal{X}_0\) by setting \(\delta_0 = 0\) \((\delta_0 : X_1 \to 0)\) and, for each \(n \geq 2\),

\[
\delta_n(x_1, \ldots, x_n) = (x_1 - f_1 x_2, x_2 - f_2 x_3, \ldots, x_{n-1} - f_{n-1} x_n).
\]

It is readily verified that the sequence \((\delta_n)\) does define a morphism.

For every \(n \geq 1\), \(\ker \delta_n = \text{im} \varepsilon_n\), so there is a short exact sequence in \textbf{ILGA}

\[
0 \to \mathcal{X} \xrightarrow{\alpha} \mathcal{X} \xrightarrow{\delta} \text{im} \delta \to 0.
\]

Since \(\mathcal{X}\) is flabby, \(H^1(\mathcal{X}) = 0\); hence part of the exact cohomology sequence given by Theorem 15 is

\[
0 \to L(\mathcal{X}) \xrightarrow{L(\alpha)} L(\mathcal{X}) \xrightarrow{L(\delta)} L(\text{im} \delta) \to H^1(\mathcal{X}) \to 0,
\]

so that \(H^1(\mathcal{X}) \cong L(\text{im} \delta)/\text{im} \delta\).

For \(n \geq 2\),

\[
\text{im} \delta_n = \left\{ (x_1 - f_1 x_2, \ldots, x_{n-1} - f_{n-1} x_n) : (x_1, \ldots, x_n) \in \prod_{k=1}^n X_k \right\} \cong \prod_{k=1}^{n-1} X_k.
\]

It follows that \(L(\delta) = \Delta\), while \(L(\text{im} \delta) \cong \prod_{k=1}^{\infty} X_k\), and the result is proved.

**Corollary 4.** Let \(\mathcal{X}\) be a sequence in \textbf{ILGA}. Then \(\mathcal{X}\) is stable if and only if \(H^1(\mathcal{X}) = 0\).

**Proof.** This is immediate from the definition of stability and the proposition just proved.

**Remarks.** (i) Suppose that \(\alpha : \mathcal{X} \to \mathcal{Y}\) is a morphism in \textbf{ILGA}. Then, with what is hoped to be an obvious notation, there is a natural mapping, say \(\overline{\alpha} : X \to Y\), defined by \(\overline{\alpha} (x_1, x_2, \ldots) = (\alpha_1 (x_1), \alpha_2 (x_2), \ldots)\). If we write \(\Delta_X, \Delta_Y\) for the endomorphisms of \(X, Y\) respectively (defined as was \(\Delta\) just before the last proposition), then it is immediately checked that \(\Delta_X = \Delta_Y \overline{\alpha}\). Thus \(\overline{\alpha}\) naturally induces a homomorphism \(X/\text{im} \Delta_X \to Y/\text{im} \Delta_Y\); it is this homomorphism which is the translation of the functorially induced \(H^1(\alpha)\) in terms of the concrete representation of the \(H^1\)-groups given by the proposition.
(ii) Similarly, if we have a short exact sequence $0 \rightarrow \mathcal{X} \xrightarrow{\sigma} \mathcal{Y} \xrightarrow{\beta} \mathcal{Z} \rightarrow 0$ in ILGA, then we may give a concrete description of the connecting homomorphism $\sigma$ that appears in the statement of Theorem 15. We recall that $\sigma : L(\mathcal{Z}) \rightarrow H^1(\mathcal{X})$. So, given a sequence $z = (z_1, z_2, \ldots) \in L(\mathcal{Z})$, we have $z \in \mathcal{Z} \cong \prod_{n=1}^{\infty} \mathbb{Z}_n$ and $\Delta z(z) = 0$. We then choose $\gamma \in \mathcal{Y}$ such that $\beta(\gamma) = z$ and then note that $\beta'(\Delta \gamma(\gamma)) = 0$, so that there is some $x \in \mathcal{X}$ with $\Delta x = \Delta \gamma(y)$. It is then not hard to verify that the coset $z + \text{im} \Delta x$, an element of $H^1(\mathcal{X})$, is uniquely determined by the original $x \in L(\mathcal{Z})$. It is the coset $z + \text{im} \Delta x$ that is the element $\sigma(x)$.

**Corollary 5.** Let $0 \rightarrow \mathcal{X} \xrightarrow{\alpha} \mathcal{Y} \xrightarrow{\beta} \mathcal{Z} \rightarrow 0$ be any short exact sequence in ILGA, in which $\mathcal{Y}$ is stable. Then the associated connecting homomorphism effects an isomorphism

$$H^1(\mathcal{X}) \cong L(\mathcal{Z})/\text{im} L(\beta).$$

**Proof.** Since $\mathcal{Y}$ is stable, we have $H^1(\mathcal{Y}) = 0$, by Corollary 4. But then part of the exact cohomology sequence given by Theorem 15 is

$$L(\mathcal{Y}) \xrightarrow{L(\beta)} L(\mathcal{Z}) \xrightarrow{\sigma} H^1(\mathcal{X}) \rightarrow 0,$$

from which the result is immediate.

The following result summarizes what has, mostly, already been proved.

**Theorem 16.** Let $\mathcal{X}$ be a sequence in ILGA. Then the following properties are equivalent:

(i) $\mathcal{X}$ is stable;

(ii) $H^1(\mathcal{X}) = 0$;

(iii) for every short exact sequence $0 \rightarrow \mathcal{X} \rightarrow \mathcal{Y} \rightarrow \mathcal{Z} \rightarrow 0$ in ILGA, the inverse-limit sequence

$$0 \rightarrow L(\mathcal{X}) \rightarrow L(\mathcal{Y}) \rightarrow L(\mathcal{Z}) \rightarrow 0$$

is also exact.

**Proof.** The equivalence of (i) and (ii) is Corollary 5. That (i) implies (iii) follows from Theorem 5 (or, alternatively, we may deduce that (ii) implies (iii) from Theorem 15).

We shall complete the proof by showing that (iii) implies (ii). We consider the canonical flabby resolution

$$0 \rightarrow \mathcal{X} \xrightarrow{\varepsilon} \mathcal{X} \xrightarrow{\epsilon} \mathcal{X}/\text{im} \varepsilon \rightarrow 0,$$

where $(\mathcal{X}, \varepsilon)$ is the flabby hull of $\mathcal{X}$. By the assumption that (iii) holds, the sequence

$$0 \rightarrow L(\mathcal{X}) \xrightarrow{L(\epsilon)} L(\mathcal{X}) \xrightarrow{L(\pi)} L(\mathcal{X}/\text{im} \varepsilon) \rightarrow 0$$

is exact.

But, from Theorem 15, there is another exact sequence, part of which (since $H^1(\mathcal{X}) = 0$)

$$\tag{**}
\begin{array}{c}
L(\mathcal{X}) \xrightarrow{L(\epsilon)} L(\mathcal{X}) \xrightarrow{L(\pi)} L(\mathcal{X}/\text{im} \varepsilon) \xrightarrow{\sigma} H^1(\mathcal{X}) \rightarrow 0.
\end{array}$$

From (**), $L(\pi)$ is surjective and then, from (**), $H^1(\mathcal{X}) = 0$.

**Examples.** 1. At the end of §1, we gave an example of a non-stable IL-sequence $\mathcal{I}$, of closed ideals in a Mittag-Leffler sequence $\mathcal{A}$ of Banach algebras, where $\mathcal{A}$ was a standard Arens-Michael representation of the algebra $A = O(C)$ of all entire functions in one variable. Using the short exact sequence occurring in that example, together with Corollary 5, we may deduce the more precise statement that

$$H^1(\mathcal{I}) \cong C[z]/\langle C \rangle.$$

(Here, as in the original discussion of the example, an entire function is identified with the formal power series provided by its Taylor series about 0.)

2. In the example at the end of §3.6, concerning the sequence $\varepsilon(A)$ of kernels of exponential maps, it was shown that the sequence need not be stable. Applying Corollary 5 to the short exact sequence in that example at once gives that, for every commutative Fréchet algebra $A$,

$$H^1(\varepsilon(A)) \cong G_0(A)/E(A).$$

Using this isomorphism, we may give (in the notation of Theorem 11) the alternative proof of the result referred to in Remark 2, following Theorem 12.

**Theorem 17.** Let $\mathcal{A}$ be a commutative unital Fréchet algebra, let $\mathcal{F}_A$ have the k-topology $\kappa$, and let $\mathcal{C} = C(\mathcal{F}_A)$. Then the Gelfand mapping induces an isomorphism $G_0(\mathcal{A})/E(\mathcal{A}) \cong G_0(\mathcal{C})/E(\mathcal{C})$.

**Proof.** Remark first that, if $\mathcal{B}$ is any commutative unital Banach algebra, then the Gelfand mapping for $\mathcal{B}$ induces an isomorphism between $\varepsilon(\mathcal{B})$, the additive subgroup generated by the idempotents of $\mathcal{B}$, and the corresponding group $\varepsilon(C(\mathcal{F}_B))$ (essentially using well-known results recalled in the proof of Theorem 13).

If we now apply this result to each Banach algebra $A_n$ in an Arens-Michael representation of $A$, then it is clear that we obtain an isomorphism in the category ILGA between the sequences $\varepsilon(A)$ and $\varepsilon(C)$. Thus $H^1(\varepsilon(A)) \cong H^1(\varepsilon(C))$, from which the theorem follows by the remark of the last paragraph.

**Remark.** The group $G_0(\mathcal{A})/E(\mathcal{A})$ thus depends only on the topology of $\mathcal{F}_A$; it is an invariant that is "invisible" to an Arens-Michael representation, since $G_0(\mathcal{A}_n)/E(\mathcal{A}_n)$ is trivial for each $n$. 
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