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Abstract. Suppose $A$ is a (possibly unbounded) linear operator on a Banach space. We show that the following are equivalent.

1. $A$ is well-bounded on $[0, \infty)$.
2. $-A$ generates a strongly continuous semigroup \( \{e^{-sA}\}_{s \geq 0} \) such that \( \{(1/t^s)e^{-sA}\}_{s \geq 0} \) is the Laplace transform of a Lipschitz continuous family of operators that vanishes at 0.
3. $-A$ generates a strongly continuous differentiable semigroup \( \{e^{-sA}\}_{s \geq 0} \) and \( \exists M < \infty \) such that

\[
\| H_n(s) \| \leq \left\| \left( \sum_{k=0}^{n} \frac{s^k A^k}{k!} \right) e^{-sA} \right\| \leq M, \quad \forall s > 0, \ n \in \mathbb{N} \cup \{0\}.
\]

4. $-A$ generates a strongly continuous holomorphic semigroup \( \{e^{-sA}\}_{\text{Re}(s) > 0} \) that is $O(|s|)$ in all half-planes \( \text{Re}(s) > \alpha > 0 \) and

\[
K(t) = \int_{1-t+i\mathbb{R}} e^{zt} e^{-zA} \frac{dz}{2\pi i z^3}
\]

defines a differentiable function of $t$, with Lipschitz continuous derivative, with $K'(0) = 0$.

We may then construct a decomposition of the identity, $F$, for $A$, from $K(t)$ or $H_n(s)$. For $\phi \in X'$, $x \in X$,

\[
(F(t)\phi)(x) = (d/dt)^2(\phi(K(t)x)) = \lim_{n \to \infty} \phi(H_n(n/t)x),
\]

for almost all $t$.

I. Introduction. Scalar operators (see [5], [6]) with real spectrum are a generalization to arbitrary Banach spaces, of self-adjoint operators on a Hilbert space. An early disappointment was the fact that most standard differential operators on an $L^p$ space are scalar only when $p$ equals 2. However, if one weakens the definition by requiring uniformly bounded spectral projections corresponding only to closed intervals, rather than arbitrary closed
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sets, one is led to a more widely occurring class of operators, what are called well-bounded operators (see [5]).

For example, translation on \( L^p(G) \), where \( G \) is a locally compact abelian group, is scalar if and only if \( p \) equals 2 or the operator has finite order, and is well-bounded whenever \( 1 < p < \infty \) (see [5]).

One may characterize both classes of operators purely in terms of functional calculus. A scalar operator is one with a functional calculus defined for all bounded Borel measurable functions; a well-bounded operator is one with a functional calculus defined for all absolutely continuous functions. This is the definition that we will use for an unbounded well-bounded operator (Definition 2.1).

The concept of an unbounded well-bounded operator appeared in [10], where they were called “well-bounded”. The concept has also often appeared implicitly (see [2],[11]). The definition in [10] applies to the type B situation, but has no restriction on the spectrum, thus in one sense is wider and in another sense is more restrictive, than the definition we give in Section II. Our results in Sections II and III, and (b) of our application Theorem 4.1, are not covered by the work in [10], although there are close connections. We define an unbounded well-bounded operator in Section II and give some equivalences in Theorem 2.4.

We characterize well-bounded operators on nonnegative real spectrum as the generators of strongly continuous semigroups with certain regularity properties. It is necessary and sufficient that \(-A\) generate a strongly continuous semigroup \( \{e^{-tA}\}_{t \geq 0} \) such that \((1/s^2)e^{-sA}\) is the Laplace transform of a Lipschitz continuous family of bounded operators. This is also equivalent to \( e^{-sA} \) being holomorphic, with certain growth conditions on \( A^k e^{-sA} \) similar to growth conditions that characterize \( e^{-sA} \) being holomorphic. These characterizations are in Section III.

Our characterization also enables us to construct a decomposition of the identity (these are the spectral projection corresponding to intervals, for \( A \) —see Definition 2.2), for a well-bounded operator, in terms of the semigroup generated by \( A \).

These results are in the spirit of the Spectral Theorem, on a Hilbert space, which states that \( A \) being self-adjoint is equivalent to \( iA \) generating a bounded strongly continuous group. Of interest here are the relationships between spectral projections, functional calculus and generation of semigroups.

We apply our results to the Laplacian, on \( L^p(\mathbb{R}) \) (1 \( \leq p < \infty \)) and \( C_0(\mathbb{R}) \), in Section IV.

All operators are linear, on a Banach space, \( X \), with dual space \( X^* \). We will denote by \( L(X) \) the space of bounded operators from \( X \) into itself. We will write \( D(A) \) for the domain of the operator \( A \), \( \sigma(A) \) for the spectrum, \( g(A) \) for the resolvent set. Basic material on semigroups of operators may be found in [7] or [9]; for well-bounded operators, see [6].

We will denote by \( AC[a,b] \) the Banach algebra of absolutely continuous functions on \([a,b]\), with norm \( \|f\|_{AC[a,b]} \equiv \|f(b) - f(a)\| + \int_a^b |f'(t)| \, dt \). The Banach algebra \( AC[0,\infty) \) will consist of absolutely continuous functions on \([0,\infty) \) such that \( \int_0^{\infty} |f'(t)| \, dt \) is finite, with norm \( \|f\|_{AC[0,\infty]} \equiv \|f(\infty) - f(0)\| + \int_0^{\infty} |f'(t)| \, dt \); note that \( f(\infty) \equiv \lim_{t \to \infty} f(t) \) automatically exists.

II. Unbounded well-bounded operators on \([0,\infty) \). In this section, we define a (possibly unbounded) well-bounded operator on \([0,\infty) \) and characterize it in terms of resolvent, semigroup, and decomposition of the identity (Theorem 2.4).

We define a well-bounded operator as an operator with a functional calculus defined for absolutely continuous functions. For reflexive spaces, we show that our definition of well-bounded is a weak operator topology version of the usual direct definition of an unbounded scalar operator (see [6]), followed by an integration by parts (e) of Theorem 2.4.

We show that a densely defined operator is well-bounded on \([0,\infty) \) if and only if it generates a strongly continuous semigroup \( \{e^{-tA}\}_{t \geq 0} \) such that \((1/s^2)e^{-sA}\) is the Laplace transform of a decomposition of the identity ((d) of Theorem 2.4). Analogous results for scalar operators may be found in [3], [4] and [12].

We begin this section with preliminary material on well-bounded operators.

DEFINITION 2.1. A bounded operator, \( B \), is well-bounded on \([a,b] \) if there exists a continuous algebra homomorphism, \( f \mapsto f(B) \), from \( AC[a,b] \) into \( L(X) \), such that \( f_0(B) = I \) and \( f_1(B) = B \), where \( f_0(x) \equiv 1, f_1(x) \equiv x \).

We will say that a (possibly unbounded) operator, \( A \), is well-bounded on \([0,\infty) \) if \( \sigma(A) \subseteq [0,\infty) \) and there exists a continuous algebra homomorphism, \( f \mapsto f(A) \), from \( AC[0,\infty] \) into \( L(X) \), such that \( f_0(A) = I \) and \( g_4(A) = (z + A)^{-1} \), whenever \( z \) is outside \((-\infty,0]\), where \( g_4(x) \equiv (z + x)^{-1} \).

Note that this algebra homomorphism, if it exists, is unique, since the unital algebra generated by \( \{g_r \mid r > 0\} \) is dense in \( AC[0,\infty] \).

It is shown in [5] that a bounded operator, \( A \), that is well-bounded on \([a,b] \) has its spectrum contained in \([a,b] \), with \((z + A)^{-1} \) equal to \( g_4(A) \), whenever \(-z\) is not in \([a,b] \). Thus our definition for unbounded operators is consistent with the definition for bounded operators.

DEFINITION 2.2. A decomposition of the identity for \( X \) on \([a,b] \) is a family \( \{E(s)\}_{s \geq 0} \) of projections on \( X^* \) such that

1. \( E(s) = 0 \), \( \forall s < a \), and \( E(s) = I \), \( \forall s \geq b \).
2. \( E(s)E(t) = E(t)E(s) = E(s) \), \( \forall s \leq t \).
The (possibly unbounded) operator $A$ generates $\{T(t)\}_{t \geq 0}$ if

$$Ax = \lim_{t \to 0} \frac{1}{t} (T(t)x - x), \quad \mathcal{D}(A) = \{x \mid \text{limit exists}\}.$$  

We then write $T(t)$ as $e^{tA}$, the strongly continuous semigroup generated by $A$.

**Theorem 2.4.** Suppose $A$ is densely defined. Then the following are equivalent.

(a) $A$ is well-rounded on $[0, \infty)$.

(b) $(-1) \in \sigma(A)$ and $(1 + A)^{-1}$ is well-rounded on $[0, 1]$.

(c) $(-\infty, 0) \subseteq \sigma(A)$ and there exists a decomposition of the identity, $E$, for $X$, on $[0, \infty)$, such that

$$\phi((r + A)^{-1}z) = \int_0^\infty (r + t)^{-2}(E(t)\phi)(x) \, dt,$$

for all $r > 0$, $z \in X$, $\phi \in X^\ast$.

(d) $-A$ generates a strongly continuous holomorphic semigroup $\{e^{zA}\}_{Re(z) > 0}$ of angle $\pi/2$, and there exists a decomposition of the identity, $E$, for $X$, on $[0, \infty)$, such that

$$\phi(e^{-zA}x) = \int_0^\infty ze^{-zt}(E(t)\phi)(x) \, dt,$$

for all $z > 0$, $x \in X$, $\phi \in X^\ast$.

If $X$ is reflexive, then (a)–(d) are also equivalent to

(e) $\exists$ projections $F(t)$, on $X$, such that $\{F(t)^\ast\}_{t \geq 0}$ is a decomposition of the identity for $X$, on $[0, \infty)$, $\lim_{t \to \infty} \phi(F(t)x) = \phi(x)$, $\forall x \in X$, $\phi \in X^\ast$; and

$$\phi(Ax) = \lim_{N \to \infty} \left[ N\phi(x) - \int_0^N \phi(F(t)x) \, dt \right], \quad \forall \phi \in X^\ast, x \in \mathcal{D}(A),$$

with $\mathcal{D}(A)$ equal to the set of all $x \in X$ for which the limit exists, $\forall \phi \in X^\ast$, and defines a vector, $Ax$, in $X$.

**Proof.** (a)$\Leftrightarrow$(b). This is merely composition of functions, in the appropriate algebra homomorphism. Let $g_t$ be as in Definition 2.1. If $A$ is well-rounded on $[0, \infty)$, then define a map from $AC[0, 1]$ into $L(X)$ by $f((1 + A)^{-1}) = (f \circ g_t)(A)$. This is clearly the desired algebra homomorphism for $(1 + A)^{-1}$. Conversely, if $(1 + A)^{-1}$ is well-rounded on $[0, 1]$, define a map from $AC[0, \infty)$ into $L(X)$ by $f(A) \equiv (f \circ g_t^{-1})(1 + A)^{-1}$,
where \( (f \circ g^{-1})(0) = f(\infty) \). We must check \( g_z(A) \), when \( z \not\in (-\infty, 0] \). Since

\[
(g_z \circ g_t^{-1})(x) = g_z\left(\frac{1}{x} - 1\right) = \frac{1}{(x-1)x + 1}
\]

it follows that \( g_z(A) = (1 + A)^{-1}[(x - 1)(1 + A)^{-1} + 1]^{-1} = (z + A)^{-1} \), as desired.

(c) \implies (b). Define \( h_1 \), on \([0, \infty)\), by \( h_1(s) \equiv 1 - 1/(1 + s) \). Let \( G(s) \equiv (E(h_1^{-1}(s)))_{1 \leq 0 \leq 1, \infty}(s) \). Then \( G \) is a decomposition of the identity for \( X \) on \([0, 1]\); (5), of Definition 2.2, requires some computation.

For any \( \phi \in X^* \), \( x \in X \),

\[
\phi((1 - (1 + A)^{-1})x) = \phi(x) - \int_0^\infty h_1(t)(E(t)\phi)(x) \, dt
\]

\[
= \phi(x) - \int_0^1 (G(s)\phi)(x) \, ds.
\]

Thus \( 1 - (1 + A)^{-1} \), and hence \( (1 + A)^{-1} \), is well-bounded on \([0, 1]\).

(d) \implies (c). For \( \phi \in X^* \), \( x \in X \), \( r > 0 \),

\[
\phi((r + A)^{-1}x) = \int_0^\infty e^{-rs}\phi(e^{-sA}x) \, ds
\]

\[
- \int_0^\infty \left( \int_0^\infty e^{-s(x+r)} ds \right) (E(t)\phi)(x) \, dt
\]

\[
= \int_0^\infty (r + t)^{-2}(E(t)\phi)(x) \, dt,
\]

as desired.

(a) \implies (d). First, we will represent the functional calculus for \( A \) as an integral with respect to a decomposition of the identity.

By (a) \iff (b), \( 1 - (1 + A)^{-1} \) is well-bounded on \([0, 1]\). This implies that \( E \) a decomposition of the identity, \( G \), for \( X \), on \([0, 1]\), such that the functional calculus for \( 1 - (1 + A)^{-1} \) is given by

\[
\phi(f(1 - (1 + A)^{-1})x) = f(1)\phi(x) - \int_0^1 f'(s)(G(s)\phi)(x) \, ds,
\]

\( \forall f \in AC[0, 1] \), \( \phi \in X^* \), \( x \in X \).

Let \( h_1 \) be as in (c) \implies (b) and let \( E(t) \equiv G(h_1(t)) \), for \( t \geq 0 \), \( E(t) \equiv 0 \), for \( t < 0 \). Then \( E \) is a decomposition of the identity on \([0, \infty)\); as in (c) \implies (b), (5), of Definition 2.2, requires some checking. As in the proof of (a) \iff (b), it may be shown that, for any \( f \in AC[0, \infty) \), \( f(A) = (f \circ h_1^{-1})(1 - (1 + A)^{-1}) \), so that

\[
\phi(f(A)x) = f(h_1^{-1}(1))\phi(x) - \int_0^\infty (f \circ h_1^{-1})'(s)(G(s)\phi)(x) \, ds
\]

\[
= f(\infty)\phi(x) - \int_0^\infty f'(t)((G(h_1(t))\phi)(x) \, dt
\]

\[
= f(\infty)\phi(x) - \int_0^\infty f'(t)(E(t)\phi)(x) \, dt,
\]

\( \forall f \in AC[0, \infty) \), \( \phi \in X^* \), \( x \in X \).

For any \( \pi > 0 \), since \( \|x - \|AC[0, \infty) \| \cdot |\arg(x)| < \theta \) is bounded and \( A \) is well-bounded on \([0, \infty) \), it follows that \( \|x - (1 + A)^{-1}\| \cdot |\arg(x)| < \theta \) is bounded. Since \( A \) is densely defined, this implies that \( -A \) generates a bounded strongly continuous holomorphic semigroup of angle \( \pi/2 \) (see [7, Theorem 5.3] or [9, Theorem 5.2]).

To show that \( e^{-zA} \) is given, as one might expect, by the functional calculus, \( e^{-zA} = k_z(A) \), \( k_z(t) \equiv e^{-zt} \), we must first prove the following claim, where \( f_1(x) \equiv x \):

\[
(\ast) \quad (f_1 f)(A) = Af(A), \quad \text{when both } f \text{ and } f_1 \text{ are in } AC[0, \infty).
\]

Suppose \( f(x) = (r + x)^{-n} \), for some \( r > 0 \), \( n \in \mathbb{N} \). Then \( Af(A) = (r + A - r)(r + A)^{-n} = (r + A)^{-n} - r(r + A)^{-n} = (f_1 f)(A) \). Let \( \mathcal{F} \) be the algebra generated by all functions of the form \( x \rightarrow (r + x)^{-n} \), for some \( r > 0 \). For any \( f \) as in (\ast), \( \mathcal{F} / h_n \subset \mathcal{F} \) such that \( h_n \rightarrow f \) and \( f_1 h_n \rightarrow f_1 f \), both in \( AC[0, \infty) \), as \( n \rightarrow \infty \); this may be seen by choosing \( \{h_n\} \) in the span of \( \mathcal{F} \) and the constant functions, converging to \( 1 + f_1 \) in \( AC[0, \infty) \), and letting \( h_n(x) \equiv k_n(x)/(1 + x) \). Since \( A \) is closed, this implies that \( \text{Im}(f(A)) \subset \mathcal{D}(A) \), with \( Af(A) = \lim_{n \rightarrow \infty}(f_1 h_n)(A) = (f_1 f)(A) \), proving (\ast).

A calculation shows that \( (1/h_1)(k_{z+h} - k_z) \) converges to \( -f_1 k_z \) in \( AC[0, \infty) \), as \( h \rightarrow 0 \), when \( \text{Re}(z) > 0 \). Thus (d) holds. (5), of Definition 2.2, requires some checking. As in the proof of (a) \iff (b), it may be shown that, for any \( f \in AC[0, \infty) \), \( f(A) = (f \circ h_1^{-1})(1 - (1 + A)^{-1}) \), so that

\[
\phi(f(A)x) = f(h_1^{-1}(1))\phi(x) - \int_0^\infty (f \circ h_1^{-1})'(s)(G(s)\phi)(x) \, ds
\]

\[
= f(\infty)\phi(x) - \int_0^\infty f'(t)((G(h_1(t))\phi)(x) \, dt
\]

\[
= f(\infty)\phi(x) - \int_0^\infty f'(t)(E(t)\phi)(x) \, dt,
\]

\( \forall f \in AC[0, \infty) \), \( \phi \in X^* \), \( x \in X \).
\[ \phi((1 - (1 + A)^{-1}) x) = \phi(x) - \int_0^1 \phi(H(t)x) \, dt, \]

\[ \forall x \in X, \phi \in X^* \text{ (see [5, Theorem 17.17]).} \]

Define \( F \), on \([0, \infty)\), by \( F(t) = H(1 - 1/(1+t)) \), analogously to (a)⇒(d).

Since \((1 + A)^{-1}\) is injective, \( H(1)x = x, \forall x \in X \) (see [5, Theorem 17.15(iii)]). Thus \( \lim_{t \to \infty} F(t)x = x, \forall x \in X \).

The proofs of the previous equivalences show that

\[ \phi((1 + A)^{-1} y) = \int_0^\infty \phi(F(s)y) \frac{ds}{(1 + s)^2}, \]

\[ \forall y \in X, \phi \in X^*. \]

Define an operator \( B \), as in (e), as follows:

\[ \phi(Bx) = \lim_{N \to \infty} \left( N \phi(x) - \int_0^N \phi(F(t)x) \, dt \right), \quad \forall \phi \in X^*, \ x \in D(B), \]

with \( D(B) \) equal to the set of all \( x \in X \) for which the limit exists, \( \forall \phi \in X^* \), and defines a vector, \( Bx \), in \( X \).

We will show that \( A \subseteq B \).

Suppose \( x \in D(A) \). Then \( \exists y \in X \) such that \( x = \phi((1 + A)^{-1} y) \), so that, for any \( N > 0, \phi \in X^* \),

\[ N \phi(x) - \int_0^N \phi(F(t)x) \, dt \]

\[ = N \phi((1 + A)^{-1} y) - \int_0^N \phi(F(t)(1 + A)^{-1} y) \, dt \]

\[ = N \int_0^\infty \phi(F(s)y) \frac{ds}{(1 + s)^2} - \int_0^\infty \phi(F(t)F(s)y) \frac{ds}{(1 + s)^2} \, dt \]

\[ = N \int_0^\infty \phi(F(s)y) \frac{ds}{(1 + s)^2} \]

\[ - \int_0^N \left[ \int_0^t \phi(F(s)y) \frac{ds}{(1 + s)^2} + \int_t^\infty \phi(F(t)y) \frac{ds}{(1 + s)^2} \right] \, dt \]

\[ = N \int_0^\infty \phi(F(s)y) \frac{ds}{(1 + s)^2} \]

\[ - \int_0^N \phi(F(t)y) \frac{ds}{1 + t} \]

\[ = N \int_0^\infty \phi(F(s)y) \frac{ds}{1 + s} - \int_0^N \phi(F(t)y) \frac{ds}{1 + s} \]

\[ = (N + 1) \int_0^\infty \phi(F(s)y) \frac{ds}{1 + s} - \int_0^\infty \phi(F(s)y) \frac{ds}{1 + s} \]

\[ = \lim_{N \to \infty} \phi(F(s)y) \frac{ds}{1 + s} \]

the convergence of \( F(s)y \) to \( y \), as \( s \to \infty \), implies that the first term converges to \( \phi(y) \) as \( N \to \infty \).

Thus the limit, as \( N \to \infty \), exists, so that \( x \in D(B) \), with

\[ \phi(Bx) = \phi(y) - \int_0^\infty \phi(F(s)y) \frac{ds}{1 + s} = \phi(y) - \phi((1 + A)^{-1} y) = \phi(Ax). \]

Thus \( 1 + A \subseteq 1 + B \). We will now show that \( 1 + B \) is injective. For any \( N \), define \( B_N \in L(X) \) by

\[ \phi(B_N x) = N \phi(x) - \int_0^N \phi(F(t)x) \, dt. \]

Suppose \( 0 = (1 + B)x \). Then \( \forall \phi \in X^*, \ 0 = \lim_{N \to \infty} \phi((1 + B_N)x) \). It is well-known that \(((1 + A)^{-1})^*\) commutes with any decomposition of the identity associated with \((1 + A)^{-1}\). Thus, \( \forall \phi \in X^* \),

\[ 0 = \lim_{N \to \infty} ((1 + A)^{-1})^* \phi((1 + B_N)x) = \lim_{N \to \infty} \phi((1 + B_N)(1 + A)^{-1} x), \]

which we have previously shown to be \( \phi(x) \).

Thus \( 1 + B \) is injective. Since it contains \( 1 + A \), which is surjective, \( 1 + A \) must equal \( 1 + B \), so that \( A = B \), as desired.

(e)⇒(b). Define \( G(s) \equiv I - F((1/s - 1)^{-1}) \), for \( 0 < s < 1 \), \( G(s) = I \), for \( s \geq 1 \), \( G(s) = 0 \), for \( s \leq 0 \). Then \( \{G(t)^*\} \) is the decomposition of the identity for a well-bounded operator, \( R \), on \( X \), that is,

\[ \phi(Rx) = \phi(x) - \int_0^1 \phi(G(t)x) \, dt. \]
\( \forall x \in X, \phi \in X^* \). After a change of variables,

\[
\phi(Rx) = \int_0^\infty \phi(F(s)x) \frac{ds}{(1 + s)^{1/2}}.
\]

The same computations as in (b) now show that \( R \) maps \( X \) into \( \mathcal{D}(A) \), \( (1 + A)Rx = x, \forall x \in X \) and \( R(1 + A)x = x, \forall x \in \mathcal{D}(A) \). This establishes (b).

\( \blacksquare \)

Comments 2.5. Somewhat more than (e) of Theorem 2.4 can be said when \( X \) is reflexive; \( (1 + A)^{-1} \) is then a well-bounded operator of type (B) (see [5, Definition 16.8]). This implies that \( (1 + A)^{-1} \), and hence \( A \), has a functional calculus defined for functions of bounded variation, and this functional calculus may be represented as a vector-valued Riemann–Stieltjes integral. To go into this in detail would take us too far afield, hence we will merely refer the interested reader to [5, Chapters 16 and 17].

Note that a consequence of the proof of Theorem 2.4 is that, for any Banach space \( X \), when \( A \) is well-bounded on \([0, \infty)\), the algebra homomorphism for \( A \) is given by

\[
\phi(f(A)x) = f(\infty)\phi(x) - \int_0^\infty f'(t)(E(t)\phi)(x) \, dt,
\]

for \( \phi \in X^* \), \( x \in X \).

III. Well-bounded operators, semigroups and the Laplace transform. The relationship between the resolvent of an operator and the semigroup it generates is very similar to the relationship between the semigroup generated by a well-bounded operator and its decomposition of the identity. Formally, the resolvent family \( \{(r + A)^{-1}\}_{r > 0} \) is the Laplace transform of \( \{e^{-rA}\}_{r \geq 0} \) and \( \{(1/s)e^{-rA}\}_{r > 0} \) is the Laplace transform of \( \{E(t)\}_{t \geq 0} \), a decomposition of the identity.

Important analytic differences appear when one writes down precisely what is meant by being a Laplace transform. When we say that the resolvent is the Laplace transform of the semigroup, we mean, in the strong operator topology, the Laplace transform of a continuous function, that is, for all \( x \) in \( X \), \( (r + A)^{-1}x \) is the Laplace transform of the continuous function \( e^{-rA}x \). When, as in Theorem 2.4(d), we say that \( (1/s)e^{-rA} \) is the Laplace transform of \( E(t) \), we mean, in the weak operator topology, the Laplace transform of a measurable function, that is, for all \( x \) in \( X \) and \( \phi \in X^* \), \( \phi((1/s)e^{-rA}x) \) is the Laplace transform of the measurable function \( (E(t)\phi)(x) \).

Recently, some nice results on vector-valued Laplace transforms have appeared (see [1] and [8] and Lemmas 3.3 and 3.4). Because we are not concerned with strong continuity of \( E(t) \), it is actually easier to apply Lemma 3.3 to decompositions of the identity than to strongly continuous semigroups. One merely takes the Laplace transform of Theorem 2.4(d), and applies integration by parts, to obtain \( \{(1/s^2)e^{-sA}\}_{s > 0} \) as the Laplace transform of a Lipschitz continuous family of operators. We may now use Lemma 3.3 to obtain results in terms of the operator norm, rather than the weak operator topology.

Once we have established the semigroup generated by \( -A \) as the Laplace transform of a decomposition of the identity, we may then use results about inversion of the Laplace transform to construct the decomposition of the identity from the semigroup generated by \( -A \). Lemma 3.4, from [8], allows us to obtain results again in terms of the operator norm, rather than the weak operator topology, as would follow from classical Laplace transform theory.

**Theorem 3.1.** Suppose \( A \) is densely defined. Then the following are equivalent.

(a) \( A \) is well-bounded on \([0, \infty)\).

(b) \( -A \) generates a strongly continuous semigroup \( \{e^{-tA}\}_{t \geq 0} \) such that \( \{(1/s^2)e^{-sA}\}_{s > 0} \) is the Laplace transform of a Lipschitz continuous function, from \([0, \infty)\) into \( L(X) \), that vanishes at 0.

(c) \( -A \) generates a strongly continuous differentiable semigroup \( \{e^{-tA}\}_{t \geq 0} \) and \( \exists \lambda < \infty \) such that

\[
||H_n(s)|| = \left( \int_0^\infty \left( \sum_{k=0}^n s^k A^k \frac{1}{k!} \right) e^{-sA} \right) \leq M, \quad \forall s > 0, \quad n \in \mathbb{N} \cup \{0\}.
\]

(d) \( -A \) generates a strongly continuous holomorphic semigroup \( \{e^{-tA}\}_{Re(t) > 0} \) that is \( O(|z|) \) in all half-planes \( Re(z) > a > 0 \) and

\[
G(t) \equiv \lim_{N \to \infty} \int_{a-iN}^{a+iN} e^{zt} e^{-zA} \frac{dz}{2\pi i z}.
\]

exists, independently of \( a \), and defines a Lipschitz continuous function of \( t \), \( G(0) = 0 \) and for any \( a, R > 0 \), the limit is uniform in \( t \in [0, R] \).

(e) \( -A \) generates a strongly continuous holomorphic semigroup \( \{e^{-tA}\}_{Re(t) > 0} \) that is \( O(|z|) \) in all half-planes \( Re(z) > a > 0 \) and

\[
K(t) \equiv \int_{a+iR}^{a-iR} e^{zt} e^{-zA} \frac{dz}{2\pi i z^3}
\]

is a differentiable function from \([0, \infty)\) into \( L(X) \), with \( K'(0) \) Lipschitz continuous and \( K'(0) = 0 \).
A decomposition of the identity for \( A \) is then given by
\[
(E(t))\phi(x) = \frac{d}{dt} \phi(K(t)x) = \left( \frac{d}{dt} \right)^2 \phi(K(t)x) = \lim_{n \to \infty} \phi \left( H_n \left( \frac{n}{t} \right) x \right) \quad \text{a.e.,}
\]
for \( \phi \in X^*, \ x \in X \).

Comments 3.2. \( H_n \) involves boundary values of a Taylor series expansion for \( e^{-sA} \). It may be shown that, under the conclusions of the theorem, \( \lim_{n \to \infty} H_n(s)x = x, \ \forall x \in X, s > 0. \)

\( H_0 \) being uniformly bounded is saying that \( \{e^{-sA}\}_{s \geq 0} \) is uniformly bounded, while \( H_1 \) being uniformly bounded is equivalent to \( e^{-sA} \) extending to a bounded holomorphic strongly continuous semigroup (see [7] or [9]).

It is interesting that \( G(t) \) is in \( L(X), \ \forall t \geq 0, \) although, in general, there exists no \( F(t) \in L(X) \) such that \( E(t) = F(t)^* \), where \( E \) is any decomposition of the identity for \( A \) (see Definition 2.2); note that \( \phi(G(t)x) = \int_0^t \phi(E(s))\phi(x) \, ds, \ \forall \phi \in X^*, \ x \in X \), for a decomposition of the identity \( E \).

The following indicates just how "close" to being well-bounded a generator of a bounded strongly continuous holomorphic semigroup of angle \( \pi/2 \) is. Compare this Proposition with (c) of Theorem 3.1.

Proposition. Suppose \( -A \) generates a bounded strongly continuous holomorphic semigroup of angle \( \pi/2 \). Then \( \forall \alpha > 1, \exists M_\alpha < \infty \) such that
\[
\|H_n(s)\| \leq M_\alpha s^n, \quad \forall s \in \mathbb{N}, \ s > 0.
\]

Proof. Fix \( \tau > 1 \). For any \( s > 0 \), let \( \Gamma_\tau \) be the circle, in the complex plane, of radius \( s/\tau \), centered at \( s \) (on the real line). Some calculation, using the Cauchy integral formula, shows that
\[
H_n(s) = \int_{\Gamma_\tau} e^{-sA} \left( 1 - \left( \frac{s}{s-z} \right)^{n+1} \right) \frac{dz}{2\pi i s}.
\]

There exists \( \phi_\tau < \pi/2 \) such that \( \Gamma_\tau \subset S_{\phi_\tau} \equiv \{ z \mid \arg(z) < \phi_\tau \}, \ \forall s > 0 \). This implies that \( \exists K_\alpha < \infty \) such that \( \|e^{-sA}\| < K_\alpha, \ \forall s \in \Gamma_\tau, \ s > 0 \) (see Definition 2.3). After the change of variables \( s = s + (s/\tau)e^{i\theta}, \) the integral above, after some calculation, implies that
\[
\|H_n(s)\| \leq K_\alpha (1 + \tau^{n+1})/(\tau - 1).
\]

Letting \( M_\alpha \equiv 2K_\alpha/(\tau - 1) \) now concludes the proof. \( \blacksquare \)

Lemma 3.3 (Theorem 1.1, from [1]). Suppose that \( f : (0, \infty) \to X \) and \( M < \infty \). Then the following are equivalent.

(a) \( f \) is infinitely differentiable, and
\[
\left\| \frac{s^{n+1}}{n!} f^{(n)}(s) \right\| \leq M, \quad \forall s > 0, \ n + 1 \in \mathbb{N}.
\]

(b) \( \exists G : [0, \infty) \to X \) such that \( G(0) = 0, \)
\[
\|G(t) - G(s)\| \leq M|t - s|, \quad \forall s, t \geq 0,
\]
and
\[
f(s) = s \int_0^\infty e^{-st} G(t) \, dt, \quad \forall s > 0.
\]

Lemma 3.4 (Theorem 3.2 from [8]). Suppose (b) of Lemma 3.3 holds. Then, \( \forall t, a > 0, \)
\[
G(t) = \lim_{N \to \infty} \frac{a + N}{a - iN} \int_{-iN}^{iN} e^{zt} f(z) \frac{dz}{2\pi i z}.
\]
where the limit is uniform in \( t \in [0, R], \forall R > 0 \).

Proof of Theorem 3.1. To consider the Laplace transform, we need derivatives of the function \( s \to (1/s)e^{-sA} \). For any \( s > 0 \), using the product rule \( (fg)^{(n)}(s) = \sum_{k=0}^n \binom{n}{k} f^{(n-k)} g^{(k)}, \) when \(-A\) generates a strongly continuous differentiable semigroup, it is straightforward to calculate that, \( \forall s > 0, \)
\[
g^{(n+1)}(s) = \frac{s^{n+1}}{n!} \left( \frac{d}{ds} \right)^n \left( \frac{1}{s} e^{-sA} \right) = (-1)^n H_n(s).
\]

(a) \( \Rightarrow \) (b). Theorem 2.4(a) \( \Rightarrow \) (d) implies that \( f(s) \equiv (1/s)e^{-sA} \) satisfies (a) of Lemma 3.3, thus Lemma 3.3 implies (b).

(b) \( \Rightarrow \) (a). Let \( G \) be the Lipschitz continuous family of operators of (b), with Lipschitz constant \( M. \) Since \( G(0) = 0, \ \{e^{-sA}\}_{s \geq 0} \) is bounded, thus \(-1 \in g(A).\)

For fixed \( \phi \in X^*, \ x \in X, \) let \( G_{\phi,x}(t) \equiv \phi(G(t)x). \) Note that \( G_{\phi,x} \) is differentiable a.e., with \( |G_{\phi,x}^{(n)}(t)| \leq M||\phi||\|x||, \) for almost all \( t \geq 0.\)

For any \( n \in \mathbb{N}, \)
\[
\phi((1 + A)^{-n}x) = \frac{1}{(n-1)!} \int_0^\infty s^{n-1} e^{-sA} \phi((e^{-sA}x) ds
\]
\[
= \frac{1}{(n-1)!} \int_0^\infty \left( \int_0^\infty t^n e^{-tA} e^{-tA} ds \right) G_{\phi,x}(t) \, dt
\]
\[
= \frac{n(n+1)}{(1 + t)^{n+1}} G_{\phi,x}(t) \, dt
\]
\[
= n \int_0^\infty \left( \frac{1}{1 + t} \right)^{n+1} G_{\phi,x}(t) \, dt
\]
\[
= n \int_0^\infty \left( \frac{1}{w - 1} \right) \, dw.
\]
This implies that, if \( p \) is a polynomial, then
\[
\phi(p((1 + A)^{-1})x) = p(0)\phi(x) + \int_0^1 p'(w)G_{\phi,w} \left( \frac{1}{w} - 1 \right) \, dw,
\]
so that
\[
|\phi(p((1 + A)^{-1})x)| \leq \|\phi\|\|x\| \left( |p(0)| + M \int_0^1 |p'(w)| \, dw \right),
\]
which implies that
\[
\|p((1 + A)^{-1})\| \leq 2M\|p\|_{AC[0,1]}.
\]
Since the polynomials are dense in \( AC[0,1] \), this implies that \( (1 + A)^{-1} \) is well-bounded on \([0,1]\), hence, by Theorem 2.4(b)\(\Rightarrow\)(a), \( A \) is well-bounded on \([0,\infty)\).

(b)\(\Rightarrow\)(c). By (b)\(\Rightarrow\)(a) and Theorem 2.4(a)\(\Rightarrow\)(d), (b) implies that \(-A\) generates a strongly continuous holomorphic semigroup. Lemma 3.3 and (*) now imply that (b) and (c) are equivalent.

(b)\(\Rightarrow\)(d). As in (b)\(\Rightarrow\)(c), \(-A\) generates a strongly continuous holomorphic semigroup. If \( \{1/s^2e^{-sA}\}_{s>0} \) is the Laplace transform of a Lipschitz continuous function, \( G \), vanishing at 0, with Lipschitz constant \( M \), then a simple calculation shows that
\[
\left\| \frac{1}{z}e^{-zA} \right\| \leq \frac{M}{\operatorname{Re}(z)}
\]
whenever \( \operatorname{Re}(z) > 0 \). This proves the growth condition. The integral representation of \( G \) follows from Lemma 3.4.

(d)\(\Rightarrow\)(b). For \( 0 < a < s, M > 0 \), the uniform convergence of the integrals on \( t \in [0,M] \) allows us to calculate as follows:
\[
2\pi i \int_0^M e^{-zt}G(t) \, dt = \lim_{N \to \infty} \int_0^N \int_0^{a+iN} e^{zt}e^{-zA} \, dz \, dt
\]

\[
= \lim_{N \to \infty} \int_{a-iN}^{a+iN} \left( \int_0^M e^{zt} \, dt \right) e^{-zA} \, dz
\]

\[
= \lim_{N \to \infty} \int_{a-iN}^{a+iN} \frac{1}{a} \, (1-e^{M(z-s)})e^{-zA} \, dz
\]

so that dominated convergence implies that the limit, as \( M \to \infty \), exists, with
\[
\int_0^\infty e^{-zt}G(t) \, dt = \lim_{M \to \infty} \int_0^M e^{-zt}G(t) \, dt
\]

\[
= \int \frac{1}{2\pi i \, z} e^{-zA} \, dz = \frac{1}{g^2} e^{-zA},
\]

where the final equality follows from a calculus of residues argument.

(d)\(\Rightarrow\)(c) is clear, by letting \( K(t) \equiv \int_0^t G(s) \, ds \) and using dominated convergence to obtain the integral representation of \( K \).

(c)\(\Rightarrow\)(b). A calculation as in (d)\(\Rightarrow\)(b) implies that \( (1/s^2)e^{-sA} \) is the Laplace transform of \( K \), thus (b) follows after an integration by parts, using the fact that \( K'(0) = 0 \).

The uniqueness of the determining function in the Laplace transform and Theorem 2.4 imply that
\[
\frac{d}{dt} \phi(G(t)x) = \left( \frac{d}{dt} \right)^2 \phi(K(t)x),
\]
for \( \phi \in X^* \), \( x \in X \), defines a decomposition of the identity.

The fact that \( (E(t)\phi)(x) = \lim_{n \to \infty} \phi(H_n(t/n)x) \) a.e. follows from (*) and complex-valued Laplace inversion theorems (see [14]).

IV. An application. We will write \( \Delta \) for the Laplacian, the generator of the strongly continuous holomorphic semigroup
\[
(\phi e^{\Delta} f)(x) = \frac{1}{\sqrt{4\pi t}} \int \exp(-|x-y|^2/(4t)) f(y) \, dy,
\]
on \( L^p(\mathbb{R}) \) \( (1 \leq p < \infty) \) or \( C_0(\mathbb{R}) \).

In [10] and, in effect, in [11], it is shown that \(-\Delta\), on \( L^p(\mathbb{R}) \), is well-bounded if \( 1 < p < \infty \). We will use Theorem 3.1 to show that \(-\Delta , \) on \( L^1(\mathbb{R}) \) or \( C_0(\mathbb{R}) \), fails to be well-bounded.

Theorem 4.1. (a) \(-\Delta\), on \( L^p(\mathbb{R}) \), is well-bounded on \([0,\infty)\) if \( 1 < p < \infty \).

(b) \(-\Delta\), on \( C_0(\mathbb{R}) \) or \( L^1(\mathbb{R}) \), is not well-bounded on \([0,\infty)\).

Proof. As we mentioned before stating the theorem, (a) is in [10] and [11]. We will use Theorem 3.1(a)\(\Rightarrow\)(c) to show (b). It is well-known that \( \|e^{\Delta t}\| \leq \|x/\operatorname{Re}(z)\| \), whenever \( \operatorname{Re}(z) > 0 \), on any of the indicated spaces.

Define
\[
P_1(x) = \frac{1}{\sqrt{x}} \sin(x\sqrt{t}).
\]
We will first consider $\Delta$ on $C_0(\mathbb{R})$. As in Theorem 3.1(e), define
\[ K(t)f = \int e^{z^2(tz)} \frac{dz}{2\pi i z^2}. \]

We claim that, if $f$ has compact support, then $\forall x \in \mathbb{R}$, $(K(t)f)(x)$ is a twice differentiable function of $t$, with
\[ (d/dt)^2(K(t)f)(x) = (P_t \ast f)(x). \]

To prove $(*)$, note that, if $k_x(x) = e^{-x^2}$, then
\[ e^{z^2}f = (F^{-1}(k_z)) \ast f, \]
where $F$ is the Fourier transform, thus,
\[ (K(t)f)(x) = \int \left[ \int e^{iz(x-y)} \left[ \int e^{z(t(z-i))} \frac{dz}{2\pi i z^3} \right] \frac{dy}{2\pi} \right] f(y)dy. \]

A calculus of residues argument shows that the innermost integral equals $\frac{1}{2}(t-z)^2 \text{I}_{(1,\sqrt{t})}(z)$, explicit calculation of the inverse Fourier transform now gives us
\[ \frac{1}{2}(t-z)^2 \text{I}_{(1,\sqrt{t})}(z) = P_t(x), \]
proving $(*)$.

Now suppose, for the sake of contradiction, that $-\Delta$, on $C_0(\mathbb{R})$, is well-bounded on $[0, \infty)$. By Theorem 3.1(a)$\Leftrightarrow$(e), the map $t \mapsto K'(t)$, from $[0, \infty)$ into $L(\mathbb{R})$, is Lipschitz continuous. Let $M$ be the Lipschitz constant. By $(*)$, for any compactly supported $f$,
\[ |(P_t \ast f)(x)| \leq M \|f\|_\infty, \]
for all $t \geq 0, x \in \mathbb{R}$. This implies that $\|P_t\|_1 \leq M, \forall t \geq 0$, which is false; in fact, $\|P_t\|_1$ is infinite for all $t > 0$.

Thus $-\Delta$, on $C_0(\mathbb{R})$, is not well-bounded on $[0, \infty)$. We may show the same result on $L^1(\mathbb{R})$ with a duality argument, as follows. If $-\Delta$, on $L^1(\mathbb{R})$, were well-bounded on $[0, \infty)$, let $K(t)$ be as in Theorem 3.1(e). Then arguments similar to those above show that $K$ is a constant $M$ such that, for any compactly supported $g \in L^1(\mathbb{R})$, $f$ continuous,
\[ \int R (P_t \ast g)(x)f(x)dx \leq M \|g\|_1 \|f\|_\infty, \]
which implies that
\[ \|P_t \ast g\|_1 \leq M \|g\|_1, \]
for any compactly supported $g \in L^1(\mathbb{R})$, which implies that $\|P_t\|_1$ is finite, a contradiction. ■