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on a en vertu du théoréme 5

lim Ia,, €08 wnx + by sin wn x| = hm Vaz b2

n-yoa
partout sauf un ensemble H, ), ce qui montre que la constante ¢
dans la formule (12) est la meilleure possible.

6. L’hypothése admise dans toutes les considérations de ce
travail, & savoir que les fonctions envisagées sont des fonctions
de Baire, n’est pas essentielle.

Le lecteur aura remarqué aisément qu’elle peut éire rem-
placée aussi bien dans la définition de supyf(x) que dans les
énoncés des théorémes 1,4, 5 et 6 par l’hypothése que les
fonctions en question satisfont a la condition de Baire. On n’a
pas besoin de modifier la marche des démonstrations. Il faut
seulement supprimer dans les théses des théorémes l'affirmation
que les ensembles de I° catégorie dont il s’agit dans ces théore-
mes sont boreliens.

%) Cest un théortme connu de H. Steinhaus;

voir par exemple
A. Zygmund, op. cit, p. 269.

(Regu par la Rédaction le 10. III. 1948).
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On measures in independent fields
by
S. BANACH 1
Edited by S. HARTMAN.

Among the papers left by BANACH was found the incomplet Polish ma-
nuseript of this paper, written in 1940. § { is almost literally transiated from
the manuscript, The details of farther reasonings were elaborated by S. HARTMAN,

who also supplied the paper with Appendices and adapted it for print, with
some help of HENRY HELSON.

§ 1. Let T be an arbitrary space. A family & of fields %) of sub-
sets of T is said to be a family of independent fields if any finite
number of non-empty sets, belonging to different fields of &, has
a non-empty intersection. That is, ® is an independent family
if the conditions 0==H;ed;e® and A:;==4; for i=+j (i,j=1,..,n)

always imply []JH;=0.
i=1

The family & is called a family of denumerably independent
fields if any sequence of non-empty sets, belonging to different
fields of ®, has a non-cmpty intersection; i. e. if 0¢HieA,-eR

and A;=+4; for i=j (i,j=1,2,..) always imply ”H +0,

The concept of independence of fields of sets Was introduced
by Marczewsk: 2), who also proved the following theorem %):

1) The class A of sub-sets of a space 7 is called a field if A contains with any
set its complement and with any finite number of sets their sum. The field 4
is a Borel field if the sum of any denumerable number of sets of 4 belongs to 4.

?) Cf. E. Marczewski, Indépendance d’ensembles et prolongement de
mesures (Résultats el problémes), Colloquium Mathematicum L2, Wroctaw 1948,
p. 122-132, especially p. 125-127.

3) Ibldem, Théoréme II, p. 126-127. For the proof of this theorem see
E. Marczewski, Mesures dans les corps presque indépendants, Fundamenta
Mathematicae 36 (to appear).
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Let & be a family of independent fields rith a measure?) y
defined in each field Ae®, and let UR) be the smallest field con-
taining all the fields of ®. Then a measure p* can be defined in
UR) mith the follorwing properties:

() pH)=pH) if HeAdeR,
,Lz*(ﬁHi):ﬁ,u*(Hi) if HieAieR,Ar=A; for r=s and n
i=1 i=1

a natural number not greater than the porer of & (mwhich can be
finite) ®).

Marczewskl has asked whether the following theorem is true ©):

Theorem 1. Let & be a family of denumerably independent
Borel fields mwith a denumerably additive measure u defined in
each field Ae®; then a denumerably additive measure (* can be
defined in the smallest Borel field containing all the fields of ®,
such that:

(1) pH)=pn(H) if HedeR,
(2) ,u*(”Hl)zn,u*(Hl) lf HiSAiES?, and Ai#:Aj for l=i=]
i=1 i=1
(i, j=1,2,..).
The object of this paper is to answer the question affirma-
tively.

Theorem 1 was proved by Marczewski in the special case
that every field A4e® contains just four sets?), viz. a set H,

4) A measure p in a field A4 is a veal function w(H)>»0 defined for every
set HeA, such that w(T)=1 and w(H,-+ Hy)=p(H)+ u(H;) for any disjoint

H,.H,eA. The measure is denumerably additive if g (ZII) Z,,e (H;) for disjoint
Hy.Hy, =t /=

5) erlds 4; for which condition (II} holds are said to be sfochastically in-
dependent with respect to the measure p*,

%) loco cit? Théoréme Il, especially p. 127.

7)) Cf. E. Marczewski (Szpilrajn), Ensembles indépendanis ef mesures
non séparables, Comptes rendus de I'Acad. des Sc. Paris 207 (1938), p. 768-770,
especially Théoréeme II, p. 769, and E. Marczewski, Ensembles indépendants
et leurs applications & la théorie de la mesure, Fundamenta Mathematicae 35
(1948), p. 13-28, especially II Théoréme fondamental, p. 25.
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its complement, the empty set, and T. Then evidently every
Ae® is a Borel field and any measure u defined in A4 is denu-
merably additive. The theorem was enunciated by P. Levy in
another special case, namely when & consists of two fields and
the measures have a spccial form *).

§ 2. The smallest (finitely additive) field containing all the
fields of & will be denoted, as above, by U(®). To prove
Theorem 1 it is enough to define a measure ¢* in U(R) satis-
fying (1), (2) and the following condition:

(3) If HieU®) (i=1,2...) are disjoint and if YHie US), then
i=1
{*(;:Hi) =§,u*(H,)

For then it is known that «* can be extended to a denume-
rably additive measure on the smallest Borel field over U(R), 1. e.
the smallest Borel field containing all the fields of &.

Moreover, (3) can be replaced by the equivalent condition:

4 If HeU®, H T Hip (i=1.2,..) and limu*(H;) =0, then
[TH: +0.
i=1

Let F[U®)] be the family of all real functions defined for
te T, assuming only a finite number of values, each value being
assumed on a set belonging to U(8]). Every function yeF[U(®)]
can be written in the following form (see Appendix 1):

m

(5) Yyt =22 .k Hiiji(f)-
=

Here the zj(f) are the characteristic functions of non-empty
sets Zy, which belong to different fields 4;e® for different j,
and which are disjoint in k for any field j. That is:

(@) Zu=0,
(8) ijexlj(:‘K, Ai#:lj for if=7,
() Zip-Zy=0, for k+land j=1,2,....m.

% See the book of P. Lévy, Thdorie de l'addition des variables aléatoires,
Paris 1957, p. 126 and 132.

Studia Mathematica. T. X. 11
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The coefficients ai,..k, are real numbers, and the summation
is extended over all systems k, ...kn which satisfy the conditions
1<k<r (j=1,...,m).

§ 3. Uniformization. Let y, and y; be two (not necessarily
different) functions from F[U(®)]. They are said to'be uniformized
when they are written

(6) ’_Z a km H Z]k

(@) C oy =2aP . ].inkj‘f)

where the z;(f) are the characteristic functions of sets Zj which
satisfy conditions (@)-(v). The summations in (6) and (7) are ex-
tended over the same systems of indices ky...kn (L<Clj<Iry).
Thus the right sides of (6) and (7) can differ only in the coeffi-
cients ar,..kp- ‘

Refinement. Let y be a function given in the form (5),

and let B,,B,,..., By (p>>m) be distinct fields of ®, among which
occur the 4;. For each j suppose s; non-empty disjoint sets Uye B;
are given such that if B; is identical with some A;; then every
Zn is the sum of some of the Uy; and if B; is different from all
the 4;, the sum of the Uy is T.

Then (5) can be transformed (see Appendix II, 1°) into the
following:

(8) ybu Hun

(1<),

where wu;(f) is the characteristic function of U;. We call (8)
a refinement of (5) by the sets Uj.

For two functions (not necessarily different) from F[U(®)|
given in the form (5), there always exists (sec Appendix III)
a system of sets U; by which both functions can be refined.
Such a common refinement uniformizes the functions. Hence any

- tmo functions of F[U(®)] can be uniformized.

Denumerable uniformization. If y, is a sequence of

functions belonging to F[U(®)], in general no uniformization is
possible for all the y. in the sense defined above.
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Howerver the following represeniation can always be reached
(see Appendix IV):

. my,

(9) . Yalt)=Dlaf" . 1]—7! fo(t) for m=1.2,..,

where 2z is the characieristic function of a mon- emply set
/JkeB,eQ with the sequence {B;} (generally infinite) containing
no field more than once. The numbering of the B; is determined
simultaneously for all n. Further, as usual, Zn-in=0 for rs,
and the summation in (9) is taken over all sy stems ky...km, such
that 1<Ck;-7ri® In general the sequence my is unbouuded as n
increases. The sequence ya. given in the form (9), is said to Be
denumerably uniformized.

§ 4. Lemma 1. Let' tmo uniformized functions y, and y, of
FIUR)] be given:

m

yi ) =2al . [lzu,(t),

m jaog)

ya(t)=2a , ]Z]A

If for every t mwe have yl(t)z y.(f) or yl(t)\z Y.(t), then for
every set of indices we have al) = or al) , CeaP)
. ki .

respectively.

then

m’

Proof If we set alf , —a®
TR e

gk KL
Zak, Tk H

mj

(t)=0 or >0, resp., for all ¢.

From conditions (2) and (8) and from the independence of
the fields of & if follows that for every system of indices oy,..., om

ihere is a feT for which sz,j(t)=1.
=1

m

IFrom (y), HZ,:,
kyo..km. So for this £, _Jm, S Hz,; (f)=ay,...

t)=0 for the same ¢ and any other system

on and ag..q,=0

ye(t} or y,(f):=y,(t) for all {. Since
om was arbitrary, the lemma is proved.

or =0, according as y,(f)=
the set o;...
Remark. Only the finite independence of the fields of &
was used in the proof; their denumerable independence will be

used later.
11*
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Lemma 2. If y)>>0, or =0, or <0 for all t, then for
every system of indices, 8.k, >0, OF =0, or <0 respectively.
This is an immediate consequence of Lemma 1.

§ 5. We now introduce three operations on the functions
yeF[U®)], called integration, contraction and separation.
Integration. If y is given by (5), write formally

m

‘J‘y(t) dt=ay,.. kmﬂltzikj~
7 ke

We show that the integral does mot depend on the particular
representation of y (always, of course, of the same type as (5)).
Indeed. suppose

-,
(10) y () =Ebkl...kpjgvjkj(f),

where the vp(f) are the characteristic functions of sets Vj. Let Uy
be a system of sets which refines both representations, yielding

a q

yO=3c o, ), yO)=2c!_y, [T, (®

= =
respectively, where u is the characteristic function of Up. By
Lemma 1, o) . =cf i for every set of indices; by Appen-

kg

dix II, 2° 7) the integral is not changed by refinement. That is,

m q
2a . ky ‘HI;L(Z,-:C )= g J.nﬂ( Up)=
L &

q »
=Zcfl) k, ].Q/‘(Uiki) = b .. kp jgiM(ijj) s

which establishes the invariance of the definition.

Let y, and y, be functions from F[U(®)], with uniformized
representations
n

BO=2a). ., [T, 5s)=Zal s, D -

7) Only finite additivity of the measure w is assumed there. Denumerable
additivity will be required later.
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It is immediate that
(11) Tf W)+ y. (1) dt = Tf () dt+ [y, () dt,
(12) Tfay(t)dt:z;fy(t)df:r

for any number a. By Lemma 2,

(13) Jyhydt=0 if y@®=0 for all %,
; .

, Denote l:.)y F(4) the subset of F[U(®)] composed of all

functions which assume each of their values in a set belonging

to Ae®, and let y(f)eF(A). The representation (5) becomes then
m

y(®) ':;L;E:akzk (?).

m
and the corresponding integral is 3apu(Zi); this integral is iden-
¥=1

tical with that in customary sense engendered by the measure .
Hence follows

(14 - Jtdt=pu(T)=1,
T

the functions y(f)=c¢ being contained in all sets F(4).
From (11) and (13) it follows that

(15)  if y()2>yo(t) for all ¢, then [y, ()dt>[y.()dt.
b 7
Fi.na_lly suppose UedeR, VeBe®, and let u, o be the cha-
racteristic functions of U, ¥ resp. By the definition of the integral,

(16) Juld)-o(t)dt=u(U)-u(F).
T

Contraction. Given y(f)=2Dar, ek Hz,-k}.(t), define :
j=1
(17) W (Y. t) =2 au...kpy Ze1s() _H,uzjkj, if m>2,
(18) Wy.t)=y(t) if m=1.

We call (17) the contraction of y with respect to the field 4,.
The result of the operation evidently depends on the choice
of A;; however, a proof entirely analogous to that given for inte-
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gration and in Appendix 11 shows that W(y,# is not changed by
refinement of y, and it follows that the definition does not depend
on the representation.of y. once A, has been fixed. Exactly as
for the integral one proves that contraction by a given field is
a linear operation, and that if y() 30 for all ¢, the same-is (rue
of W(y,1). Hence

19) if y(f)>ye(®) for all £, then W(yy, ) > Wiye, ), for all £

where contraction is performed with respect to the same field.
m

Separation. Again suppose y(f) =8 ..k Ulzjkj(f). For
any t,eT define ”
m

(.)..()) S(.lj s ti s t) =Zak1 vk Zlkl(t1) szki (t) '
j=2

We call this operation separation performed at f, with res-
pect to the field A4;. Again it is easy to show that S(y,t.t) de-
pends only on y,#;,t and A;, and not on the representation of y
once A, has been fixed. For fixed ¢, and 4,, separation is a linear
operation; and if y is non-negative, so is S(y.t,.t). Hence

21) if y,(t).>yo(f) for all £, then S(y,.t,.1) - S(ys.1,.1) for allt,t,.
where separation is performed with respect to te same field.
Lemma 3. If y is of the form (5), then .

(St 0dt=W(y.t) and [W(y.tdi=[y(Hdt.
T T T

These relations are evident on writing out the integrals ex-
plicitly.

§ 6. Measure. Let E belong to U(R), with characteristic
function y. Define

(22) WHE)=[y B dt
T

Tt tollows from (i1) and (13) that x* is a (finitely additive)
measure, and by the definition of the integral we liave (k)= u(E)
for EeAc® By (16) the fields Ae& are stochastically indepen-
dent with respect to g*. So u* satisfies the conditions of the theo-
rem of Marczewskr, Since only the hypotheses of that theorem
have been used, we have proved it on the way to the main result,
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§ 7. Lemma 4. Let y be of form (3)
: (3), a a real ber, &
ty.....tm points of T such that number, and

Y(ti s v tm) '—d—fzﬂkl ek Hszj(tf’ Lea.
J=1
Then there are sets HjeA; (j=1,...,m) for mhich

(33) fje‘Hj,

m

(24) y(t):=a for all te[]H;.

j=t
. S rj
Proofl First assume that tjczEZ,-k for each j; that is, there
- - g - =t |
are indices ¢y,...,0m for which tieZjs. Let Hy=2Z;,. Evidently
. . 7
Hjed;, so it remains to prove (24). Notice that kg implies
tinoneZp;, or zj () =0, 50 Yt .., tm) =a0,,.0,,: hence ag,...q, 2>

m
Now if fe[]H; we have also y(f)=a,,. o > 8
14 Gy 5 8.
T J
Now suppose {; noni;:ij for at least one j, say for j=s,,...,s

(t<p<m).

P
For each such j, zp({)=0 (k=1,...,r}), so that

]_Izizikj(t)=0 for any in:lices kys.oo,km. Hence Y(t,...,tn)=0 and
- Qg / . ]
a<{0. Set szT—ngjk for Jm———sl,...,sp, and er.’é,‘lzjk for
other j. Then t;eH;ed;. If ti”Hj’ then tnoneZy (k=1,....r5)
—1 m
for at least one j (since p»1), from which Hijj(t)ZO for any
=i

choice of the k;. Hence y(t)==02>a, and (24) holds

m
Lemma 5. Let yn(i)zzc'z};;)mkm j]z-liz}'i;(f) be a sequence of de-

numerably uniformized functions from F[U(R)]; suppose there is
a finite or infinite sequence t,,t,,... of elements of T, such that

for each n
: Yalty oo, tmy) 2.

Then there is some 9eT for mhich yn(# >a (n=1,2,..).
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Proof. By Lemma 4, for each n there are sets Hje Aj
(j==1,...,mu) with the properties:

tieH; for j=1,....mn,
"ln
ya(t)=a for fenjH}',

e

For j>>my set Hi =T and define W;=[[H}. Each W; is non
=1

empty, since tel;; and because the Ae® ave Borel fields (the
first use of this hypothesis). W;ed;. Now set H—-]IH This in-

tersection is non empty, because the Ae® are (lenumeml)ly inde-
pendent (this is the only use of the hypothesis in the proofl).

my

But if deH, then d¢[JH} and yu(9):>a for all n. So the lemma
j=1
is proved.

§ 8. Proof of Theorem 1. It only remains to prove
that p* satisfies condition (4). Suppose

H.eUK), H,DHn1, p*H)>a>0,
Let yn be the characteristic function of H,. Then yaeF[U(K)]
fyn(t) dt = a, and for all ¢
T
(25) Yu(B) 2 Ynpt () (n=1,2,...).

We take the y, denumerably uniformized:

my

(=ap_, I3 ®).
Then cE
(26) Mad1 3 My n=1,2,....
v (19), for all ¢
©7) W @, 1) 3 W (Ynas, 1) n=1,2,..),
and by Lemma 3
(8) jW(y,., dt>a (n=1,2,..).
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Now every W(yn,t) belongs to F(4,). But 4* is in 4, a de-
numerably additive measure (this is the first use of the hypo-
thesis), and the integral of y.(f) over T (in the sense given p. 164)
is an integral generated by #* in the Lebesgue sense. Hence,
applying (28), :

29) j lim Iy, ) dt =lim J"W(yn,t)dt >a.
7 e n—)tcT

By (27) and (29) there is an elemeni ¢, for which
(30) Wyn,t) > a (n=1,2,...).

Now set yn,1(f)=S(yn.t;.1). These functions are already de-
numerably uniformized. By (21), ya.1() 2> ynt1a(#) for all £; by (30)
and Lemma 3

J‘y,,,i(f) dit>> a
7

So the ya,  are like the y,, and there is a t, for which
Wiyn,,ts) »a n=1,2,....

where contraction is performed with respect to A,.
Yna()=S{yn.1, b, D) we have yn,a(8) > Yuir,of) for all £ and

Jynathdt > a
T

Setting

(n=1,2,...).

This procedure can be repeéted indefinitely by setting
Ykt (O =8Un,t, trpt, 1.

If m,=I for some n (or several, or infinitely many n),
say for n such that p<n<r, we have for these n after the
(I— 1) step

-1

(31) Y11 ( t)——Zak e zgﬁ’(t)ny ).

The functions yn,i— with p<<n<{r each belongs to F(4).
Contraction with respect to 4; leaves by (18) the ya,—s invariant.
Having fixed I, the W(yn.—1,1) are a non-increasing sequence in
the index n, and for every n

J‘W(yn ,l—-l:t) dt >a.
T
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It follows that there is a t; such that

Wiy i1, ) - a n=1,2,.. .
. (Yn,1-1,t1) ( ) Appendix 1.
and in particular -
(32) Yni—i(t) =a for peinwlr. Representation of functions.
For these values of n, however, the left side of (32) is by Let H, (v=1....,p) be sets belonging to U(®). For every »
(31) on one hand the function yu,z(t]=~5'(yn.1—1,t1, )= which is n,, M
a constant, and on the other hand identical with Ya(ty,....1n,). 5

' (1) H“'—'Z nGx“

In casc mu==1 for all nl:-p, the process is finished; olhm- =1 -
wise continue with those yu,i() for shich m,>>[, in other words - ) . ) . ..
for which n>r. Finally, a (possibly finite) sequence of elements where ~e““3h. set ,_G"f be]‘gﬂgs to a field Ajje®, with A=A} if reEs.
t,ty, ... is at hand, which with the yn satisfy the hypothesis Benm.nbttr ihe fields 'A"i I sunp.le order: AI!".'sAm? wherc dis-
of Lemma 5. tmfgt IlldlC(?S belong‘to distinct fields. In each intersection of (1)
So there is a deT for which ya()>a (n=1,2,..). Since write the factors Gy in thf: order of tlle inflices of‘the fie}jls to
a>0 and the y, are characteristic functions, y.(d)=1, so that which. they l)}elong, supplying a T as the r factor if no Gij be-
deH, (n=1,2,...). longs to A4, (1'=1,‘:.,m). By the 111depencknce of th‘e fields, no
1 set except 0 and T can belong to more than one field, so this
rearrangement can be carried out without ambiguity. By reno-

Hence ,LI;I,H" +0, (4) is shown, and Theorem 1 is proved. ming the reordered factors we have a representation

n,

2 H=2 H Hj,

i=1 j={

where Hijed;e® (A:+4; for r==s).

Now for cach j put the sets Hj in a simple series Hjx
(k=1,..,8; Hx== Hy for k==1). For each j and every system
oy...0s; compoesed of zeros and ones, form the product

¥
[[(— 1) Hj,
k=1
where — Hy means T—Hjx.
buppose r; of these intersections are non-void; call them Zg
(k=1,....r}. L\ldently Ziedj, Lyp-Ly=0 for k=1, and every Hj

is the sum of some of the sets Zj....,Zy;. So there are num-
bers g%, (each 0 or 1) such that

Zﬁm e
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Setting this in (2) we obtain
1y, m
& .,
H=3 218 By, 2]
where the outer summation is taken over all systems k...kn
(1 <k<<ry). Setting a3, _, equal to the smaller value of 1 and

n,

v 2
ig’:ﬁilh'“'.ﬁimkm’ we gel

m
(3) Ho=2Xa .. jL]Iiji.
The intersections in (3) are disjoint.
Let Z be the characteristic function of Zy, and y. the cha-
racteristic function of H,. Then

m

) yu(t) =Za};‘,,_km lejk,-(f)-
=
Now if yeF[U®)] assumes its values a,...,ay on the seis
P
H,,...,H, respectively, y(t) =Day.d), i e
. =1

m

y(O) =28k .k, gzjkj (),

where the summation is taken over systems k... kn (L+lkj<lry), and

P
\1 2
... km =Z’la”ak1 vk

1
ar=z
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Appendix II.

Refinement.

1" Let the function y be given in the form

(1) y(O) =2ty [Tzi(0).
i

where each zj is the characteristic function of a non-empty
set Zipedje®(1l < k<{r). with A, A for r=s; and Zp-Zy=0
for any j, when k=1

Let B,,B......,Bn,...., B, be distinct fields of &, such that
B;=A; for i<_m. Suppose further we are given sets UjeB;,
non-empty, disjoint in i for fixed j, and such that for j<(m

5
(2) Lo =2BiUs  (each i being either 0 or 1),
=t
and for j=>m
Sj B
3 T =§ﬁm Ui (each g1 =1).
If uy is the characteristic function of Uy,
5
(4) _;:ﬁjkiuﬁ(t)=z,-k(t) when j<m,
5
5) Dhniup(t) =1 for all f, when j=>m.
=1

Write unit factors in each product of (1) so the index j runs
from 1 to p, and then substitute formulas (4) and (3) for the
functions zy; and for the unit factors respectively. Then we have

5 P
©) yt)=2an.ky, [ 2 Bjeji wis(B) =D akykeyy Dk e Brkpip J_]—{ wi;(8),
j=1 = =

where the inner summation is taken over all sets i,...i, such
that 1 <i;<s; for each j, and the outer summation as before
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over sets ky...,kn such that {<(k;j<(r;. Changing the order of
summation and writing

(7) bfl,,, ip =L‘ Z){ ak, .k Bikgis-en -ﬁp}.-pip s
1 Fm
we have

) r
y(f) 2.217,-‘ ..‘iﬂjI:.!ujij(t)~

i ip

This representation is a refinement of (1) by the sets Uy.
2° We show that
m »
(8) Day, .k, HI 1 Zg) =2, Il#( .
j= ==
Indeed, from (2)
5
9) w(Zix) =,§;:ﬁikrﬂ(Uii) for j<Im,
=
and from (3)
5
(10) £ =281t p(Upp) for j=>m.
=1
By the same algebraic procedure as before, i e. by writing
p—m unit factors in each product on the left side of (8), and
by substituting (9) and (10). we obtain

4
Z&kl...km Zﬁ1 Keig*ers 'ﬂl’kpip jl;{;t([/i;;),

where the sums are as in (6). By changing the order of summa-
tion and using (7) the right side of (8) appears.
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Appendix III.

Common refinement.

Let functions y; and y, of FIU®)] be given, not necessarity
distinet:

mi

() , v =2ap Iz} ).
) velt) =22, 11 0

Here the 2} are characteristic functions of sets Zjx (»=1,2;
J=1mes k=1, such that Zji=0, ZhedleR(A’+ A}
for r=s), and Zj-Zj=0 if r+s. There may or may not be
fields A; identical with fields 4. But form a series B,.... B,
out of the 4i and the 4 which includes each field just once, and
for each of the Bj., renumber in a series Zj (s=1,...,g) all the
sets Zm such that 4A;=B;. As in Appendix T form all the inter-
sections

¢
o) [~172,

where the o; assume the values 0, 1; and number the non-void
intersections Uy, ...,Uj;. Evidently for each j, UueB; and
Uy-Up=0 if i%=k: cach set Zj belonging to B; is the sum of
some of the Uy, and for fixed j the sum of the Uy is T. Thus
the sets Uj; vield a common refinement of (1) and (2).
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Appendix IV.

Denumerable uniformization.
Let a sequence of functions from F{OU®)] be given
Hu(m
1j

where ulf(f) is the characteristic function of a non-empty sct

(1) Ynl) =2

i==1,..., [Jn)-

UteAle® for n=1,2,..; j=1,...,Pn}
1 ]

I r=s, A"+A" and Uj-Uji=0. We shall transform (1) by
induction so as to obtain a representation of the following kind:

my °

[0,

k'”n}-i ikj

@ yn _21 a(ni

where z{}!(t) is the characteristic function of a set Zji== 0, ZjieB;e®
for n=1,2...; j=1,....,my; i=1,. if r==s, BB, and
7% 7% =0. Here the sequence {Bj} does not involve the index n.

r(nl

Assume that y;,...,yn— are already e\pqued in the form (2),
with the fields Bi,.... Bm, , and the sets 7 eB; determined
(I=1,...,n—1; j=1,...;ma1; k=1,...,rl).

10 If a field A7 is identical with By for some h < mn—y, set

=T and accordingly
uR (=78, sP=rfy.

20 If there are fields A} which are not among the B

Y denote them by Bm,_t1,...,Bn,, and write cor-
respondingly: :
n i n
Ui]\‘= mn_1+‘k5“"Zmnh"
WPO=70_ il 2D (Ll afl),
I p——) {n)
st=rl .. .,.,rmil.
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3% If some B; (j<<my-s) does not occur among the 47, set
r,

Zi=T, zM®=1 for all ¢, and r{"=1.
By this procedure each product

&) H uf (t)

of (1) is transformed into a product

my

) U (),

which differs from (3) only in the order of the factors and the

presence of certain unit factors. Bearing in mind that rin=1 for
the 0
J considered in 3°, each b i, €an be revritten a"z’__',\,m , and

Y- has been reduced to form (2).n i

(Regu par la Rédaction le 4. 6. 1948).
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