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Introduction (\(\square\)). In the recent literature (\(\square\)) various mathematical problems in set theory and related domains have been discussed which exhibit the following pattern. Each of the problems consists in determining all infinite cardinals \(\alpha\) which possess a given property \(P\). It has been known for some time that the properties involved fail for the smallest infinite cardinal, \(\omega\) (or \(\kappa_0\)), while they hold for all accessible cardinals (i.e., roughly speaking, for all those non-denumerable cardinals which can be obtained from smaller ones by means of ordinary arithmetical operations). The question whether these properties apply to any or all inaccessible cardinals different from \(\omega\) had been open; it even seemed plausible that this question could not be answered in either direction on the basis of the familiar axiomatic foundations of set theory. Quite recently, however, an answer to this question has been found for large classes of non-denumerable inaccessible cardinals. It has turned out, contrary to expectations, that all cardinals in these classes possess the properties involved, and thus behave not like the smallest inaccessible cardinal \(\omega\), but like all the accessible cardinals. Actually we do not know at present any non-denumerable cardinal which is capable of a "constructive characterization" (in some very general and rather loose sense

(\(\square\)) The present paper is an outgrowth of two short articles of the authors [12] and [49]. (The numbers in square brackets refer throughout to the bibliography at the end of the paper.) The paper has been prepared for publication during the period when Tarski, and for a short time also Keisler, were working at the University of California at Berkeley on a research project in the foundations of mathematics sponsored by the U. S. National Science Foundation (Grants GI4606 and GI39075). The authors express their sincere appreciation to Haragushi N. Gupta who, working on the same project, rendered considerable help in preparing the manuscript.

(\(\square\)) See, for example, [4], [25], and [48], where references to the earlier literature can also be found. In cases important for our discussion we shall state here results and occasionally proofs known from the literature.
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of the term) and for which we could not prove that it possesses the properties discussed. Nevertheless, the straightforward question whether all cardinals larger than \( \omega \) possess these properties is still open, and it does not seem very likely that the methods now available will bring forth an answer to this question.

The results we have mentioned concerning large classes of inaccessible cardinals were originally obtained with the essential help of metamathematical (model-theoretical) methods \(^5\). These methods still provide the intuitively and deductively simple approach of the topic in its full generality. In our opinion this circumstance provides new and significant evidence of the power of metamathematics as a tool in purely mathematical research, and at the same time does not detract in the least from the value of results obtained. Nevertheless we have decided to undertake in this paper an exhaustive purely mathematical treatment of the whole topic avoiding any use of metamathematical notions and methods. We have been motivated by the realization of the practical fact that the knowledge of metamathematics is not sufficiently widespread and may be defective among mathematicians who would otherwise be intensely interested in the topics discussed, and to a certain extent also by some (irrational) inclination toward puritanism in methods. As will be seen from some remarks below, we do not feel that we have been entirely successful in our undertaking. The final judgement must be left to the reader.

The authors are planning to publish one or more papers in the future containing the discussion of metamathematical problems which exhibit the same pattern as the problems treated in this work, and embodying all the related results the authors have obtained \(^5\).

The problems which will be discussed here are formulated in terms of several branches of mathematics: general set theory, theory of Boolean algebras, theory of measure, group theory, topology, and functional analysis. A closer study shows, however, that one can single out a small number of problems such that each of the remaining ones is equivalent to one of them. Actually we have found it possible to concentrate upon three properties of infinite cardinals expressed by the following conditions (the exact meaning of the terms involved will be explained below):

(a) There exists an \( \alpha \)-complete field of sets with at most \( \alpha \) generators in which some \( \alpha \)-complete proper ideal cannot be extended to an \( \alpha \)-complete prime ideal.

(b) In the field of all subsets of a set of power \( \alpha \) every \( \alpha \)-complete prime ideal is principal.

(c) There exists an \( \alpha \)-complete field of sets in which some \( \alpha \)-complete proper ideal cannot be extended to an \( \alpha \)-complete prime ideal.

The classes of all cardinals satisfying (a), (b), and (c) will respectively be denoted by \( C_1 \), \( C_2 \), and \( C_3 \). \(^5\) It will be seen that \( C_2 \) is included in \( C_1 \) and that \( C_3 \) is included in \( C_4 \). It is known that \( \omega \) does not belong to any of these classes and that each of them contains all accessible cardinals, but the problems are open whether any two of these three classes coincide, and whether any of these classes contain all non-denumerable cardinals. Among these classes, \( C_3 \) proves to be more closely tied up with metamathematical problems outside of general set theory and more readily handled by mathematical methods. On the other hand, \( C_2 \) and \( C_4 \), in addition to their metamathematical content, admit of simple metamathematical characterizations, and their study is relevant for metamathematical purposes.

The paper is divided into six sections, numbered § 0 to § 5. § 0 contains an account of terminology, notation, and some basic results which are for the most part known from the literature and are stated (with one exception) without proofs. The main task of § 1 is to provide as much information as practical concerning the extent of the class \( C_1 \). The main results of this section have the following form: a given "constructively characterized" class \( X \) of cardinals is included in \( C_1 \). To give an example, assume that all the inaccessible cardinals are arranged in a strictly increasing sequence \( \theta_0, \theta_1, \theta_2, ... \) and let \( L \) be the class obtained from that of all accessible cardinals by adjoining all those \( \theta \)'s which are larger than their index \( \xi \). Then a relatively simple and rather weak result implied by our discussion is that \( L \) is included in \( C_1 \).

With more detail, our procedure in § 1 can loosely be described as follows. We single out a certain family of subclasses of \( C_1 \), to which we refer as normal classes. It turns out that the class of all accessible cardinals is normal, while on the other hand the class \( C_1 \) proves to be

\(^5\) In a different terminology, these classes have been discussed in \([4]\). In fact, \( C_1 \) and \( C_2 \) respectively coincide with the class of all cardinals having the properties \( P_1 \) and \( P_2 \) of \([4]\); it will be seen in § 4 of this paper that the class \( C_2 \) is just the class of all those cardinals which either are inaccessible or have the property \( Q \). In \([32]\) the infinite cardinals not belonging to \( C_1 \) are referred to as Ulam numbers. The infinite cardinals not belonging to \( C_1 \) prove to coincide with those which are referred to there as Stone numbers and also with those referred to as Tarski numbers. (The definitions of Stone numbers and Tarski numbers are different, and the author of \([32]\) did not realize that they are equivalent.) As regards metamathematical characterization, \( C_2 \) coincides with the class of all inaccessible cardinals in the sense of \([48]\); \( C_2 \) consists of all accessible cardinals and those inaccessible cardinals which are strongly inaccessible, and under the generalized continuum hypothesis simply coincides with the class of all strongly inaccessible cardinals.
normal if and only if it contains all non-denumerable cardinals and hence, in view of what we have mentioned before, the normality of $C_1$ is an open problem. Furthermore, we establish several induction principles to the effect that certain "constructively characterized" operations, when performed on normal classes (or sequences of normal classes), yield new normal classes. These operations are of the kind that they lead from a class $X$ to a new class $Y$ which includes $X$. Actually, under some weak assumptions on $X$, e.g., if $X$ contains all accessible cardinals and is properly included in $C_1$, the resulting class $Y$ properly includes $X$ and is still properly included in $C_1$. Hence, by taking the class of accessible cardinals as the point of departure and by performing repeatedly the operations which preserve normality, we obtain a more and more comprehensive classes of cardinals which are included in $C_1$. Unless we are able to show (by a different method) that $C_1$ contains all non-denumerable cardinals, this process will never end, and thus the methods which we use will never produce a largest "constructively characterized" class included in $C_1$.

In the development of §1 some traces of its metamathematical origin can undoubtedly be discovered. We believe nevertheless that this development shows a sufficient degree of mathematical simplicity to enable the reader, not only to follow the discussion formally, but also to assimilate it intuitively without depending on a familiarity with the ideas underlying the origin of the discussion. The notion of normal classes (which in our development functions as a tool rather than as a goal) may become an object of interest in its own right, and it may well turn out that the theory of these classes is better suited to a mathematical than to a metamathematical treatment.

In §2 we establish a variety of characteristic properties of cardinals belonging to $C_1$; in other words, we consider various problems we show to be equivalent to the problem of determining the extent of the class $C_1$, to which, therefore, the results obtained in §1 automatically extend. Actually, we succeed in getting more general results by considering, instead of individual cardinals $a$ in $C_1$, couples of cardinals $a, \beta$ such that both $a$ and $\beta$ as well as all cardinals between them belong to $C_1$.

We begin with a detailed discussion of problems formulated in general set theory and abstract Boolean algebras. In the later part of the section we give an account of related results from other branches of mathematics. Two of these results are new; they provide a topological and an algebraic characterization of the class $C_1$. The remaining results in this account can be found in the literature, and will therefore be discussed only briefly. Strictly speaking, these results concern, not $C_1$, but a related class $C'_1$: if $C'_1$ contains all non-denumerable cardinals, then $C'_1$ coincides with the class of all infinite cardinals; otherwise $C'_1$ is the initial segment in the class of all infinite cardinals determined by the first non-denumerable cardinal not belonging to $C_1$. The mathematical importance of $C'_1$ appears clearly from the fact that $C'_1$ consists just of all infinite cardinals $\alpha$ such that on no set of power $\alpha$ does there exist a non-trivial countably additive two-valued measure.

The discussion in §3 essentially parallels that in §1, but concerns the class $C_2$ instead of $C_1$. The aim is to describe as fully as possible the extent of $C_2$. We first establish certain upper bounds for the extent of this class. Not only do we show that $C_2$ is a part of $C_3$, but we prove that the class $C_2$ is normal. Hence $C_2$ is a proper part of $C_3$ (unless the latter contains all non-denumerable cardinals) (1), and of course the same applies to all larger classes obtained from $C_3$ by performing operations which preserve normality. We then extend to $C_2$ the main results established in §1 for $C_1$ (i.e. we show that various "constructively defined" classes of cardinals are included in $C_2$); since $C_2$ is a part of $C_1$, these extensions are actually improvements of the corresponding results in §1. Unfortunately, it turns out that the arguments to be used for obtaining these extensions, although basically similar to those applied in the case of $C_1$, are technically much more complicated and can hardly be regarded as satisfactory from the viewpoint of formal simplicity and intuitive clarity. For these reasons we have decided to apply the following procedure, which seemed to us to be the best way out of our predicament. We establish in full detail one rather weak result of the kind in which we are interested—a result which at any rate implies that the class $L$ (mentioned above in connection with $C_1$) is included in $C_2$. From then on the development assumes a very sketchy character: we simply formulate in proper order the main results with necessary definitions and lemmas, omitting all the proofs. Our advice for the reader is to skip part of §3 at first reading, making only a mental note of the main results. If afterwards he wishes to fully convince himself of the truth of these results, he may attempt to reconstruct the missing proofs by using our outline and following the lines of the arguments in §1; we believe that this reconstruction may require time and patience but presents no fundamental difficulties nor new ideas. Instead, and this may be simpler, he may use some sources available in the literature to reconstruct metamathematical proofs of the main results (4). Or, finally, he may wait for the proposed paper or papers of these authors which are to contain detailed metamathematical discussion of the results involved.

(1) The fact that $C_2$ is a proper part of $C_3$ (but not that $C_2$ is normal) was first stated in Haus-Scott [11]. The result that $C_2$ is normal was obtained by one of the authors while proving a closely related metamathematical result, announced as Theorem 3 in [8].

(4) We believe that the recent article [9] of Haus together with [48] will provide sufficient tools for the reconstruction of the proofs.
The discussion in § 4 and § 5 is parallel to that of § 2. The main topic is the study of characteristic properties of the class \( C_\alpha \) in § 4 and of the class \( C_\beta \) in § 5. We have found it advantageous, however, to consider, in addition to the classes \( C_\alpha \) and \( C_\beta \), a binary relation \( R \) between cardinals with the property that \( \alpha \leq \beta \) if and only if \( \alpha R \beta \). In this way various theorems on \( C_\alpha \) and \( C_\beta \) are obtained as immediate corollaries of more general results concerning \( R \).

In the two sections we establish numerous necessary and sufficient conditions for \( \alpha R \beta \), \( \alpha \in C_\alpha \), and \( \alpha \in C_\beta \) formulated in terms of general set theory, theory of Boolean algebras, and point-set topology.

We do not know and hence do not give any specific results concerning the extent of the class \( C_\alpha \) which would be analogous to those stated in § 1 for the class \( C_\beta \) and in § 3 for the class \( C_\gamma \). Since, however, \( C_\alpha \) includes \( C_\beta \), as in § 3, the main results of § 1 automatically extend to \( C_\beta \). Recall that in § 3, in addition to establishing the inclusion between \( C_\alpha \) and \( C_\beta \), we give some stronger results concerning the relationship between these two classes; the problem whether analogous results can also be established concerning the relationship between \( C_\beta \) and \( C_\gamma \) is still open.

§ 6. Preliminaries. We are not committed in this paper to any formal definition or axiomatization of set theory. For most of our purposes the axiomatic system of Bernays is adequate. As is well known, Bernays set theory can be treated as an axiomatic theory formalized within first order predicate logic, with the membership symbol \( \epsilon \) as the only undefined non-logical constant; we distinguish in this theory between classes and sets, defining sets as those classes which are members of other classes. In some portions of our paper however, we discuss notions which, in the Bernays set theory, either cannot be formalized in a natural way or cannot be formalized at all; e.g., such notions as sequences of classes indexed by arbitrary ordinals, operations (functions) defined for arbitrary classes and assuming arbitrary classes as values, and even operations on such operations.

Several methods are available which would provide these portions of our discussion with adequate deductive foundations. Thus we could replace Bernays set theory by a stronger system which would admit, in addition to sets and classes of sets, also classes of classes, classes of classes of classes, etc. Or else, we could formalize Bernays set theory, not within first order predicate logic, but within a higher order logic, e.g., within the simple theory of types. Or, finally, we can regard certain formal statements occurring in our discussion not as definitions and theorems but as definition schemata and theorem schemata in which variables representing operations on classes, etc., are to be replaced in each instance by well-defined constants.

We shall usually use letters \( X, Y, \ldots \) to represent classes which are not assumed to be sets. We employ the usual set-theoretic terminology and symbolism. Thus, for example, \( C, \epsilon, 0, \omega, \cup \) denote respectively the relations of inclusion and membership, the empty set, and the operations of forming unions of two classes and of arbitrarily many classes. \( X \sim Y \) is the set-theoretic difference of \( X \) and \( Y \). \( S(X) \) is the set of all subsets of \( X \). A symbolic expression of the form \( (x: \phi) \), where \( \phi \) is to be replaced by any formula containing \( x \) (as a free variable), denotes the class of all \( x \) which satisfy this formula. \( (x) \) is the set whose only element is \( x \), \( (x, y) \) is the unordered pair with the elements \( x \) and \( y \), and \( (x, y) \) is the ordered pair with \( x \) as the first term and \( y \) as the second term. If \( f \) is a function and \( x \) is an element of the domain \( D \) of \( f \), then the value of \( f \) at \( x \) is denoted by \( f(x) \) or sometimes by \( f_x \); thus \( f \) is the set of all ordered pairs \( (x, f(x)) \), where \( x \in D \). We denote by \( X \) the class of all functions on \( Y \) into the class \( X \), i.e., all functions with domain \( Y \) and range included in \( X \). If \( f \in X \) and \( Z \subseteq X \), we shall write \( f^{-1}(Z) \) for the set \( \{y : (f(y)) \in Z\} \).

We assume that ordinals have been introduced in such a way that every ordinal coincides with the set of all smaller ordinals. Consequently the intersection of all members of a non-empty class \( X \) of ordinals is again an ordinal, and in fact is the smallest ordinal belonging to \( X \). Moreover, the union of any set of ordinals is again an ordinal; in particular, \( \bigcup \alpha = \omega \). We shall denote the class of all ordinals by \( \text{OR} \), and shall use the letters \( \xi, \zeta, \eta, \varphi, \mu, \nu \) to represent arbitrary ordinals. The formulas \( \xi < \zeta, \zeta > \xi, \) and \( \xi \in \zeta \) are equivalent and will be used interchangeably. The operation \( + \) of addition on ordinals is assumed to be known. If a function \( \phi \) has an ordinal \( \xi \) as its domain, it is sometimes called a \( \xi \)-formed sequence; in that case its values are written in the form \( \phi_\xi \), for \( \xi \in \xi \).

By a cardinal we shall mean an initial ordinal, i.e., an ordinal whose power exceeds the power of each smaller ordinal. The power, or cardinality, of a set \( A \) is denoted by \( |A| \). We shall use the letters \( a, \beta, \gamma \), sometimes with subscripts, to represent arbitrary infinite cardinals, and we shall reserve the letters \( \delta, \epsilon, \eta \) to represent arbitrary (finite or infinite) cardinals. The smallest infinite cardinal is denoted by \( \omega \). We shall denote by \( C \) the class \( \{\beta : \beta > \alpha\} \) of all cardinals greater than \( \alpha \). For each cardinal \( \alpha \) the symbol \( \beta_\alpha \) denotes the least cardinal greater than \( \beta \).

By the closed interval of cardinals between \( a \) and \( \beta \), denoted by \( [a, \beta] \), we mean the set of all cardinals \( \gamma \) such that \( a < \gamma < \beta \). Thus, in case \( a > \alpha \), we have

\[ [a, \beta] = C \wedge (\beta = \alpha) \]
We shall denote the half-open interval \((y: a \leq y < \beta)\) by \([a, \beta)\). Thus, in case \(a > \omega\), we have\([a, \beta) = \mathcal{C} \setminus \beta = \mathcal{C}\).

We let \(\mathcal{E}(X)\) denote the set of all subsets of the set \(X\) which have power \(<\delta\), i.e.,
\[
\mathcal{E}(X) = \{y \in \mathcal{E}(X): |y| < \delta\}.
\]

\(\varepsilon\) and \(\kappa\) being arbitrary cardinals, we shall denote by \(\kappa\) the cardinal power with base \(\varepsilon\) and exponent \(\varepsilon\); thus \(\kappa\) is the power of the set \(\kappa\).

By the weak cardinal power, denoted by \(\mathcal{C}\), we mean the cardinal \(\bigcap \mathcal{C} \mathcal{E}(\mathcal{C})\).

The intersection of any non-empty class of cardinals, as well as the union of any set of cardinals, is again a cardinal.

An ordinal \(\xi\) is said to be \(\xi\)-confinal with an ordinal \(\eta\) if there is a sequence \(\eta \in \mathcal{C}\) such that \(\eta_\xi < \eta_\eta\) whenever \(\eta < \xi\), and
\[
\xi = \bigcup \mathcal{C}(\mathcal{C}_{\eta+1}).
\]

The confinality index of \(\xi\), denoted by \(\mathcal{C}(\xi)\), is the smallest ordinal \(\xi\) such that \(\xi\) is \(\xi\)-confinal. For every ordinal \(\xi\), \(\mathcal{C}(\xi)\) is a cardinal and \(\mathcal{C}(\xi) < \xi\).

We shall say that \(\xi\) is a limit ordinal if \(\xi = \bigcup \mathcal{C}(\xi)\), or equivalently if there is no ordinal \(\eta\) such that \(\xi = \eta + 1\). Thus \(\xi\) is a non-limit ordinal if \(\mathcal{C}(\xi) = 1\) ("if and only if").

An infinite cardinal \(\alpha\) is said to be a limit cardinal if \(\beta < \alpha\) implies \(\beta < \alpha\); a strong limit cardinal if \(\beta < \alpha\) implies \(\beta^\alpha < \alpha\); a singular cardinal if \(\mathcal{C}(\alpha) < \alpha\); a regular cardinal if \(\mathcal{C}(\alpha) = \alpha\). We shall denote by \(\mathcal{S}\) the class of all singular cardinals. Any singular cardinal \(\alpha\) is a limit cardinal, and any infinite non-limit cardinal is regular. \(\alpha\) is said to be strongly inaccessible, or simply inaccessible, if it is a regular strong limit cardinal; otherwise \(\alpha\) is said to be accessible. We denote by \(\mathcal{A}\) the class of all (infinite) accessible cardinals. The smallest inaccessible cardinal is obviously \(\omega\), and we have
\[
\mathcal{S} \subset \mathcal{A} \subset \mathcal{C} \subset \mathcal{O}R.
\]

We assume that the inaccessible cardinals have been arranged in a strictly increasing sequence \(\beta_0, \beta_1, \ldots, \beta_\eta\). Thus \(\beta_0 = \omega\) and \(\beta_\xi\) is the first non-denumerable inaccessible number. It should be emphasized that the existence of \(\beta_0\) and \(\alpha\)-pronies of any non-denumerable inaccessible cardinal cannot be established on the basis of Bernays’ axioms (or any other familiar system of axiomatic set theory). This question, however, has no influence on the present work. All our results and observations involving inaccessible cardinals are assumed to be provided if needed with a premise to the effect that the cardinals involved actually exist.

By the continuum hypothesis we mean the hypothesis that \(\alpha^\beta = 2^\alpha\) whenever \(\alpha < \beta\).

A set \(B\) of sets is called a field of sets if \(\bigcup B \in B\) and, for all \(x, y \in B\), we have \(x \cap y \in B\) and \(x \cup y \in B\). It follows that, for all \(x, y \in B\), \(x \cap y \in B\). A set \(B\) is said to be a field of subsets of \(\mathcal{C}\) if \(B\) is a field of sets whose unit set \(\bigcup B\) coincides with \(\mathcal{C}\). A set \(\mathcal{C}\) is an atom of a field of sets of \(\mathcal{C}\) if \(x \in B\), \(x \neq \emptyset\), and there is no set \(y \in B\) such that \(y \neq \emptyset\), \(y \neq x\), and \(y \in \mathcal{C}\). I is an ideal in the field of sets of \(\mathcal{C}\) if \(I \neq \emptyset\), \(I \subseteq \mathcal{C}\) and, for all \(x, y \in I\) and \(x \cup y \in I\), we have \(x \cap y \in I\) and \(x \cap y \in I\), and an a-complete ideal if \(I \cap \mathcal{C}\) whenever \(X \in \mathcal{S}(I)\). Thus every ideal is \(\alpha\)-complete.

A field of sets \(B\) is said to be a complete if, regarded as the non-proper ideal, it is a-complete. It is clear that a principle ideal in a field of sets is a prime ideal and if only if it is proper and contains the complement \(\bigcup B \setminus x\) of an atom \(x\). A field of sets \(B\) is said to be \(\alpha\)-generated by the set \(X\) if \(X \subseteq B\) and there is no a-complete field of subsets of \(\bigcup B\) which includes \(X\) and is properly included in \(B\). Thus, for any set \(y\) and any subset \(X \subseteq S(y)\), there exists exactly one a-complete field of subsets of \(y\) which is \(\alpha\)-generated by \(X\), namely the intersection of all a-complete fields of subsets of \(y\) which include \(X\). B is said to be an a-complete field of sets with \(\beta\) generators if \(B\) is \(\alpha\)-generated by a set of power \(\beta\) but \(B\) is not \(\alpha\)-generated by a set of power \(\beta^\alpha\). Note that an a-complete field \(B\) is \(\alpha\)-generated by some set of power \(\beta^\alpha\) if and only if it is of power \(\beta^\alpha\) and has at most \(\beta^\alpha\) generators. It is easily seen that, for any set \(x, S(x)\) a is a \(\alpha\)-complete field of sets for every cardinal \(\alpha\).

A set \(X\) of sets is said to be disjointed if \(x, y \in X\) and \(x \neq y\) implies \(x \cap y = \emptyset\). An ideal \(I\) in a field of sets of \(B\) is said to be \(\delta\)-saturated if every disjointed subset of \(B \setminus I\) has power \(\delta\). Notice that an ideal is never \(\omega\)-saturated, \(\omega\)-saturated, if and only if it is proper, and is \(\beta\)-saturated if and only if it is either prime or not proper. If \(\delta < \xi\), then every \(\delta\)-saturated ideal is obviously \(\varepsilon\)-saturated.

An algebraic structure will in general be denoted by a capital German letter, and it will always be understood that the corresponding capital Roman letter denotes the set of elements of the algebraic structure; for example, the set of elements of the algebraic structure \(\mathcal{S}\) is denoted by \(\mathcal{S}\). The direct product of a sequence \(\mathcal{S}_\xi\) \(\xi < \xi\) of algebraic structures is denoted by \(\mathcal{S}_\xi \mathcal{S}_\xi\), and the direct product of a structure \(\mathcal{A}\) indexed by \(\mathcal{S}\) will be denoted by \(\mathcal{A}\). For detailed definitions of general algebraic notions such as algebraic structure, direct product, and homomorphism, see (for example) [46].

The notion of a Boolean algebra and those of an atom, an ideal, a prime ideal, a principal ideal, and a subalgebra of a Boolean algebra are assumed to be familiar to the reader; the same applies to the notion of a quotient algebra \(\mathcal{B}/\mathcal{I}\), where \(\mathcal{B}\) is a Boolean algebra and \(\mathcal{I}\) is one
of its ideals. We use the symbols $+,$ $\cdot,$ and $-$ to denote the fundamental Boolean-algebraic operations of addition (join), multiplication (meet) and complementation, respectively; $\leq$ denotes the Boolean-algebraic inclusion, while $\sum$ and $\prod$ denote the usual infinite generalizations of $+$ and $\cdot$; thus $\prod B, \sum B$ are the zero and unit elements of $B$, respectively. Whenever a Boolean algebra is represented by a capital German letter, any $B$, we stipulate that $B$ is an ordered quadruple formed by the set $B$ and the fundamental operations $+, $ $\cdot,$ and $-$.

An ideal $I$ in a Boolean algebra $B$ is said to be $\alpha$-complete if $\sum_{\gamma \leq \alpha} x \neq 0$ exists and is in $I$ whenever $x \in B(I)$; hence every ideal is $\alpha$-complete. In case the ideal $I = B$ is $\alpha$-complete, the Boolean algebra $B$ itself is said to be $\alpha$-complete. The algebra $B$ is called absolutely complete or (simply) complete if it is $\alpha$-complete for every cardinal $\alpha$. A Boolean algebra $B$ is said to be an $\alpha$-subalgebra of the Boolean algebra $B$ if $B$ is a subalgebra of $B$ and $B$ is an $\alpha$-complete Boolean algebra, and any set $Y \subseteq C$ with power $< \alpha$ has the same sum in $B$ as in $B$. A Boolean algebra $B$ is said to be $\alpha$-generated by a set $X \subseteq B$ if $B$ is $\alpha$-complete and there is no subalgebra $C$ of $B$ such that $X \subseteq C$ and $C \neq B$. A Boolean algebra $B$ is said to be an $\alpha$-complete Boolean algebra with $\beta$-generators if $B$ is $\alpha$-generated by a set of power $\beta$ but is not $\alpha$-generated by any set of power $< \beta$. A set $X$ of elements of a Boolean algebra $B$ is said to be disjointed if $x \neq y \in X$ and $x \land y = 0$. An ideal $I$ in a Boolean algebra $B$ is said to be $\delta$-saturated if it every disjointed subset of $B - I$ has power $< \delta$.

A Boolean algebra $B$ is said to be $\alpha$-distributive if it is $\alpha$-complete and satisfies the following condition: let $I$ be any set with $|I| < \alpha$, $J$ be any function which assigns a set $J_i$ with $|J_i| < \alpha$ to every element $i \in I$, and $K$ be the Cartesian product $\prod_{i \in I} J_i$; let $a$ be a function which assigns an element $\alpha_{ij}$ to every ordered pair $(i, j)$ with $i \in I$ and $j \in J_i$; under these assumptions $\sum_{i \in I} \prod_{j \in J_i} \alpha_{ij}$ exists and equals $\prod_{i \in I} \sum_{j \in J_i} \alpha_{ij}$. In the present paper we do not extend the notion of $\alpha$-distributivity to Boolean algebras which are not $\alpha$-complete, although such an extension often proves useful.

A set algebra is a Boolean algebra $B$ in which $B$ is a field of sets, and the fundamental operations $+, \cdot,$ and $-$ coincide with the set-theoretic operations $\cup, \cap,$ and complementation with respect to $\emptyset$. A set algebra $B$ is referred to as an $\alpha$-complete set algebra if $B$ is an $\alpha$-complete field

---

*In the literature a slightly different notion of $\delta$-saturated ideals has been used; namely, an ideal $I$ is said to be $\delta$-saturated if every disjointed set of non-zero elements in the quotient algebra $B/I$ has power $< \delta$. (See, for example, [43]) An ideal which is $\delta$-saturated in the second sense is also $\delta$-saturated in our sense. Moreover, if the Boolean algebra $B$ is $\alpha$-complete and $\delta < \alpha$, then the two notions of $\delta$-saturated ideals coincide; it is this case in which we shall be primarily interested.*
Theorem 0.5. A Boolean algebra is α-representable if and only if it is α-complete and every principal ideal is extended to an α-complete prime ideal.

Theorem 0.6. Every α-representable Boolean algebra is α-distributive.

Theorem 0.7. If $B$ is a weakly α-representable Boolean algebra and $I$ is an α-complete ideal in $B$, then $B/I$ is also weakly α-representable.

Theorem 0.8. If $\alpha$ is either regular or is a strong limit cardinal, then every α-distributive Boolean algebra is weakly α-representable.

Proof. By 0.4, we may assume that $\alpha$ is regular. Let $B$ be an α-distributive Boolean algebra. Let $P$ denote the set of all prime ideals in $B$. We define a function $g$ on $B$ into $\mathcal{S}(P)$ by the condition that, for all $x \in B$,

$$g(x) = \{I : I \in P \text{ and } x \notin I\}.$$ (1)

Let $\mathcal{G}$ be the α-complete field of subsets of $P$ which is α-generated by the range of $g$. Furthermore, let

$$J = \langle \bigcap_{x \in X} g(x) : X \in \mathcal{S}(B) \text{ and } J \notin X = 0 \rangle$$ (2)

and let $K$ be the α-complete ideal generated by $J$ in $\mathcal{G}$. We shall show that the function $f$ such that

$$f(x) = g(x)/K \text{ for all } x \in B$$

is an isomorphism of $\mathcal{G}$ onto $\mathcal{G}/K$, and thus that $B$ is weakly α-representable.

For the case in which $\alpha$ is not a limit cardinal this result is stated in [37]; a proof for that case is carried out in detail in [1], and our present proof was essentially the same argument as [1]. In [38] an explicit equational characterization of these Boolean algebras which are weakly α-representable (for a regular) is announced without proof, and Theorem 0.8 above is an easy consequence of that characterization. This opportunity is taken to correct a mistake and fill a gap in [4]. It is stated there on p. 605 that every α-distributive Boolean algebra is weakly α-representable; for the proof the reader is referred to [37]. As mentioned in the text, however, it seems dubious whether the statement in its whole generality is proved on p. 605 in the proof of Theorem 3.3, part (iv), to show that a certain property of an infinite cardinal $\lambda$, $P_\lambda^\alpha$, implies another property, $P_\lambda^\beta$. In consequence the proof turns out to be defective in case $\lambda$ is singular. Fortunately, however, the gap can easily be filled since it can be shown directly that every singular cardinal has the property $P_\lambda^\beta$. In fact, $P_\lambda^\alpha$ implies the property $P_\lambda^\beta$. Clearly, if $\mathfrak{X}$ and $\mathfrak{I}$ are $\lambda$-complete prime ideals in $\mathfrak{X}$ is principal ideals and therefore is not isomorphic to any $\lambda_\beta$-complete prime algebra. Hence, $\mathfrak{X}$ is singular, the $\lambda_\beta$-complete and the $\lambda$-complete prime algebra coincide.

It is clear that the range of $f$ α-generates $\mathcal{G}/K$. For all $x \in B$,

$$g(x) = P \bigcap g(x),$$ (3)

and therefore, in $\mathcal{G}/K$, $f(x) = f(I).$ (4)

Let $X \in \mathcal{S}(B)$ and $y = \bigcap X$. By De Morgan's law we have

$$g\{\bigcap_{x \in X} f(x)\} = 0,$$

and hence $g(y) \cap \bigcap_{x \in X} g(x) \in K.$ (5)

Since by (3)

$$\bigcap_{x \in X} g(x) = \bigcap_{x \in X} [P \bigcap g(x)] = P \bigcap \bigcap_{x \in X} g(x),$$ (6)

we have

$$g(y) \sim \bigcap_{x \in X} g(x) \in K.$$ (7)

On the other hand, by (2),

$$g(x) \sim g(y) \in K$$

for each $x \in X$, and since $K$ is α-complete it follows that

$$\bigcap_{x \in X} g(x) = 0$$ (8)

for $x \in \alpha$ and since $\alpha$ is α-complete it follows that

$$f(x) = f(I) = \bigcap_{x \in X} f(x).$$ (9)

From (4), (7), and the fact that $\mathcal{G}/K$ is α-generated by the range of $f$, it follows that $f$ is a homomorphic of $\mathcal{G}$ onto $\mathcal{G}/K$. It remains to prove that $f$ is one-one, or equivalently that $f(x) = 0$ implies $x = 0$. Suppose that $x \notin B$ and $f(x) = 0$. Then $g(x) \in K$, and since $\alpha$ is regular, it follows that, for some $\beta < \alpha$ and some $x \notin B$, we have

$$\bigcap_{t < x} f(t) = 0$$ (10)

for all $x \notin B$. Also,

$$g(x) \sim \bigcup_{t \in B} \bigcap_{s \in B} g[s(t), y] \in K.$$ (11)

By the set-theoretic distributive law,

$$\bigcap_{t \in B} \bigcap_{s \in B} g[s(t), y] = \bigcap_{t \in B} \bigcup_{s \in B} g[s(t), y].$$ (12)

and therefore

$$g(x) \subseteq \bigcup_{t \in B} \bigcap_{s \in B} g[s(t), y] \in K.$$ (13)

From (1) and (9) we see that, for each $p \neq q$ and $x \in B$, $x \notin B$, then $x \notin I$. Then, in view of 0.2,

$$x = \sum_{t \in B} g[s(t), y] \in K$$ (14)

for all $x \notin B$. From (3), it follows that $\mathcal{G}/K$ is α-generated by the range of $f$, and therefore, $\mathcal{G}/K$ is α-complete.
Since $B$ is $a$-distributive and $b < a$, we have
\[
\prod_{\alpha \in \mathcal{P}} \sum_{\zeta < \alpha} z(\xi, \eta) = \sum_{\zeta \in \mathcal{P}} \prod_{\alpha \in \mathcal{P}} z(\xi, \eta)
\]
and product on the left exists. (8) and (11) imply
\[
\prod_{\alpha \in \mathcal{P}} \sum_{\zeta < d} z(\xi, \eta) = 0.
\]
From (10) and (12) we conclude that $x = 0$, and thus $f$ is one-one.

Under the generalized continuum hypothesis, every cardinal $\alpha$ has the property that each $a$-distributive Boolean algebra is weakly $a$-representable, because every singular cardinal is a strong limit cardinal. We do not know whether that property can be established for every cardinal $\alpha$ (and in particular for singular non-strong limit cardinals $\alpha$) without the generalized continuum hypothesis.

**Theorem 0.9.** Every weakly $(2^\kappa)$-representable Boolean algebra is $a^\kappa$-distributive.

**Theorem 0.10.** If $a \in \mathcal{C}$, then a Boolean algebra is weakly $a$-representable if and only if it is $a$-distributive.

**§ 1. Extent of the class $\mathcal{C}$.** It is well known that in any field of sets every proper ideal is included in a prime ideal (cf. 0.2). By applying this result to the ideal generated by the set of atoms (which may be empty) of a given field of sets, we see that every infinite field of sets has a non-principal prime ideal. The situation, however, changes radically when we turn to $\omega$-complete fields of sets and $\omega$-complete prime ideals in these fields with $\alpha > \omega$.

In this section we shall concentrate on the question of whether there exist non-principal $\omega$-complete prime ideals in the field $S(\alpha)$ of all subsets of $\alpha$. This question has not yet been completely answered. By what has been said before, the answer is affirmative if $a = \omega$. On the other hand, it has been known for many years that the cardinals $\alpha > \omega$ for which the answer is affirmative are very exceptional (if they exist at all), and in fact are all included among the inaccessible cardinals. (See [1], [21].)

The results of the present section will constitute a further step toward a complete solution of the problem by showing that those hypothetical cardinals are very rare even among inaccessible cardinals.

To obtain a convenient notation for the formulation of the relevant results, we introduce the following

**Definition 1.1.** By $\mathcal{C}$ we denote the class of all infinite cardinals $\alpha$ such that every $\omega$-complete prime ideal in $S(\alpha)$ is principal.

The main purpose of this section is to provide as much information as possible concerning the extent of the class $\mathcal{C}$.

First of all, the known results mentioned above may be restated as follows.

**Theorem 1.2.** (i) $\mathcal{C} \subseteq C$ (i.e., $a \in \mathcal{C}$).
(ii) $\mathcal{AC} \subseteq \mathcal{C}$.

We now turn our attention to inaccessible cardinals. We shall carry through a series of constructions which will enable us to prove that various classes which are much more comprehensive than the class of accessible cardinals are also included in $\mathcal{C}$.

Our arguments will have the following structure. We shall define a certain property of classes of cardinals which we shall call the property of being normal. It will be clear that any normal class is included in $\mathcal{C}$, and that any subclass of a normal class is also normal. We shall next establish a series of induction principles which enable us to conclude that, if a given class of cardinals is normal, then certain larger classes of cardinals are also normal, and consequently are also included in $\mathcal{C}$.

Furthermore (partly with the help of the induction principles) we shall prove that the class $\mathcal{AC}$ of infinite accessible cardinals is normal. By combining these results we have a method of obtaining larger and larger classes of cardinals which are normal and thus included in $\mathcal{C}$. On the other hand, we shall see in Theorem 1.14 below that the class $\mathcal{C}$ itself is normal if and only if $\mathcal{C} = \mathcal{C}$.

**Lemma 1.3.** Let $a \in \mathcal{C}$ and let $I$ be an $\omega$-complete prime ideal in the field $S(\alpha)$. Then there exists a unique ordinal $\eta$ and a unique function $\varphi$ on $\alpha$ onto $\eta$ such that:

(i) for all $f, g \in \mathcal{A}$,
\[\varphi(f) = q(g) \iff (\xi : \xi < a, f(\xi) = g(\xi)) \in I;\]

(ii) for all $f, g \in \mathcal{A}$,
\[\varphi(f) \leq \varphi(g) \iff (\xi : \xi < a, f(\xi) \leq g(\xi)) \in I.\]

Proof. Since any two distinct ordinals have distinct order types, it is clear that there exist at most one pair $\eta, \varphi$ satisfying (i) and (ii). The existence of $\eta$ and $\varphi$ will be established by means of the prime reduced product construction developed in [8]. For any $f, g \in \mathcal{A}$, we write $f = g$ if
\[\{\xi : \xi < a, f(\xi) = g(\xi)\} \in I.\]

As is easily seen, $=\equiv$ is an equivalence relation on $\mathcal{A}$. For each $f \in \mathcal{A}$, we shall write
\[f = (g : f \in \mathcal{A}, f = g)\]

thus $(f)$ denotes the equivalence class of $f$ with respect to the equivalence relation $=\equiv$. Now let
\[H = \{f : f \in \mathcal{A}\},\]

For any $a, b \in H$, we shall write $a \equiv b$ if there exist $f \in \mathcal{A}, g \in \mathcal{A}$ such that
\[\{\xi : \xi < a, f(\xi) \leq g(\xi)\} \in I.\]
It is easily shown that, for all \( f, g \in \mathcal{A}_\alpha \), \( f \preceq (g) \) iff
\[
\{ \xi : \xi < a, f(\xi) \leq g(\xi) \} \in I.
\]

To complete the proof of our lemma it is sufficient to show that the set \( H \) is well-ordered by the relation \( \preceq \).

The fact that \( I \) is prime implies that for all \( f, g \in \mathcal{A}_\alpha \), either \( f \preceq (g) \) or exactly one of the two conditions \( (f) \preceq (g) \), \( (g) \preceq (f) \) holds. Moreover, if \( f, g, h \in \mathcal{A}_\alpha \), \( f \preceq (g) \), and \( (g) \preceq (h) \), then
\[
\{ \xi : \xi < a, f(\xi) \leq g(\xi) \} \cap \{ \xi : \xi < a, g(\xi) \leq h(\xi) \} \in I,
\]
so
\[
\{ \xi : \xi < a, f(\xi) \leq h(\xi) \} \in I,
\]
and thus \( (f) \preceq (h) \). Therefore \( \preceq \) is a simple ordering.

Suppose \( f_0, f_1, f_2, \ldots \in \mathcal{A}_\alpha \) and for each \( \eta \in \alpha \), we have \( (f_{\eta + 1}) \preceq (f_\eta) \) and \( (f_{\eta + 1}) \neq (f_\eta) \). Since \( I \) is \( \omega^\alpha \)-complete, we have
\[
X = \{ \xi : \xi < a, f_\eta(\xi) < f_\xi(\xi) \} \quad \text{for all} \quad \eta \in \omega \in I.
\]

Therefore the set \( X \) is non-empty, and there is an infinite decreasing sequence of ordinals, a contradiction. It follows that \( H \) has no infinite strictly decreasing sequence with respect to \( \preceq \), and hence \( H \) well orders \( H \).

It is helpful to think of the members of \( I \) as "small sets", and to read
\[
\text{"if} f, g \text{ are equal almost everywhere",}
\]
as "if \( f \) is less than \( g \) almost everywhere". Similarly,
\[
\text{"if} f, g \text{ are equal almost everywhere",}
\]
may be read "if \( f \) is less than \( g \) almost everywhere", and in general any statement about an arbitrary element \( \xi \in \alpha \) which holds except when \( \xi \) belongs to some fixed member of \( I \) may be thought of as holding "almost everywhere".

**Definition 1.4.** Let \( \alpha \in C \) and let \( I \) be an \( \omega^\alpha \)-complete prime ideal in the field \( S(\alpha) \). We shall denote by \( a_0 \) and \( \tau(f) \) the unique ordinal \( \eta \) and the unique function \( \varphi \), respectively, which satisfy conditions 1.3 (i) and 1.3 (ii).

The equation \( \tau(f) = \xi \) may be read "the type of \( f \) with respect to \( I \) is \( \xi \)."

The simplest situation in which the hypotheses of 1.3 are satisfied is when \( I \) is a principal prime ideal in \( S(\alpha) \) which is generated, say, by the set \( a_0 \sim (\xi) \). In this case it is easy to see that \( a_0 = \omega \) and, for each \( f \in \mathcal{A}_\alpha \), \( \tau(f) = f(\xi) \) (cf. [6], p. 201). We shall be chiefly interested, however, in the case in which \( I \) is non-principal.

**Lemma 1.5.** Suppose that \( a \in C, \xi < a, f \in \mathcal{A}_\alpha \), and \( I \) is an \( a \)-complete prime ideal in \( S(a) \). We then have
\begin{enumerate}
  \item \( f \preceq (\xi) \) implies \( \tau(f) < \xi \);
  \item \( f \preceq (\xi) \) implies \( \tau(f) = \xi \);
  \item \( \tau(f) < \xi \) iff \( f^{-1}((\xi)) \in I \);
  \item \( \tau(f) = \xi \) iff \( f^{-1}((\xi)) \in I \).
\end{enumerate}

**Proof.** It is clear that (ii) implies (i) and that (iv) implies (ii). Let \( f_0 = a \times (\xi) \). We shall prove by transfinite induction that \( \tau(f_\xi) = \xi \) for all \( \xi < a \). This clearly implies (iii) and (iv).

Suppose that \( \xi < a \) and \( \tau(f_\xi) = \xi \) holds whenever \( \xi < \zeta \). Then \( \tau(f_\xi) \neq \xi \) for each \( \xi < \zeta \), whence \( \tau(f_\xi) \neq \xi \). If \( \tau(f_\xi) < \tau(f_\zeta) \) then \( f_\zeta^{-1}(\zeta) \in I \), and by \( a \)-completeness of \( I \), \( f_\zeta^{-1}(\zeta) \in I \) for some \( \xi < \zeta \). Hence \( \tau(f_\xi) = \tau(f_\zeta) = \xi \). It follows that \( \tau(f_\xi) = \zeta \).

**Lemma 1.6.** Suppose that \( \alpha \in C \) and \( I \) is an \( a \)-complete non-principal prime ideal in \( S(a) \). Then \( a < a_\alpha \) and
\[
\tau(f(\xi, \xi)) = \tau(f(\xi, \xi)) = \xi < a_\alpha.
\]

**Proof.** Let \( f \) be the identity function \( \langle \xi, \xi : \xi < a \rangle \). Then, for each \( \xi < a \), we have
\[
\tau(f^{-1}(\xi)) = \{ \xi \}
\]
as \( I \) is non-principal, \( \langle \xi, \xi : \xi < a \rangle \). Therefore, by the \( a \)-completeness of \( I \) and by 1.5, \( \tau(f(\xi)) \neq \xi \) for each \( \xi < a \), and thus \( \tau(f) \neq a \). Since \( \tau(f) < a_\alpha \), we have \( a < a_\alpha \).

**Definition 1.7.** We shall say that \( \alpha \) is representable by \( f \) iff \( \alpha \in C \), \( f \in \mathcal{A}_\alpha \), and there exists an \( a \)-complete prime ideal \( I \) in \( S(\alpha) \) such that \( \tau(f) = \alpha \).

A part of the next theorem is due to Dana Scott, who has formulated 1.8 (i) and proved its equivalence to 1.8 (ii).

**Theorem 1.8.** The following four conditions are equivalent:
\begin{enumerate}
  \item \( \alpha \in C \sim C_1 \);
  \item \( \alpha \) is representable by some function \( g \in \mathcal{A}_\alpha \);
  \item \( \alpha \) is representable by the identity function \( \langle \xi, \xi : \xi < a \rangle \);
  \item \( \alpha \) is representable by some function \( h \in C \sim C_\alpha \).
\end{enumerate}

**Proof.** The fact that (i) implies (ii) follows easily from 1.4 and 1.6. We shall prove in turn the implications (ii) \( \Rightarrow \) (iii), (iii) \( \Rightarrow \) (iv), and (iv) \( \Rightarrow \) (i).

Assume (ii), and let \( I \) be an \( a \)-complete non-principal prime ideal in \( S(\alpha) \) such that \( \tau(f) = \alpha \). Let \( f \) be the identity function on \( a \). Let
\[
J = \{ \alpha : \exists a \leq a, g^{-1}(\alpha) \in I \}.
\]
It is easily seen that $J$ is an $\alpha$-complete prime ideal in $S(\alpha)$. For every $\xi < \alpha$ we have $\tau(\xi) \neq \xi$, so, by 1.5, $g^{-1}(\xi(\xi)) \in J$, and hence $\xi(\xi) \in J$. Therefore $J$ is non-principal. By 1.8 we have $\tau(\alpha) \neq 0$. Suppose now that $\tau(\xi) < \tau(\alpha)$ and let $g'$ be defined by the condition $g'((\xi) \in (\alpha), \xi < \alpha$. Then $g^{-1}(\xi(\xi), \xi < \alpha, f'((\xi) \notin J$ \)

so

$g^{-1}(\xi(\xi), \xi < \alpha, f'((\xi) \notin J$ \)

and

$g^{-1}(\xi(\xi), \xi < \alpha, g'((\xi) \notin I$ \)

therefore by 1.4 we have $\tau(g') \leq \tau(g)$. Let $g = \tau(g')$; then $\eta < \alpha$. By 1.5, $g^{-1}((\eta)((\eta)) \notin I$, and hence $f((\eta) \notin J$. Then by 1.5, $\tau(f') = \eta$. This shows that $\tau(f') \leq \alpha$, hence $\tau(f) = \alpha$, and $\alpha$ is representable by $f$. We have proved that (ii) implies (iii).

Now assume (iii), and let $J$ be an $\alpha$-complete non-principal prime ideal in $S(\alpha)$ such that

$\tau((\xi) \in (\alpha), \xi < \alpha)$ \)

Let $h$ be the function defined by the condition

$h((\xi) = \begin{cases} \omega^\alpha & \text{if } \xi < \omega^\alpha, \\ \varepsilon_\eta & \text{if } \omega^\alpha \leq \xi < \alpha. \end{cases}$

By 1.2 (ii) and 1.7, we must have $\alpha > \omega$ and $\alpha \notin AC$, whence $\alpha > \omega$. Therefore $\eta(s(\alpha)) \in C(\alpha)$, Moreover, since $\omega^\alpha \in J$ and $h((\xi) < \xi$ whenever $\xi \in (\alpha)$, we have $\tau(h) \leq \tau(s(\alpha)) \leq \eta(s(\alpha)) \leq \xi(\xi)$. Since $s(\alpha) \notin AC$, we have $\xi(\xi) < \alpha$ and $\xi(\xi) \notin J$ whenever $\xi < \alpha$. Therefore $h((\xi) \notin J$ for each $\xi < \alpha$. By 1.5, $\tau(h) \alpha$. Thus $\tau(h) = \alpha$, and $\alpha$ is representable by $h$. This verifies (iv).

It is obvious from 1.1 and 1.7 that (iv) implies (i). Our proof is complete.

**Lemma 1.9.** If $\xi(\xi) < \alpha$ and $f(\xi, \xi), then $\alpha$ is not representable by $f$.

**Proof.** By Lemma 1.5.

**Definition 1.10.** $X$ is said to be a normal class iff $X \subseteq C_\alpha$, and no cardinal $\alpha$ is representable by a function $f(\xi(\xi), \xi \in X(\alpha)$.

The terms "normal class" was chosen chiefly for lack of a better term, and a more meaningful name would be highly desirable. In what follows, however, we shall see that normal classes are normal in the sense that subclasses of $C_\alpha$ which are not normal are of a rather exceptional character and that it is not even known whether "abnormal" classes actually exist.

**Theorem 1.11.** If $X$ is a normal class and $Y \subseteq X$, then $Y$ is normal.

**Proof.** Immediate from 1.10.

**Theorem 1.12.** A sufficient condition for $X$ to be normal is that the union of any non-empty subset of $X$ belongs to $C_\alpha$.

**Proof.** If $\alpha \neq C_\alpha$, then, by 1.8, $\alpha$ is not representable by any function.

On the other hand, let $\alpha C_\alpha$. Then $\bigcup(X \in \alpha) \subseteq \alpha$, so by putting $\xi(\xi) \in (X \in \alpha) \subseteq \alpha$. But then, by 1.9, $\alpha$ is not representable by any function $f(\xi, \xi) \in (X \in \alpha)$. It follows by 1.10 that $X$ is normal.

We shall see from 1.33 that, if $C_\alpha \neq C_\alpha$, then the condition in 1.12 is not necessary for $X$ to be normal.

**Corollary 1.13.** (i) $\beta > \omega$ and $X \subseteq [\beta, \alpha] \subseteq C_\alpha$, then $X$ is normal.

(ii) If $X$ is finite and $X \subseteq C_\alpha$, then $X$ is normal.

(iii) $[\omega^\alpha, \alpha] \subseteq C_\alpha$ if $[\omega^\alpha, \alpha] \subseteq C_\alpha$.

**Proof.** (i) and (ii) follow directly from 1.12. (iii) follows from (i) and 1.10.

**Theorem 1.14.** The following three conditions are equivalent:

(i) $C_\alpha = C_\alpha$.

(ii) $C_\alpha$ is normal.

(iii) the class $(\alpha): [\omega^\alpha, \alpha] \subseteq C_\alpha$ is normal.

**Proof.** Assume (i). Then (ii) and (iii) follow by 1.12. Now assume that (i) is false, and let $\beta = \bigcap(C(\alpha) \subseteq C_\alpha)$. By 1.8 (iv), $\beta$ is representable by some function $g(\xi(\alpha)) \subseteq (C(\alpha))$. Therefore $C_\alpha \subseteq \beta$ is not normal. However, it is clear that $C_\alpha \subseteq \beta = C_\alpha(\alpha): [\omega^\alpha, \alpha] \subseteq C_\alpha$.

Hence (iii) fails. Finally, $C_\alpha \subseteq [\omega^\alpha, \alpha] \subseteq C_\alpha \subseteq C_\alpha$.

so, by 1.11, (ii) also fails.

We thus see that, in case $C_\alpha = C_\alpha$, every subclass of $C_\alpha$ is normal; on the other hand, in case $C_\alpha \neq C_\alpha$, (ii), (iii) give us examples of subclasses of $C_\alpha$ which are not normal. At present, however, it is not known which of the two cases actually holds.

We shall now digress for a time in order to give an alternate definition of normal classes which is essentially due to Scott. It will be stated below as Theorem 1.18, and is included with his permission. The formulation of this alternative definition is simple and throws some light on the intuitive content of the notion of a normal class. However, the definition is not as convenient for our purposes as the original one.

**Definition 1.15.** An ideal $I$ in the field $S(\beta)$ is said to be strongly $\alpha$-complete iff $I$ is a complete and, whenever $X \in I$, we have $\{\xi: \xi \in \bigcup_{\xi(\xi) \in (X(\alpha)) \subseteq \alpha$.
Notice that any principal ideal in $S(\beta)$ is strongly $\alpha$-complete.

**Lemma 1.16.** Suppose that $\alpha \in C$ and $I$ is a non-principal $\alpha$-complete prime ideal in $S(\alpha)$. Then $I$ is strongly $\alpha$-complete iff

$$\tau_I(\{z, \xi; \xi < u\}) = z.$$  

Proof. Let $f$ denote the identity function $\left(\langle z, \xi; \xi < u\rangle = z\right)$ on $I$. Suppose that $I$ is strongly $\alpha$-complete. By 1.6 we have $\tau_I(f) \geq a$. Let $\tau_I(g) < \tau_I(f)$. Define the function $X \mapsto S(\alpha)$ by the condition

$$X = g^{-1}(\{\xi; \xi < u\})$$

for each $\xi < u$. Let

$$Y = \{z; \xi < u, g(z) < f(\xi)\}.$$  

Then

$$Y = \{z; \xi < u, g(z) < f(\xi)\}.$$  

Since $\tau_I(g) < \tau_I(f)$, it follows from 1.4 that $Y \in I$. Therefore, since $I$ is strongly $\alpha$-complete, we conclude by 1.14 that $X \in \ast I$. For some $\eta < u$, we have $X \in I$, so $g^{-1}(\eta)) \in I$ and, by 1.5, $\tau_I(g) = \eta$. Then $\tau_I(g) < a$ and hence $\tau_I(f) \leq a$. Thus we have shown that $\tau_I(f) = a$.

Now suppose that $\tau_I(f) = a$ and let $X \in I$. Let

$$Y = \{z; \xi < u, \xi \in I \setminus \{z\}\}.$$  

We let $g$ be the function on $\alpha$ into $\alpha$ defined by the condition:

$$g(\xi) = \bigcap \{z; \xi < u, \xi \in X \setminus \{z\}\}.$$  

and for each $\xi < u$ we have

$$g^{-1}(\{\xi, \xi \setminus X \setminus \{z\}\}) \subseteq X \setminus \{z\}.$$  

Since $I$ is non-principal, it follows that, for each $\xi < u$, $g^{-1}(\{\xi, \xi \setminus X \setminus \{z\}\}) \subseteq X \setminus \{z\}$. Therefore, by 1.6, $\tau_I(g) \neq \xi$ for each $\xi < u$, and hence $\tau_I(g) \geq \tau_I(f)$. Then, by 1.5, we conclude that $Y = \{z; \xi < u, g(z) < f(\xi)\} \in I$. By 1.14, $I$ is strongly $\alpha$-complete.

It is easily seen that every strongly $\alpha$-complete prime ideal in $S(\alpha)$ is principal. On the other hand, we have the following result:

**Corollary 1.17.** Suppose $a \in C$. Then $a \in C$ if and only if every strongly $\alpha$-complete prime ideal in $S(\alpha)$ is principal.

Proof. Clearly, by 1.1 and 1.15, $a \in C$ implies that every strongly $\alpha$-complete prime ideal in $S(\alpha)$ is principal. Suppose that every strongly $\alpha$-complete prime ideal in $S(\alpha)$ is principal. Then, by 1.16, $a$ is not representable by the function $\left(\langle z, \xi; \xi < u\rangle = z\right)$. By 1.6 we conclude that $a \notin C$.

**Theorem 1.18 (Scott).** A necessary and sufficient condition for $X$ to be a normal class is that $X \subseteq C$, and, for each ordinal $\alpha$ and each non-principal strongly $\alpha$-complete prime ideal $J$ in $S(\alpha)$, we have $X \subseteq a \in C$.

**Proof.** Suppose that $X$ is a normal class. Then, by 1.16, $X \subseteq C$. Let $f$ be a non-principal strongly $\alpha$-complete prime ideal in $S(\alpha)$ and let

$$f = \left(\langle z, \xi; \xi < u\rangle = z\right).$$  

By 1.16 we have $\tau_I(f) = a$. If $X \cap a = \emptyset$, then $X \cap a \subseteq J$, as we wish to show. Suppose that $X \cap a \neq \emptyset$, and let $\beta \in X \cap a$. Let $g(\xi) \in C$. Then $g \in \ast X \cap a$. Since $X$ is normal, $a$ is not representable by $g$. Therefore, by 1.5, $\tau_I(g) \neq \tau_I(f)$ and, by 1.4,

$$\{z; \xi < u, g(z) = f(\xi)\} \subseteq X \setminus \{z\}.$$  

But

$$X \setminus \{z\} \subseteq \{z; \xi < u, g(z) = f(\xi)\};$$

so $X \subseteq a \in C$.

To prove the converse, suppose that $X \subseteq C$, and, for each non-principal strongly $\alpha$-complete prime ideal $J$ in $S(\alpha)$, $X \subseteq a \in C$. Let $f$ be a non-principal $\alpha$-complete prime ideal in $S(\alpha)$, let $g \in \ast X \cap a$, and suppose that $\tau_I(g) = a$. We shall arrive at a contradiction. Define

$$J = \{x; x \subseteq a, g^{-1}(\{\xi, \xi \setminus X \setminus \{z\}\})\}$$

and let

$$f = \left(\langle z, \xi; \xi < u\rangle = z\right).$$

We have already shown, while proving Theorem 1.18, that $J$ is a non-principal $\alpha$-complete prime ideal in $S(\alpha)$ and that $\tau_I(f) = a$. It follows from 1.16 that $J$ is strongly $\alpha$-complete. Hence, by our hypothesis, $X \subseteq a \in J$. However, since $g \in \ast X \cap a$, we have $g^{-1}(\{\xi, \xi \setminus X \setminus \{z\}\}) \subseteq a$, and so we arrive at the impossible conclusion that $x \in J$. It follows that $a$ is not representable by any function $g \in \ast X \cap a$. Hence, by 1.10, $X$ is normal.

We now return to our main line of development.

**Theorem 1.10 (First Induction Principle).** Suppose that, for each ordinal $\mu$, $X \cap a$ is normal. Then

$$\{x; x = \bigcup_{\alpha < \rho} X \cap a\} \subseteq \bigcup_{\alpha < \rho} X \cap a.$$  

Since $X \subseteq C$, for each $\rho$, we have $X \subseteq C$.

Suppose $a \in C$, $I$ is a non-principal $\alpha$-complete prime ideal on $a$, $f \in \ast (X \cap a)$, and $\tau_I(f) = a$. We shall arrive at a contradiction. Let $g \in \ast a$ be the function defined by the following condition:

$$g(z) = \bigcap \{x; f(\xi) \subseteq X \setminus \{\xi\}\}$$

for each $\xi < a$.  

By the definitions of $X$ and $g$, since $f \in (X \cap a)$, we have $g(\xi) < f(\xi)$ for each $\xi < a$. Therefore $\tau(g) < \tau(f) = a$, say, $\tau(g) = \tau$. Then by 1.5 we have $g^{-1}(\tau) \in I$. We may choose function $h \in (X \cap a)$ such that $h(\xi) = f(\xi)$ for all $\xi \in g^{-1}(\tau)$. By 1.4, we have $\tau(f) = \tau(h)$. It follows that $\tau(h) = a$, so $a$ is representable by $h$, contradicting the fact that $X$ is normal.

**Corollary 1.20.** Suppose, for each $\mu < \tau$, $X_{\mu}$ is normal. Then $(\bigcup_{\mu<\tau} X_{\mu}) \sim \tau$ is normal.

**Proof.** For each $\mu < \tau$, let $Y_{\mu} = X_{\mu} \sim \tau$; whenever $\nu < \mu$, let $Y_{\nu} = 0$. Then each $Y_{\mu}$ is normal. Moreover

$$\beta \in \bigcup_{\mu<\tau} Y_{\mu} = (\bigcup_{\mu<\tau} X_{\mu}) \sim \tau.$$

The conclusion follows by 1.19.

**Corollary 1.21.** (i) $X$ and $Y$ are normal, then $X \triangleleft Y$ is normal.

(ii) $[\alpha^+, \alpha] \subseteq C$, and, for each $\mu < \alpha$, $X_{\mu}$ is normal, then $\bigcup_{\mu<\alpha} X_{\mu}$ is normal.

**Proof.** (i) follows from 1.20 with $\tau = 2$.

To prove (ii), we note that, by 1.20, $(\bigcup_{\alpha<\mu} X_{\mu}) \sim \alpha$ is normal and, by 1.15, $[\alpha^+, \alpha]$ is normal. Then, in view of (i), $\bigcup_{\mu<\alpha} X_{\mu}$ is normal.

**Corollary 1.22.** Suppose $C \cap \alpha \subseteq C_{\alpha}$. Then the set

$$\{X : X \in S(\beta), C \cap X \text{ is normal}\}$$

is a strongly $\alpha$-complete ideal in $S(\beta)$.

**Proof.** By 1.11, 1.13, 1.21, 1.19.

**Corollary 1.23.** Suppose $C \neq C$. Then there is no maximal normal class, i.e., any normal class is properly included in another normal class.

**Proof.** Suppose that $X$ is normal. By 1.14, $X \neq C$. Let $\alpha \in C \cap \sim X$. Then, by 1.13, $\alpha$ is normal and, by 1.21, $X \cup \{\alpha\}$ is a normal class which properly includes $X$.

Let $F$ be any ( unary) operation which associates a subclass $F(X)$ of $C$ to each subclass $X \subseteq C$.

**Definition 1.24.** For each ordinal $\tau$ we define the operation $F^{(n)}$ recursively, on subclasses $X$ of $C_{\tau}$, as follows:

$$F^{(0)}(X) = X;$$

whenever $\tau = \mu + 1$, $F^{(n)}(X) = F(F^{(n-1)}(X)) \sim \tau$;

for each ordinal $\tau$ such that $0 < \tau < \omega$, $F^{(0)}(X) = \bigcup_{\mu<\tau} F^{(\omega)}(X) \sim \tau$.

Moreover, we define the operation $F^{(\omega)}$ by the equation:

$$F^{(\omega)}(X) = \bigcup_{\mu<\omega} F^{(\mu)}(X).$$

**Corollary 1.25.** If $X \subseteq C$, then, for each cardinal $\alpha$, the following three conditions are equivalent:

(i) $\alpha \in F^{(\omega)}(X)$;

(ii) $\alpha \in F^{(\alpha)}(X)$;

(iii) $\alpha \in \bigcup_{\mu<\omega} F^{(\mu)}(X)$.

**Definition 1.26.** $F$ is said to preserve normality iff $F(X)$ is normal whenever $X$ is normal.

**Theorem 1.27 (Second Induction Principle).** If $F$ preserves normality, then $F^{(n)}$ preserves normality.

**Proof.** Suppose that $X$ is normal. We shall show by transfinite induction that, for each ordinal $\mu$, $F^{(n)}(X)$ is normal. Suppose $F^{(0)}(X)$ is normal whenever $\mu < \tau$. We shall show that $F^{(n)}(X)$ is normal.

First, $F^{(0)}(X)$ is normal, because $F^{(0)}(X) \sim X$. Now let $\tau = \mu + 1$. Then

$$F^{(0)}(X) = F(F^{(0)}(X)) \sim \tau,$$

whence by 1.11 and in view of the fact that $F$ preserves normality, $F^{(0)}(X)$ is normal. Finally, suppose $0 < \tau = \omega$. By 1.24,

$$F^{(0)}(X) = \bigcup_{\mu<\omega} F^{(\mu)}(X) \sim \tau,$$

and hence by 1.20, $F^{(\omega)}(X)$ is normal. Therefore, by the first induction principle 1.18 and by 1.24, it follows that $F^{(\omega)}(X)$ is normal.

A simple operation which is easily seen to preserve normality is the operation $L$ defined by:

$$L(X) = \{\{y : y \subseteq X \text{ and } y \cup (X \cap \{y\}) \text{ is a closed interval included in } C\}.\]$$

It is not difficult to see that the class $L(AC)$ consists of the accessible cardinals together with all inaccessible cardinals $\xi$ such that $0 < \xi < \omega$; thus $C \subseteq L(AC)$ is just the class of all fixed points of the sequence $\xi$.

It follows from the second induction principle that the operation $L^{(n)}$ also preserves normality.

We shall now introduce an operation $M$ which is stronger than the operations $L$ and $L^{(n)}$ in the sense that we always have $M(X) \supseteq L^{(n)}(X)$, but which still preserves normality.

**Definition 1.28.** A subclass $Y$ of $C$ is said to be closed in $C$ iff any non-empty subset of $Y$ belongs to $Y$.

1.28 defines the usual order topology on $C_0$; it is easily seen that any intersection of closed classes is closed and so is any finite union of closed classes. The following are simple examples of closed classes:

finite subsets of $C_0$; sets of the form $[\beta, \alpha]$; classes of the form $C_{\sim \alpha}$.

Notice that, by 1.12, any subclass of $C_0$ which is closed in $C$ is normal.
DEFINITION 1.29. For every $X \subseteq C$, we set

$$M(X) = \{ y : y \subseteq X \text{ and } y \cup (\cup y) \text{ is a closed subset of } C \}.$$ 

The operation $M$ on classes was first suggested by the work of Mahlo in [29], and may well be referred to as Mahlo’s operation. If $X$ is the class of infinite cardinals which are either singular or non-limit cardinals, then $M(X)$ is the class of infinite cardinals which are not $\aleph_0$ numbers in the sense of Mahlo. An operation related to $M$ (and actually dual to $M$) in its application to the class of accessible cardinals was implicitly studied by Lévy in [21]. Thus $M(AC)$ is the class of infinite cardinals which are hyper-accessible of type 1, i.e., which are not hyper-inaccessible of type 1 in the sense of Lévy. More generally, $M^{\omega}(AC)$ is the class of cardinals $a > r$ which are hyper-accessible of type $\nu$; finally $M^{\omega}(AC)$ is the class of cardinals $\alpha \in C$ which are hyper-accessible of type $\alpha$.

**THEOREM 1.30.** Suppose $X \subseteq C$. Then

(i) $X \subseteq M(X) \subseteq \bigcup \{ X \}$,

(ii) if $\mu < \nu$, then $M^{\nu}(X) \subseteq M^{\omega}(X) \subseteq M^{\omega}(X)$,

(iii) if $Y \subseteq X$, then $M(Y) \subseteq M(X)$,

(iv) $X = M(X)$ iff $X$ is closed.

Proof. The proofs of (i)-(iii) are obvious. It follows at once from 1.28 and 1.29 that, if $X$ is closed, then $M(X) \subseteq X$ and hence $X = M(X)$. Suppose $X$ is not closed. Then there is a least $\alpha \in C \setminus X$ such that $\alpha = \bigcup \{ X \cap \alpha \}$. Moreover, $(X \cap \alpha) \cup \{ \alpha \}$ is closed, because of our choice of $\alpha$. Therefore, by 1.29, we have $\alpha \in M(X)$.

Notice that $M(X)$ and even $M^{\omega}(X)$ need not coincide with the closure $\bar{X}$ of $X$ in the natural topology of $C$. For example, we have $\bar{AC} = C$, while we can hardly expect to prove that $M(AC) = C$, or even that $M^{\omega}(AC) = C$.

On the other hand, it may be interesting to notice that $M$ is a topological operation since it can be defined entirely in terms of closure; in fact, it can easily be shown that

$$M(X) = \{ \alpha : \text{for some } \xi \leq \alpha, \xi \in X \text{ and } \xi = \cup y \cup \{ \alpha \} \}.$$ 

**THEOREM 3.11.** (Third Induction Principle). The operation $M$ preserves normality.

Proof. Suppose that $X$ is normal. We shall first prove that $M(X) \subseteq C$. Suppose that $\alpha \in M(X) \setminus X$. We shall arrive at a contradiction. Let $y$ be such that $y \subseteq X$, $a = \cup \{ y \}$, and $y \cup \{ \alpha \}$ is closed. Let $g \in \alpha$ be the function defined by the condition:

$$g(\xi) = \bigcup \{ \beta : \beta \in \alpha \}$$ for each $\xi < \alpha$.

Since $y \cup \{ \alpha \}$ is closed, we have $g \in \alpha$. It is clear that $g(\xi) \subseteq \xi$ for each $\xi < \alpha$. Hence, by 1.4, $\tau(g) < \tau(\xi) = \alpha$. On the other hand, for each $\beta \in \alpha$ we have $\beta < \alpha$, whence by 1.5

$$\{ \xi : \xi < \alpha, \beta \in \xi \} \in I.$$ 

By (1), $\beta \in g(\xi)$ whenever $\beta \in \xi$, so

$$\{ \xi : \xi < \alpha, \beta \in g(\xi) \} \in I.$$ 

Therefore, by 1.4, $\beta \in \tau(g)$. Since $\alpha = \bigcup y$ and $a \in \alpha$ and $\alpha \subseteq \tau(g)$ and hence $a = \tau(g)$. But since $y \subseteq X \cap \alpha$ and $g \in \alpha$, there exists a function $h \in \alpha(X \cap \alpha)$ such that $\tau(h) = \tau(g) = \alpha$. This contradicts the fact that $X$ is normal, and we have verified that $M(X) \subseteq C$.

Now suppose that $\alpha \in C$, $I$ is a non-principal $\alpha$-complete prime ideal in $S(\alpha)$, $f \in \alpha(X \cap \alpha)$, and $\tau(f) = \alpha$. Again we shall reach a contradiction.

For each $\xi < \alpha$, let $y_\xi$ be such that $y_\xi \subseteq X$, $f(\xi) = \cup y_\xi$, and $y_\xi \cup \{ \xi \}$ is closed. If

$$\{ \xi : \xi < \alpha, f(\xi) \notin y_\xi \} \in I,$$

then $f(\xi) \in X$ for almost all $\xi < \alpha$. Hence $\tau(h) = \tau(f) = \alpha$ for some $h \in \alpha(X \cap \alpha)$, which contradicts the fact that $X$ is normal. Therefore

$$\{ \xi : \xi < \alpha, \xi \notin f(\xi) \} \in I,$$

Let

$$y = \{ \xi : \xi < \alpha, f(\xi) \notin y_\xi \},$$

that is, let $y$ be the set of all $\xi < \alpha$ which belong to “almost every” $y_\xi$. Since each $y_\xi \subseteq X \cap \alpha$, we have $y \subseteq X \cap \alpha$. We next prove that $\bigcup y = a$. Obviously $\bigcup y \subseteq a$. Suppose $\xi \in y$. Let $g \in \alpha$ be such that $g(\xi) \in y$. Since $\tau(g) < \xi$, $g(\xi) < \tau(g)$ whenever $f(\xi) > \xi$. Then $g(\xi) < f(\xi)$ for almost all $\xi < \alpha$. By 1.4, $\tau(g) < \tau(f)$, and hence $\tau(g) < \alpha$. Let $\eta = \tau(g)$. By 1.5, $\tau(\eta) = \alpha$. Then, since $\eta \in \alpha$, whenever $g(\xi) = \eta$, we have $\eta \in \alpha$. On the other hand, by 1.5,

$$\{ \xi : \xi < \alpha, \xi \notin f(\xi) \} \in I,$$

so

$$\{ \xi : \xi < \alpha, \xi \notin f(\xi) \} \in I,$$

and $\xi < \eta$. It follows that $\bigcup y = a$.

It remains to prove that $\tau(a)$ is closed. Let $\xi$ be a non-empty subset of $y$. If $\bigcup \xi = a$, then $\bigcup \xi \notin a$. Suppose $\bigcup \xi < a$. Then $|\xi| < a$. It follows from the $\alpha$-completeness of $I$ that

$$\{ \xi : \xi < a, \xi \subseteq y \} \notin I.$$
Since $y_i$ is closed for each $i < a$, we have
\[ \{ i : i < a, \bigcup j \in y_i \neq I \}, \]
and thus $\bigcup j \in y$. We now conclude, in view of 1.29, that $a \in M(X)$. But then $a \in C$, which contradicts the existence of $I$.

**Corollary 1.32.** The operators $M^{(n)}$, $(M^{(n)})^{(n)}$, etc. preserve normality.

**Proof.** By 1.27, 1.31.

**Theorem 1.33.** The class $AC$ is normal.

**Proof.** Let
\[ X = \{ \beta : \text{for some cardinal } \alpha, \text{ we have } \omega < \alpha < \beta < 2^\omega \}. \]
For each cardinal $\delta \geq \omega$, let
\[ X_\delta = [\delta^+, 2^\omega]. \]
For each ordinal $\mu$, let
\[ X_\mu = \begin{cases} 0 & \text{if } \mu < \omega, \\
X_{\mu \upharpoonright} & \text{if } \mu \geq \omega. \end{cases} \]
We then have
\[ X = \{ \beta : \beta \in \bigcup_{\delta < \alpha} X_\delta \}. \]
Since $X_\delta \subseteq AC$ for every $\delta$, it follows from 1.12 that $X_\delta$ is normal for every $\delta$, and thus $X_\delta$ is normal for every $\mu$. Therefore, by the first induction principle 1.19, $X$ is normal.

We shall now show that
\[ AC \subseteq M^{(n)}(X). \]
If $a \in AC$ and $a$ is regular, then $a \in X$ and so, by 1.30, $a \in M^{(n)}(X)$.

It remains to prove that every singular cardinal belongs to $M^{(n)}(X)$. It is sufficient to prove that each ordinal $\mu$ has the following property:

\[ \text{(1)} \quad \text{if } a \in C \text{ and } \sigma(a) < \mu \leq a, \text{ then } a \in M^{(n)}(X); \]

once this is verified, it follows at once that $a \in M^{(n)}(X)$ whenever $a \in C$ and $\sigma(a) < a$.

Suppose that (1) holds for each ordinal $\mu < \tau$, let $a \in C$, and let $\sigma(a) < \tau \leq a$. There exists a strictly increasing function $\phi : \omega \to C$ such that
\[ a = \bigcup \{ \phi(\xi) : \xi < a \}. \]
Since $a \in C$, $\sigma(a)$ must be a limit ordinal, and it follows that
\[ a = \bigcup \{ \phi(\xi) : \xi < \sigma(a) \}. \]
Clearly $\phi(\xi)^+ \in X$ for each $\xi < \sigma(a)$. Let
\[ y = \{ \gamma : \phi(\xi) < \gamma \text{ and for some positive } \eta < \sigma(a), \gamma = \bigcup \{ \phi(\xi) : \xi < \eta \} \}. \]
Then $a = \bigcup y$ and $y \cup \{ a \}$ is closed in $C$. If $\gamma < \gamma$, then either $\gamma \in X$ or $\sigma(\eta) < \sigma(a) \leq \gamma$, so $\gamma \in M^{(n)}(X)$. Thus
\[ y \subseteq M^{(n)}(X). \]
By 1.29 we have
\[ a \in M^{(n)}(X), \]
and since $a < \tau \leq a$,
\[ a \in M^{(n)}(X). \]
This verifies (1), and thus $AC \subseteq M^{(n)}(X)$.

From the second and third induction principles, or from 1.32, it follows that $M^{(n)}(X)$ is normal. Therefore, by 1.11, $AC$ is normal.

The class $AC$ is an example of a normal class which, assuming $C_1 \neq C_2$, does not satisfy the simple sufficient condition for normality given in 1.12; in fact any $a \in C$ is expressible as the union of some subset of $AC$. The same holds for any normal class which includes $AC$.

From the point of view of mathematical elegance it would be desirable to prove Theorem 1.33 directly and before the induction principles. In principle this would be possible, but the direct proof which is known to us is rather involved and duplicates some portions of the proofs of the induction principles.

By combining our induction principles with the fact that $AC$ is normal, we are able to show that larger and larger classes of cardinals are included in $C_1$. For example, we see at once that

**Theorem 1.34.**
(i) $M(AC) \subseteq C_1$;
(ii) $M^{(n)}(AC) \subseteq C_1$;
(iii) $M^{(n)}(M^{(n)}(AC)) \subseteq C_1$;
(iv) $M^{(n)}(M^{(n)}(AC)) \subseteq C_1$.

To understand the scope of formula (i), the reader should compare the remarks which precede Definition 1.28 and concern the extent of the classes $L(AC)$ and $L^{(n)}(AC)$, and the fact that $L(AC) \subseteq L^{(n)}(AC) \subseteq M(AC)$.

Precisely, (i) states that the class $C_1$ contains all hyper-accessible cardinals of type 1. By (ii), $C_1$ contains every cardinal $a$ which is hyper-accessible of type $1$; (iii) and (iv) go even beyond this.

The process can clearly be continued, and in a sense will never end. Indeed we have seen in 1.24 that, if $C_1 \neq C_2$, there is no maximal normal class. Moreover, if $C_1 \neq C_2$ and $AC \subseteq C_1 \subseteq C_2$, then $X$ cannot be closed, and hence, by 1.30 (iv), $C_1 \neq M(X)$; thus, if $X$ is normal, then $M(X)$ is again a normal class and properly includes $X$. 

From accessible to inaccessible cardinals
It is possible to formulate even stronger induction principles than the three we have given. As a further step, one can formulate principles involving arbitrary operations which, like the operation \( \omega \cdot \) pass from one operation of the type \( F \) in \( 1.23 \) to another.

We have not yet been able to define "constructively" any cardinal \( \kappa \in C_\alpha \) for which we cannot prove \( \kappa \in C_\alpha \). It has been shown by Scott in [32] that Gödel's axiom of constructibility (see [8]) actually implies \( C = C_1 \). Thus the axiom of constructibility and the hypothesis \( C \not= C_1 \) lead to two incompatible set theories.

The question whether the hypothesis \( C \not= C_1 \) is compatible with the usual axiom systems of set theory remains open. On the other hand, from the results in this section it is easily seen that the opposite hypothesis, \( C = C_1 \), which may be called the prime ideal hypothesis, is certainly compatible with the usual axiom systems and remains compatible if these axiom systems are enriched by various "strong infinity axioms" which guarantee the existence of very large cardinals. (We assume here, of course, that the axiom systems involved are consistent and remain consistent when enriched by the "strong infinity axioms".) It is also seen that the hypothesis \( C = C_1 \) becomes a provable statement if the usual axiom systems are enriched by the negations of various "strong infinity axioms". Thus, for instance, the prime ideal hypothesis is compatible with the Bernays axiom system and remains compatible if this system is enriched by an axiom to the effect that there are inaccessible cardinals \( \kappa > \beta \), or that every cardinal \( \kappa \) is smaller than some inaccessible cardinal, i.e., that \( \theta \) exists for every cardinal \( \kappa \). On the other hand, this hypothesis becomes a theorem if the Bernays system is enriched by an axiom stating that there are no inaccessible cardinals \( \kappa > \beta \), or that there are no inaccessible cardinals \( \kappa \) such that \( \theta \neq \alpha \). We see thus that the inclusion of the prime ideal hypothesis in the usual axiom systems of set theory does not lead to contradictions and does not prevent us from further expanding these axiom systems by including various "strong infinity axioms" or their negations.

All these remarks apply also to two related hypotheses, \( C \not= C_0 \) and \( C = C_1 \), which will be involved in our later discussion.

\section{2. Characteristic properties of cardinals in the class \( C_\beta \).}

In this section we shall discuss a number of problems from various branches of mathematics which arise in connection with the class \( C_\beta \). It will be seen from our discussion that it is often more natural and advantageous, instead of dealing with individual cardinals \( \kappa \) belonging to \( C_\beta \), to deal with closed intervals \( [\alpha, \beta] \) included in \( C_\beta \). We shall begin with properties which are of general set-theoretical nature, and then pass to problems which arise in more specialized contexts.

\textbf{Theorem 2.1.} For any cardinals \( \alpha \) and \( \beta \), the following five conditions are equivalent:

(i) \( [\alpha, \beta] \subseteq C_\beta \);

(ii) every \( \alpha \)-complete prime ideal in \( S(\beta) \) is principal;

(iii) there exists an \( \alpha \)-complete field of sets of power \( \beta \) in which every \( \alpha \)-complete prime ideal is principal;

(iv) there exists an \( \alpha \)-complete field of sets of power \( \geq \beta \) in which every \( \alpha \)-complete prime ideal is principal;

(v) in every \( \beta \)-complete field of sets every \( \alpha \)-complete prime ideal is \( \beta \)-complete.

\textbf{Proof.} It is obvious that (ii) implies (iii) and that (iii) implies (iv).

We shall complete the proof of the theorem by proving successively the implications (ii) \( \Rightarrow \) (v), (v) \( \Rightarrow \) (i), (i) \( \Rightarrow \) (ii), and (iv) \( \Rightarrow \) (i).

Suppose that (ii) holds, let \( B \) be an \( \alpha \)-complete field of sets, and let \( I \) be an \( \alpha \)-complete prime ideal in \( B \). Let \( x \in \mathcal{B} \). We shall show that \( \bigcup_{x \in \mathcal{B}} x(\beta) \} \in \mathcal{B} \). For each \( \xi < \beta \) let \( y(\xi) = x(\xi) \bigcup x(\xi) \}. Then, since \( B \) is \( \alpha \)-complete, \( y \in \mathcal{B} \). It is clear that \( \bigcup_{x \in \mathcal{B}} y(\xi) = \bigcup_{x \in \mathcal{B}} x(\xi) \}, moreover, whenever \( \xi < \eta < \beta \), we have \( y(\xi) \cap y(\eta) \} = 0 \). We now define \( J = \{ x \in B : x(\xi) \in \mathcal{B} \} \}. Then \( J \) is an \( \alpha \)-complete ideal in \( S(\beta) \), since \( J \) is prime, we have either \( \beta \in J \) or \( \beta \not\in J \} whenever \( \beta \in S(\beta) \). Therefore \( J \) is 2-saturated. By (ii), \( J \) is principal. If \( \xi < \beta \), then \( y(\xi) \} \in \mathcal{B} \). It follows that \( J = \beta(\beta) \). This verifies (v).

Now assume (v) and let \( \gamma \in [\alpha, \beta] \) be \( \gamma \)-complete prime ideal in \( S(\gamma) \). Then \( I \) is \( \beta \)-complete. Also, \( S(\gamma) \) is \( \gamma \)-complete. It follows from (v) that \( I \) is \( \beta \)-complete. Since \( \gamma \in \beta \) and \( \bigcup \mathcal{B} = \{ \xi : \xi \in \mathcal{B} \} \), we have \( \bigcup I \} \in \mathcal{B} \}, and thus \( I \) is principal. Therefore \( \gamma \in C_\beta \), and (i) holds.

Assume (i) and let \( I \) be an \( \alpha \)-complete prime ideal in \( S(\beta) \). Let \( \gamma \) be the least cardinal \( \gamma \) such that either \( \gamma \not\in \beta \) or \( I \) is not \( \gamma \)-complete. Then \( \gamma < \beta \), and \( \gamma \not\in \beta \) can be a limit cardinal, so there exists \( \gamma \) such that \( \gamma = \delta \}. Since \( \delta \) is \( C_\beta \), (ii) holds when \( \alpha = \beta = \delta \). Therefore by what we have proved above, (v) holds when \( \alpha = \beta = \delta \). Since \( \gamma \) is \( \delta \)-complete and \( I \) is \( \delta \)-complete, it follows by (v) with \( \alpha = \beta = \delta \) that \( I \) is \( \delta \)-complete, i.e., \( I \) is \( \gamma \)-complete. Therefore we must have \( \gamma = \delta \). Since \( I \) is \( \beta \)-complete, it is principal, and (ii) follows.

Assume that (iv) holds, and let \( B \) be an \( \alpha \)-complete field of sets of power \( \beta \) in which every \( \alpha \)-complete prime ideal is principal. We may assume without loss of generality that \( \bigcup B \) is an infinite cardinal, say \( \bigcup B = \beta_0 \), and furthermore that every atom of \( B \) is a singleton. Then \( B \subseteq S(\beta_0) \}, every atom of \( B \) is an atom of \( S(\beta_0) \), and \( \beta_0 \) is the unit element of \( B \). Observe that, for each \( \xi \in \beta_0 \), the set

\[ \xi^* = \{ x \in B : x < \xi \} \]
is an $\alpha$-complete prime ideal in $B$. Thus, for every $\zeta \in \beta$, $\zeta^*$ is a principal ideal in $B$, and consequently $[\zeta] \in B$. Let $I$ be an $\alpha$-complete prime ideal in $S(\beta)$. Set $J = I \cap B$. Since $B$ is an $\alpha$-complete, $J$ is an $\alpha$-complete prime ideal in $B$. Therefore $J$ is a principal ideal in $B$, that is, $\bigcup J \in J$. Hence $\bigcup J \in I$. On the other hand, we have

$$\bigcup I = \bigcup \{ \zeta: [\zeta] \in I \} = \bigcup \{ \zeta: [\zeta] \in J \} = \bigcup J,$$

and thus $I$ is principal. It follows that (ii) holds when $\beta = \beta_0$, and, by what we have shown before, we have $[\alpha, \beta] \subseteq C_\gamma$. Since $|B| \geq \beta$ and $2^\lambda \geq |B|$, we have $2^\gamma \geq \beta$. By Theorem 1.2, $[\beta^\gamma, 2^\gamma] \subseteq C_\gamma$. Therefore $[\alpha, \beta] \subseteq C_\gamma$. This completes our proof.

Notice that conditions (iii) and (iv) in 2.1 are existential statements, while condition (v) is a universal statement. Condition (ii) is a statement about the particular field $S(\beta)$ and permits us to pass from the existential conditions to the universal one. It is obvious that the universal condition (v) implies (ii), (iii), and (iv).

It follows from 2.1 that conditions (i)-(v) always hold when $\beta < \alpha$, for in this case $[\alpha, \beta]$ is empty and in such included in $C_\gamma$. When $\beta = \alpha$, condition (ii) reduces to the condition $a \in C_\gamma$ as stated in 1.1, while (iii), (iv), and (v) give necessary and sufficient conditions for $a \in C_\gamma$. In case $\alpha = \beta_0$, it is easily seen, e.g., by 0.3, that each of the conditions 2.1 (i)-(v) fails.

**Corollary 2.2.** For any $\alpha$ and $\gamma$ the following two conditions are equivalent:

(i) $[\alpha, \gamma] \subseteq C_\gamma$;

(ii) in every $\gamma$-complete field of sets every $\alpha$-complete prime ideal is $\gamma$-complete.

Proof. Assume (i). Then condition 2.1 (i) holds whenever $\beta < \gamma$. Hence, by 2.1, condition 2.1 (v) holds whenever $\beta < \gamma$, and (ii) follows immediately.

If we assume (ii), then, as is easily seen, 2.1 (ii) holds whenever $\beta < \gamma$. Hence 2.1 (i) holds for all $\beta < \gamma$, and thus (i) holds.

Corollary 2.2 is a partial improvement of Theorem 2.1: if we substitute $\beta^\gamma$ for $\gamma$ in 2.2 (i) and 2.2 (ii), we immediately obtain 2.1 (i) and 2.1 (v), respectively.

**Definition 2.3.** A set is said to be a set function on a field of sets $B$ if the domain of $F$ is $B$ and the range of $F$ is a set of sets. In case $B$ is an $\alpha$-complete field of sets, a set function $F$ on $B$ is called $\alpha$-additive, or $\alpha$-multiplicative, if, whenever $X \subseteq B$ and $0 < |X| < \alpha$,

$$F(\bigcup X) = \bigcup_{x \in X} F(x),$$

or

$$F(\bigcap X) = \bigcap_{x \in X} F(x),$$

respectively. In case $B$ is complete, $F$ is called completely additive, or completely multiplicative, if it is $\alpha$-additive for every $\alpha \in C$, or $\alpha$-multiplicative for every $\alpha \in C$, respectively.

It is known [3] that, for every set $A$, $F$ is a completely additive and completely multiplicative set function on $S(A)$ if and only if there is a set $C$ and a function $g$ with the range included in $A$ such that

$$F(X) = C \cdot g^{-1}(X)$$

for every $X \subseteq A$.

**Theorem 2.4.** For any cardinal $\alpha$ and $\beta$ the following three conditions are equivalent:

(i) $[\alpha, \beta] \subseteq C_\gamma$;

(ii) every $\alpha$-additive and $\alpha$-multiplicative set function on $S(\beta)$ is completely additive and completely multiplicative;

(iii) every $\alpha$-additive and $\alpha$-multiplicative set function on any $\beta^\gamma$-complete field of sets is $\beta^\gamma$-additive and $\beta^\gamma$-multiplicative.

Proof. We refer to Theorem 2.4 in [4] for a proof that condition 2.4 (ii) above is equivalent to condition 2.1 (ii) in the special case when $\alpha = \beta$. With obvious changes the same argument can be used to prove that conditions 2.4 (ii) and 2.4 (iii) are equivalent for any cardinals $\alpha$ and $\beta$, and that the same applies to conditions 2.1 (v) and 2.4 (iii). Hence, by referring to 2.1, we conclude that the three conditions of our theorem are actually equivalent.

From this theorem we can easily derive an analogue of Corollary 2.2, i.e. we can show that condition 2.4 (iii) with $\beta^\gamma$ replaced by an arbitrary cardinal $\gamma$ is equivalent to 2.2 (i).

We shall now pass from the question of the existence of non-principal $\alpha$-complete prime ideals to the more general question of the existence of non-principal $\alpha$-complete and $\delta$-saturated ideals.

**Definition 2.5.** We denote by $C^{\delta\alpha}$ the class of all $\alpha$ such that every $\alpha$-complete and $\delta$-saturated ideal in $S(\alpha)$ is principal.

**Theorem 2.6.**

(i) $C^{\delta\alpha} = C^\alpha \cup \{\alpha\};$

(ii) $C^{\delta\alpha} = C_\delta;$

(iii) if $\delta \geq 2$, then $C^{\delta\alpha} \subseteq C_\delta$;

(iv) if $\delta < \delta'$, then $C^{\delta\alpha} \subseteq C^{\delta'}$;

(v) if $\omega^\alpha < \gamma$, then $C^{\delta\alpha} \neq C_\gamma$.

Proof. (i), (ii), (iii), and (iv) are obvious. By 1.2 we have $\omega^\alpha \in C_\delta$, hence to obtain (v) it suffices to show that $\omega^\alpha \in C^{\delta\alpha}$. The set $I = S_\delta(\omega^\alpha)$
is an $\omega^\alpha$-complete ideal in $S(\sigma^\gamma)$. Moreover, $I$ is $\gamma$-saturated because any disjointed subset of $S(\sigma^\gamma)$ has power $\leq \omega^\alpha$ and thus has power $<\gamma$.

But $I$ is not principal, so $\omega^\alpha \not\leq C^{\omega_\alpha}$.

**Theorem 2.7.** $SN \subseteq C^{\omega_\alpha}$ for all $\beta$.

**Proof.** Assume $a \in SN$ and consider any $a$-complete ideal $I$ in $S(a)$ (whether $\delta$-saturated or not). By 2.4, $I$ is $a^\omega$-complete and therefore

$$ \bigcup I = \bigcup \{ \langle z, x \rangle : \langle z, x \rangle \in I \} .$$

Hence $I$ is principal. Consequently, by 2.5, $a \in C^{\omega_\alpha}$, and the proof is complete.

**Theorem 2.8.** If $a < \beta$, then $a \in C^{\omega_\alpha}$ if and only if $a \in SN$.

**Proof.** If $a$ is singular, then $a \in C^{\omega_\alpha}$ by 2.7. Suppose that $a$ is regular and let $I = S(a)$. Then $I$ is a non-principal $a$-complete ideal in $S(a)$. $I$ is $\delta$-saturated because any disjointed subset of $S(a)$ has power $<\omega_\alpha$ and thus has power $<\delta$. Therefore $a \in C^{\omega_\alpha}$.

Our next theorem is a special case of [48], Theorem 4.15, p. 54, and the proof is indicated there. For convenience, however, we shall give a proof here.

**Theorem 2.9.** If $a$ is not a regular limit cardinal and $\delta < \omega_\alpha$, then $a \in C^{\omega_\alpha}$.

**Proof.** If $a$ is singular, then, by 2.7, $a \in C^{\omega_\alpha}$.

Suppose that $a = \gamma^+$ and $\delta < \omega_\alpha$. Let $I$ be an $a$-complete $\delta$-saturated ideal in $S(a)$. We shall prove that $I$ is principal. For each $z < a$, let $f_z$ be a one-one function on $z$ into $\gamma$. For each $z < a$ and $\eta < \gamma$, let

$$ x(z, \eta) = \langle z : \xi < z \Rightarrow f_z(\xi) = \eta \rangle .$$

Then, whenever $z, z' < a$, $z \neq z'$, and $\eta < \gamma$, we have

$$ x(z, \eta) \cap x(z', \eta) = 0 .$$

For each $\eta < \gamma$, let

$$ y(\eta) = \langle z : \xi < a, z(\xi) \in I \rangle .$$

Since $I$ is $\delta$-saturated, we have $|y(\eta)| < \delta$, and thus $|y(\eta)| < \gamma$, for each $\eta < \gamma$. Therefore

$$ |\bigcup_{\eta < \gamma} y(\eta)| < \gamma .$$

Let

$$ z_\eta \equiv a \sim \bigcup_{\eta < \gamma} y(\eta) .$$

Since $I$ is $a$-complete and $x(z_\eta, \eta) \subseteq I$ for each $\eta < \gamma$, we have

$$ \bigcup_{\eta < \gamma} x(z_\eta, \eta) \subseteq I .$$

But, by the definition of $x(z, \eta)$,

$$ \bigcup_{\eta < \gamma} x(z_\eta, \eta) = a \sim (\gamma^+ + 1) ,$$

so

$$ a \sim (\gamma^+ + 1) \in I .$$

**Theorem 2.10.** For all $a, b, \delta$, the following three conditions are equivalent:

(i) $[a, b] \subseteq C^{\omega_\alpha}$;

(ii) every $\alpha$-complete and $\delta$-saturated ideal in $S(\beta)$ is principal;

(iii) in every $\beta^\omega$-complete field of sets, every $a$-complete and $\delta$-saturated ideal is $\beta^\omega$-complete.

**Proof.** It is sufficient to prove that (ii) implies (iii), that (iii) implies (i), and that (i) implies (ii). The proofs of these implications are entirely analogous to the arguments given in the proof of Theorem 2.1 for the implications 2.1 (i) $\Rightarrow$ 2.1 (ii), 2.1 (ii) $\Rightarrow$ 2.1 (i), and 2.1 (i) $\Rightarrow$ 2.1 (ii), respectively, with the notion of a $\delta$-saturated ideal everywhere replaced that of a prime ideal. Note that (ii), (i), and (iii) are obviously true when $\delta = 1$.

**Corollary 2.11.** A necessary and sufficient condition for $[a, \gamma] \subseteq C^{\omega_\alpha}$ is that:

(i) in every $\gamma^\omega$-complete field of sets, every $a$-complete and $\delta$-saturated ideal is $\gamma^\omega$-complete.

**Proof.** The proof is analogous to that of 2.2, but refers to 2.10 instead of 2.1.

Notice that the conditions 2.10 (i), (ii), and (iii) are the analogues of the conditions 2.1 (i), (ii), and (iii), respectively, which arise when we pass from the notion of a prime ideal to the more general notion of a $\delta$-saturated ideal. It is natural to ask whether the analogues of 2.1 (ii) and 2.1 (iii) (which will be explicitly stated below as 2.12 (ii) and 2.12 (iv), respectively) are necessary and sufficient for $[a, b] \subseteq C^{\omega_\alpha}$. It is obvious that 2.10 (ii) implies the analogue of 2.1 (iii), which in turn implies the analogue of 2.1 (iv); hence both of those analogues are at least necessary for $[a, b] \subseteq C^{\omega_\alpha}$. On the other hand, by examining our proof of the implication 2.1 (iv) $\Rightarrow$ 2.1 (ii), we obtain the following:

**Theorem 2.12.** Let

$$ b = \langle \gamma : \gamma < \omega^2 \rangle$$

and

$$ b = \langle \gamma : \gamma < \omega^2 \rangle .$$

Then the following two conditions are equivalent:

(i) $[a, b] \subseteq C^{\omega_\alpha}$;

(ii) there exists an $a$-complete field of sets of power $\omega^2$ in which every $a$-complete and $\delta$-saturated ideal is principal.
Similarly, the following conditions are equivalent:

(iii) \([\alpha, \beta] \subseteq C^{\aleph_0}\),

(i) there exists an \(\alpha\)-complete field of sets of power \(\geq \beta\) in which every \(\alpha\)-complete and \(\delta\)-saturated ideal is principal.

In the above theorem note that we always have \(\beta_1 < \beta_2 < \beta_3\).

**Corollary 2.13.** If \(\beta\) is a strong limit cardinal, or in particular if \(\beta < \aleph_{\omega_1}\), then each of the conditions 2.12 (ii), 2.12 (iv) is necessary and sufficient for \([\alpha, \beta] \subseteq C^{\aleph_0}\).

**Proof.** We have \(\beta = \beta_1 = \beta_2\) in 2.12.

**Corollary 2.14.** Assume that the generalized continuum hypothesis holds. Then 2.12 (ii) is necessary and sufficient for \([\alpha, \beta] \subseteq C^{\aleph_0}\).

**Proof.** We have \(\beta = \beta_3\) in 2.12.

**Corollary 2.15.** Assume that the generalized continuum hypothesis holds or at least that \([\beta^+, \beta] \subseteq C^{\aleph_0}\) contains no regular limit cardinals where \(\beta = \bigcap \{\gamma: \beta < \gamma\}\). Then, in case \(\delta < \beta^+\), each of the conditions 2.12 (ii), 2.12 (iv) is necessary and sufficient for \([\alpha, \beta] \subseteq C^{\aleph_0}\).

**Proof.** By 2.9, \([\beta^+, \beta] \subseteq C^{\aleph_0}\). Therefore \([\alpha, \beta] \subseteq C^{\aleph_0}\) implies that \([\alpha, \beta] \subseteq C^{\aleph_0}\). The result follows by 2.12.

**Corollary 2.16.** Suppose that \(\beta\) is not a limit cardinal and \(\alpha = \beta < \delta\).

Then 2.12 (iv) holds but \([\alpha, \beta] \subseteq C^{\aleph_0}\) fails.

**Proof.** If \(\beta\) is defined as in 2.12, then, since \(\beta\) is of the form \(\gamma^+\), we have \(\beta_1 < \beta\). Therefore \([\alpha, \beta] = 0\), and so, by 2.12, 2.12 (iv) holds. However, \(\beta\) is regular and hence, by 2.8, \(\beta \in C^{\aleph_0}\). Thus \([\alpha, \beta] \subseteq C^{\aleph_0}\) is not included in \(C^{\aleph_0}\).

**Theorem 2.17.** Suppose that \(\alpha\) is regular. Then the following condition (i) is necessary and sufficient for \([\alpha, \beta] \subseteq C^{\aleph_0}\):

(i) \(\beta \in \{\gamma^+: \gamma \in \mathcal{P}(\omega)\} \cap \bigcup X\), and for which \(S(\beta) \sim X\) has no disjoint subset of power \(\delta\), then there is a set \(Y \in S(\beta)\) which also covers \(\beta\).

**Proof.** We shall prove that 2.17 (i) is equivalent to 2.10 (ii). Assume 2.17 (i). Let \(I\) be an \(\alpha\)-complete \(\delta\)-saturated ideal in \(S(\beta)\). Let

\[X = I \cup (\beta^+ \cup I).
\]

Then \(\bigcup X = \beta\). By 2.17 (i), there exists \(Y \in S(\beta)\) such that \(\bigcup Y = \beta\). But then

\[\bigcup (Y \cap I) = \bigcup I.
\]

Since \(I\) is \(\alpha\)-complete, we have \(\bigcup I \subseteq I\), so \(I\) is principal. This verifies 2.10 (ii).

**Now assume 2.10 (i).** Let \(X\) be a set of sets such that \(\beta \subseteq \bigcup X\) and \(S(\beta) \sim X\) has no disjoint subset of power \(\delta\). Let

\[I = \{x \in S(\beta): \exists Y \in S(\beta) \text{ such that } x \subseteq Y \}
\]

From the fact that \(\alpha\) is regular it follows that \(I\) is an \(\alpha\)-complete ideal in \(S(\beta)\).

Since \(S(\beta) \sim I \subseteq S(\beta) \sim X\),

\(I\) is \(\delta\)-saturated. Since \(\beta \subseteq \bigcup X\), every singleton of \(S(\beta)\) belongs to \(I\), and hence \(\beta = \bigcup I\). It follows from 2.10 (ii) that \(I\) is principal, and thus \(\beta \in I\). Therefore there exists \(Y \in S(\beta)\) such that \(\beta \subseteq Y\). This verifies 2.17 (i).

The condition 2.17 (i) has been dealt with in the "covering theorems" in [40]. It has the pleasant feature that it is formulated entirely in basic set-theoretical terms, without involving the notion of an ideal.

The hypothesis that \(\alpha\) is regular cannot be removed from 2.17. In fact, if \(\alpha\) is singular, \(\alpha = \beta\), and \(\alpha < \delta\), then \([\alpha, \beta] \subseteq C^{\aleph_0}\) holds, but 2.17 (i) fails, e.g. for \(X\) equal to the set of all singletons of \(S(\alpha)\).

**Lemma 2.18.** Suppose \(2^\omega < \alpha\). Then any \(\alpha\)-complete non-principal \(\delta\)-saturated ideal in \(S(\beta)\) may be extended to an \(\alpha\)-complete non-principal prime ideal in \(S(\beta)\).

2.18 is simply a restatement of [43], Theorem 4.12, p. 53, to which we refer for a proof. We shall see that 2.18 is also a direct consequence of Lemma 4.23 which will be proved in § 4.

**Theorem 2.19.** (i) If \(\beta > \delta > 1\), then \(C^{\aleph_0} \sim (2^\omega)^+ = C^{\aleph_0} \sim (2^\omega)^+\).

(ii) If \(\beta > 1\) and \(2^\omega < \alpha\), then the formulas \([\alpha, \beta] \subseteq C^{\aleph_0}\) and \([\alpha, \beta] \subseteq C^{\aleph_0}\) are equivalent for every cardinal \(\beta\), and so are the formulas \([\alpha, \gamma] \subseteq C^{\aleph_0}\) and \([\alpha, \gamma] \subseteq C^{\aleph_0}\) for every cardinal \(\gamma\).

**Proof.** (i) By 2.6 (iii) we have \(C^{\aleph_0} \subseteq C_1\), so \(C^{\aleph_0} = (2^\omega)^+ \subseteq C^{\aleph_0} = (2^\omega)^+\).

Suppose \(\alpha \in C^{\aleph_0} \sim (2^\omega)^+\). Then, by 2.18, every \(\alpha\)-complete non-principal \(\delta\)-saturated ideal in \(S(\alpha)\) can be extended to an \(\alpha\)-complete non-principal prime ideal. Since \(\alpha \in C_1\), every \(\alpha\)-complete prime ideal in \(S(\alpha)\) is principal. It follows that every \(\alpha\)-complete \(\delta\)-saturated ideal in \(S(\alpha)\) is principal, and hence \(\alpha \in C^{\aleph_0}\).

(ii) follows directly from (i).

By applying 2.19 to various results which have been stated above or will be stated below in this section, we immediately obtain conclusions of the type in which we are primarily interested here, namely theorems providing necessary and sufficient conditions for \([\alpha, \beta] \subseteq C\) or \([\alpha, \gamma] \subseteq C\). For instance, 2.10 and 2.19 (ii) imply at once that, under the assumptions \(1 < \delta < \omega\) and \(2^\omega < \alpha\), the formula \([\alpha, \beta] \subseteq C\), is equivalent to each of the conditions 2.10 (ii) and 2.10 (iii).
COROLLARY 2.20. If \( 1 < \delta \leq \omega \), then \( C^{(\delta)} = C_\delta \).

Proof. Since \( \delta \leq \omega \), we also have \( 2^\delta \leq \omega_1 \), and hence \( C \sim (2^\delta)^ \sim = C \).

The result follows by 2.19.

COROLLARY 2.21. (i) If \( \delta > 1 \) and \( [\delta, 2^\delta] \subseteq C^{(\delta)} \), then \( C^{(\delta)} \sim \delta = C_\delta \sim \delta \).

(ii) If \( [\omega^+, 2^\omega] \subseteq C^{(\omega^+)} \), then \( C^{(\omega^+)} = C_\omega \).

COROLLARY 2.22. (i) Assume that \( \delta \) is not a regular limit cardinal and the generalized continuum hypothesis holds, or at least that \( [\delta, 2^\delta] \) contains no regular limit cardinals. Then, if \( \delta > 1 \), \( C^{(\delta)} \sim \delta = C_\delta \sim \delta \).

(ii) Assume that the continuum hypothesis holds or at least that \( [\omega^+, 2^\omega] \) contains no regular limit cardinals. Then \( C^{(\omega^+)} = C_\omega \).

Proof. By 2.9 and 2.23.

The results 2.8, 2.9, and 2.19-2.22 may be summed up as follows. Assume that \( \delta \) is any cardinal greater than 1. In case \( \delta \leq \omega \), we have \( \alpha \in C^{(\delta)} \iff \alpha \in C_\delta \). Also, in case \( 2^\delta < \alpha \), we have \( \alpha \in C^{(\delta)} \iff \alpha \in C_\delta \). On the other hand, in case \( \alpha < \delta \), we have \( \alpha \in C^{(\delta)} \iff \alpha \in C_\delta \). In case \( \alpha \) is a regular limit cardinal, \( \delta \leq \omega \), and \( \delta \in C^{(\delta)} \).

Thus the only situation in which we have not settled the question of whether a given cardinal \( \alpha \) belonging to \( C_\delta \) also belongs to \( C^{(\delta)} \) arises when \( \delta \leq \omega \) and \( \alpha \) is a regular limit cardinal. The following are among the most natural open problems in this direction:

1. Is \( 2^\omega \in C^{(\omega^+)} \)?
2. Is \( [\omega^+, 2^\omega] \subseteq C^{(\omega^+)} \)?
3. If \( \alpha \) is the first uncountable regular limit cardinal, is \( \alpha \in C^{(\omega^+)} \)?
4. Is \( \delta \in C^{(\omega^+)} \)?
5. Is \( \alpha \in C^{(\omega^+)} \) for every \( \alpha \in AC \)?
6. Is \( 2^\omega \in C^{(\omega^+)} \) for every \( \alpha \in AC \)?
7. Is \( \alpha \in C^{(\omega^+)} \) for every \( \alpha \in C \)?

Of course, by 2.22 the continuum hypothesis implies that \( 2^\omega \in C^{(\omega^+)} \) and \( [\omega^+, 2^\omega] \subseteq C^{(\omega^+)} \), while the generalized continuum hypothesis implies that \( \alpha \in C^{(\omega^+)} \) and \( 2^\omega \in C^{(\omega^+)} \) for every \( \alpha \in AC \).

However, even if we assume the generalized continuum hypothesis, the questions (3), (4), and (7) remain open, although in this case the questions (3) and (4) clearly become equivalent to each other.

We shall now consider some problems which arise in the theory of Boolean algebras.

THEOREM 2.23. For any cardinals \( \alpha \) and \( \beta \), the following condition (i) is necessary and sufficient for \( [\alpha, \beta] \subseteq C_\delta \):

1. In every \( \beta \)-complete Boolean algebra, every \( \alpha \)-complete prime ideal is \( \beta \)-complete.
THEOREM 2.26. For any cardinals $\alpha$ and $\beta$, the following three conditions are equivalent:

(i) $[\alpha, \beta] \subseteq C_1$;

(ii) every $\alpha$-complete set algebra which is $\beta$-complete as a Boolean algebra is a $\beta$-complete set algebra;

(iii) in every $\alpha$-complete set algebra which is a complete atomistic Boolean algebra with $\beta$ atoms the unit element is the union of all atoms.

Proof. The implication (ii) $\Rightarrow$ (iii) is obvious. We shall prove that (i) implies (ii) and that (iii) implies (i).

In order to establish the implication (i) $\Rightarrow$ (ii), it suffices, by 2.23, to prove that 2.23 (i) implies (ii). Let $\mathfrak{B}$ be an $\alpha$-complete set algebra which is a $\beta$-complete Boolean algebra. Suppose that $X \subseteq \mathfrak{B}$ and $|X| < \beta$.

We must show that $\sum X \subseteq \bigcup X$. Suppose $a \in \sum X$. Then the set

$$I = \{x : x \in \mathfrak{B}, a \not\in x\}$$

is an $\alpha$-complete prime ideal in $\mathfrak{B}$ since $\mathfrak{B}$ is an $\alpha$-complete set algebra. It follows from 2.23 (i) that $I$ is $\beta$-complete. If $X \subseteq I$, then $\sum X \subseteq I$, contradicting $a \not\in \sum X$. Therefore it is not true that $X \subseteq I$. It follows that $a \not\in \bigcup X$, hence $\mathfrak{B}$ is a $\beta$-complete set algebra, and 2.26 (ii) holds.

To show that (iii) implies (i) we may, by 2.1, assume (iii) and derive 2.1 (ii). Let $I$ be an $\alpha$-complete non-principal prime ideal in $S(\beta)$. We shall arrive at a contradiction. Let $\mathcal{F}$ be the set function on $\beta$ defined by the conditions:

$$\mathcal{F}(x) = \begin{cases} x & \text{if } x \in I; \\ x \cup \{\beta\} & \text{if } x \not\in I. \end{cases}$$

Let $\mathfrak{B}$ be the range of $\mathcal{F}$. From the fact that $I$ is a prime ideal it follows that $\mathfrak{B}$ is a field of subsets of $\beta + 1$. Since $I$ is $\alpha$-complete, $\mathfrak{B}$ is an $\alpha$-complete field of sets. Let $\mathfrak{B}$ be the set algebra determined by $\mathfrak{B}$, $\mathfrak{B}$ is an atomistic Boolean algebra, and since $I$ is non-principal, the atoms of $\mathfrak{B}$ are exactly the atoms of $S(\beta)$, and hence are $\beta$ in number. Therefore, the unit element, $\beta + 1$, of $\mathfrak{B}$ is not equal to the union, $\beta$, of all atoms of $\mathfrak{B}$. Furthermore, it is easily seen that $\mathfrak{B}$ is a complete Boolean algebra, because

$$F(\bigcup X) = \sum_{x \in X} F(x)$$

for each $X \subseteq S(\beta)$. This contradicts (iii), and our proof is complete.

Theorem 2.26 results naturally to the interesting question: is the condition that every $\alpha$-representable and $\beta$-representable algebra is $\beta$-representable necessary and sufficient for $[\alpha, \beta] \subseteq C_1$? This question is still open, although it is easily seen from 2.26 that the condition is necessary for $[\alpha, \beta] \subseteq C_1$.

COROLLARY 2.27. The following three conditions are equivalent for any cardinals $\alpha$ and $\gamma$:

(i) $[\alpha, \gamma] \subseteq C_1$;

(ii) every $\alpha$-complete set algebra which is $\gamma$-complete as a Boolean algebra is a $\gamma$-complete set algebra;

(iii) in every $\alpha$-complete set algebra which is a complete atomistic Boolean algebra with fewer than $\gamma$ atoms the unit element is the union of all atoms.

Proof. We see at once from 2.26 that implications (i) $\Rightarrow$ (ii), (ii) $\Rightarrow$ (iii), and (iii) $\Rightarrow$ (i) hold.

THEOREM 2.28. The following condition is necessary and sufficient for $[\alpha, \beta] \subseteq C_2$:

(i) in every $\beta$-complete Boolean algebra every $\alpha$-complete and $\delta$-saturated ideal is $\beta$-complete.

Proof. It is obvious that 2.28 (i) implies 2.10 (ii), and hence, by 2.10, $[\alpha, \beta] \subseteq C_2$ follows.

By a straightforward modification of our proof of 2.23, with the notion of a $\delta$-saturated ideal everywhere replacing that of a prime ideal, we show that 2.10 (ii) implies 2.28 (i). Thus, by 2.10, $[\alpha, \beta] \subseteq C_2$ implies 2.28 (i).

COROLLARY 2.29. A necessary and sufficient condition for the inclusion $[\alpha, \gamma] \subseteq C_2$ is:

(i) in every $\gamma$-complete Boolean algebra every $\alpha$-complete and $\delta$-saturated ideal is $\gamma$-complete.

Proof. The proof is analogous to that of 2.2.

THEOREM 2.30. The following condition is necessary and sufficient for $[\alpha, \beta] \subseteq C_2$:

(i) for some sequence of discrete topological spaces, each with $\alpha$ points, there exists a set of $\beta$ points in the product space which has no accumulation point.

Proof. Assume $[\alpha, \beta] \subseteq C_1$, and consider the set

$$A = \bigcup_{\xi < \beta} A_\xi.$$

We choose a sequence $f$ whose range is $A$; let $\xi$ be the domain of $f$. For each $\xi < \xi$, let $T_\xi$ be the discrete topological space whose set of points is the range of the function $f_\xi$; thus each of the spaces $T_\xi$ has fewer than $\alpha$ points. Let $T$ be the product space of the sequence $T_\xi, \xi < \xi$. Whenever $\eta < \beta$, let $t_\eta$ be the point of $T$ defined by the condition:

$$t_\eta(\xi) = f_\xi(\eta)$$

for all $\xi < \xi$. We shall show that the set

$$U = \{t_\eta : \eta < \beta\}$$
of \( \beta \) points of \( T \) has no accumulation point in \( T \). Suppose, on the contrary, that \( U \) does have an accumulation point \( \xi \) in \( T \). Let
\[
D = \{ F^* | u(\xi) : \xi < \xi \}
\]
or, in other words,
\[
D = \{ \alpha \in S(\beta) : \text{ for some } \xi < \xi, \alpha = \{ \alpha < \beta : \xi(\alpha) = u(\xi) \} \}.
\]

Then, since \( u \) is an accumulation point of \( U \), each finite subset of \( D \) has an infinite intersection. Moreover, for any \( \alpha \in S(\beta) \), either \( \alpha \in D \) or \( \alpha \sim x \in D \), because the function
\[
(\alpha \times \{0\}) \cup (\{ \alpha \sim x \} \times \{1\})
\]
belongs to \( S \) and thus belongs to \( A \) and occurs in the sequence \( f \). It follows that the set
\[
I = S(\beta) \sim D
\]
is a non-principal prime ideal in the field \( S(\beta) \). If \( X \in \mathfrak{S}(S(\beta)) \) and
\[
\bigcup X = \beta, \quad \text{then there exists } \zeta < \xi \text{ such that}
\]
\[
X = \{ F^* | u(\xi) : \xi \in \text{range of } f \};
\]
consequently some member of \( X \) belongs to \( D \), and hence \( X \) is not included in \( f \). This shows that \( I \) is \( \alpha \)-complete and, by \( 2.1 \), contradicts our assumption \( \{ \alpha, \beta \} \subseteq C \). Therefore \( U \) has no accumulation point, and (i) holds.

If, on the other hand, \( \{ \alpha, \beta \} \) is not included in \( C \), then by \( 2.1 \) there exists an \( \alpha \)-complete non-principal prime ideal \( I \) in \( S(\beta) \). Let \( T_f, \zeta < \xi \), be an arbitrary sequence of discrete topological spaces each with \( \alpha \)-points, and let \( U \) be a set of \( \beta \)-points in the product space \( T \) of this sequence. We wish to show that \( U \) has an accumulation point in \( T \). Choose a one-one \( \beta \)-termed sequence \( t \) whose range is \( U \). Then, for each \( \xi < \xi \), there exists exactly one point \( \xi \in T_f \) such that
\[
(\eta \beta : t_\eta(\xi) = \xi) \notin I.
\]

Consider the point \( \eta \) of \( T \) such that, for each \( \xi < \xi \), \( \xi(\eta) \) is the unique point \( \eta \in T_f \) such that (1) holds. Then, since \( I \) is non-principal and prime, the following condition holds for all \( \alpha \in S(\beta) \): the set
\[
\{ \alpha < \beta : t_\alpha(\xi) = \xi \} \text{ for all } \xi \in \alpha
\]
is infinite. Hence \( u \) is an accumulation point of \( U \), and (i) fails. Our proof is complete.

We wish now to consider the algebraic notion of a field, i.e. a commutative division ring (not to be confused with the notion of a field of sets).

**Definition 2.31.** \( \mathfrak{B} \) is said to be a quotient field of the field \( \mathfrak{X} \) if \( \mathfrak{B} \) is \( (\mathfrak{H})/M \) for some non-empty set \( X \) and some maximal ideal \( M \) in the ring \( \mathfrak{H} \). We shall say that the quotient field \( \mathfrak{B} = (\mathfrak{H})/M \) leaves the subfield \( \mathfrak{B}_0 \) of \( \mathfrak{B} \) fixed if each function \( f \in \mathfrak{X} \) is equivalent modulo \( M \) to some constant function \( c \in \mathfrak{X} \).

**Lemma 2.33.** For any field \( \mathfrak{B} \) and non-empty set \( X \), there is a one-one correspondence \( I \) from the set of maximal ideals in the ring \( \mathfrak{B} \) onto the set of prime ideals in \( S(X) \) such that, for each maximal ideal \( M \) in \( \mathfrak{B} \), we have
\[
M = \{ f \in \mathfrak{X} : f^{-1}(0) = I(M) \},
\]
where \( 0 \) is the zero of \( \mathfrak{B} \).

The proof of 2.32 is given in [13], Theorem 36.

**Theorem 2.33.** The following conditions are equivalent:
(i) \( \{ \alpha, \beta \} \subseteq C \);
(ii) \( \mathfrak{B} \) being any field of power \( \beta \), every quotient field of \( \mathfrak{B} \) which leaves each subfield of \( \mathfrak{B} \) of power \( < \alpha \) fixed also leaves \( \mathfrak{B} \) fixed;
(iii) there is a field \( \mathfrak{B} \) of power \( \beta \) such that every quotient field of \( \mathfrak{B} \) of the form \( (\mathfrak{B})/M \) which leaves each subfield of \( \mathfrak{B} \) of power \( < \alpha \) also leaves \( \mathfrak{B} \) fixed.

**Proof.** It is obvious that (ii) implies (iii).

In what follows we consider a correspondence \( I \) between the maximal ideals of \( \mathfrak{X} \) and the prime ideals of \( S(X) \) which satisfies the condition in Lemma 2.32. Assume (i), let \( \mathfrak{B} \) be a field of power \( \beta \), and let \( \mathfrak{B} = (\mathfrak{H})/M \) be a quotient field which leaves each subfield of \( \mathfrak{B} \) of power \( < \alpha \) fixed.

We shall show that the ideal \( I(M) \) in \( S(X) \) is principal; from this it will follow at once that \( \mathfrak{B} \) leaves \( \mathfrak{B}_0 \) fixed and hence that (ii) holds. To show that \( I(M) \) is principal, it suffices by (i) to prove that it is \( \alpha \)-complete. Let \( Y \) be an infinite disjointed subset of the ideal \( I(M) \) of power \( < \alpha \), and choose a subfield \( \mathfrak{B}_0 \) of \( \mathfrak{B} \) of power \( |Y| \). We may then choose a function \( f \in \mathfrak{X} \), with the property that
\[
f^{-1}(0) = Y \sim \bigcup X
\]
and, for each \( r \in \mathfrak{X} \),
\[
f^{-1}(r) \in Y.
\]

By (2), \( f \) cannot be equivalent modulo \( \mathfrak{B} \) to any non-zero constant function in \( \mathfrak{X} \) since \( \mathfrak{B} \) leaves \( \mathfrak{B}_0 \) fixed, we must have \( f \) equivalent to the zero function modulo \( \mathfrak{B}_0 \), and hence, by (1),
\[
X \sim Y = f^{-1}(0) \subseteq I(M) \quad \text{and} \quad Y \subseteq I(M).
\]
This shows that \( I(M) \) is \( \alpha \)-complete.
Assuming (iii), we consider an arbitrary $\alpha$-complete prime ideal $J$ in $S(\beta)$. Let $M$ be the maximal ideal in $S$ such that $J = I(M)$, and let $\mathcal{G}$ be the quotient field $F(\beta)/M$. For any subfield $\mathcal{G}_\alpha$ of $\mathcal{G}$ of power $< \alpha$ and any function $f \in \mathcal{F}_\alpha$, the set

$$f^{-1}(\{y\}) \cap \mathcal{G}_\alpha$$

is a disjointed set of fewer than $\alpha$ subsets of $\beta$ whose union is $\beta$; hence, for some $r_\alpha \in \mathcal{F}_\alpha$, we have

$$f^{-1}(\{r_\alpha\}) \notin J$$

and therefore $J$ is equivalent modulo $M$ to the constant function $\epsilon \in \mathcal{F}_\alpha$, whose range is $\{r_\alpha\}$. We have verified that $\mathcal{G}$ leaves fixed every subfield $\mathcal{G}_\alpha$ of $\mathcal{G}$ of power $< \alpha$. Therefore $\mathcal{G}$ leaves $\mathcal{G}$ fixed. Let us choose a one-one function $g$ on $\beta$ onto $F$. By (iii), $g$ is equivalent modulo $M$ to some constant function on $\beta$ into $F_1$; let $\xi$ be the unique ordinal $< \beta$ such that $(g(\xi))$ is the range of this constant function. We then have

$$g^{-1}(g(\xi)) \notin J$$

and therefore $J$ is principal.

**Definition 2.34.** We denote by $C_\beta$ the class $[\beta: [\omega, \beta] \subseteq C_\beta]$.

**Corollary 2.35.** (i) If $C_\beta = C$, then $C_\beta$ is the class of all infinite cardinals, i.e.

$$C_\beta = \{C \cup [\omega, \beta] \rightarrow [\omega, \beta]\}.$$  

(ii) If $C_\beta = C$ and $\beta = \bigcap (C \sim C_\beta)$, then

$$C_\beta = \{C \cap [\omega, \beta] \rightarrow [\omega, \beta]\}.$$  

**Proof.** By 2.34.

**Corollary 2.36.** (i) $\omega \in C_\beta$;  
(ii) $C_\beta \subseteq C \cup [\omega, \beta]$;  
(iii) If $\beta \in C_\beta$, then $[\omega, \beta] \subseteq C_\beta$.

**Proof.** By 2.34.

Notice that, when we set $\alpha = \omega^\alpha$, the results 2.1, 2.4, 2.20-2.23, 2.25, 2.26, 2.30, and 2.33 yield necessary and sufficient conditions for $\beta \in C_\alpha$. Moreover, we have

**Corollary 2.37.** Suppose $C_\alpha = [\omega, \beta]$. Then  
(i) every $\omega^\alpha$-complete set algebra which is $\beta$-complete as a Boolean algebra is a $\beta$-complete set algebra;  
(ii) every $\beta$-complete Boolean algebra every $\omega^\alpha$-complete prime ideal is $\beta$-complete.

**Proof.** By 2.27, 2.29, and 2.36.

The class $C_\beta$ arises frequently in various branches of mathematics. We shall give a few examples here.

**Definition 2.38.** $m$ is said to be a (normalized countably additive non-trivial) measure on a set $X$ if the following four conditions are satisfied:

(i) $m$ is a function on $S(X)$ into the non-negative real numbers;
(ii) $m(X) = 1$;
(iii) if $Y$ is a disjointed subset of $S(X)$ and $|Y| \leq \omega$, then $m(\bigcup Y) = \sum_{y \in Y} m(y)$;
(iv) $m(\{x\}) = 0$ for every $x \in X$.

If in addition the range of $m$ is $(0, 1)$, $m$ is said to be two-valued.

**Theorem 2.39.** A necessary and sufficient condition for $\beta \in C_\beta$ is that $\beta$ have no two-valued measure (i.e.,

**Proof.** If $m$ is a two-valued measure on $\beta$, then $m^{-1}(0)$ is a non-principal $\omega^\alpha$-complete prime ideal in $S(\beta)$. Conversely, if $I$ is a non-principal $\omega^\alpha$-complete prime ideal in $S(\beta)$, then the function $m = (I \times (0)) \cup ([S(\beta) \sim I] \times (1))$ is a two-valued measure on $\beta$. The result follows by 2.1.

It may be mentioned that we could formulate conditions stated in terms of measure which are necessary and sufficient for a cardinal $\alpha$ to belong to the whole class $C_\beta$, and not only to the subclass $C_\alpha$. For this purpose we would have to use the notion of $\alpha$-additive measure (cf. [31]).

By the abstract measure problem we mean the following problem: determine the cardinals $\alpha$ such that every set of power $\alpha$ has a measure. We may restrict our attention to those sets which are themselves infinite cardinals. By 2.39, if $\alpha \in C_\beta$, then $\alpha$ has a measure. It is not known whether there is any cardinal $\alpha$ which $\in C_\beta$ has a measure.

The more specific question: does there exist a measure on the set of real numbers? is also open. However, in view of 1.5, we know that $2^\alpha \in C_\beta$ and thus, by 2.39, there is no two-valued measure on the set of real numbers.

**Theorem 2.40.** If $\beta$ has a measure, then $\beta \in C_\sim C^\omega$.

We refer to [43], p. 60, for the proof of 2.40. Notice that in particular 2.40 tells us that $\omega$ has no measure.

**Theorem 2.41.** Suppose that $2^\alpha$ has no measure. Then the following three conditions are equivalent:

(i) $\beta \in C_\beta$;  
(ii) $\beta$ has no two-valued measure;  
(iii) $\beta$ has no measure.

(*) Theorem 2.39 above is established in [41], page 164.
Proof. The conditions (i) and (ii) are equivalent by 2.39. The implication (iii)→(ii) is obvious, the proof that (ii) implies (iii) is due to Ulam and is given in [51], Theorem 3.4, p. 149.

Theorem 2.42. Suppose that \([\omega', 2^n] \subseteq C^{\omega_n}\). Then the conditions 2.41 (i)-(iii) are each equivalent to the following condition:
(iv) \([\omega', \beta] \subseteq C^{\omega_n}\).

Proof. By 2.40, the hypothesis implies that \(2^n\) has no measure. Hence, by 2.41, conditions 2.41 (i)-(iii) are equivalent. The equivalence of 2.41 (i) with 2.42 (iv) follows from 2.21 (ii).

In connection with this theorem we recall that, by 2.10, the formula 2.42 (iv) is equivalent to the condition that every \(\omega^\ast\)-complete and \(\omega^\ast\)-saturated ideal in \(S(\beta)\) is principal. By 2.40, this formula implies 2.41 (iii) for every \(\beta\) and, hence, in particular, the hypothesis of 2.42 implies that 2.41 (ii). The problem is open whether 2.41 (iii) and 2.42 (iv) can be shown to be equivalent without any additional hypothesis. From 2.42 we easily conclude that, if 2.41 (iii) and 2.42 (iv) are equivalent for \(\beta = \omega^\ast\), they are also equivalent for every \(\beta > \omega^\ast\).

Corollary 2.45. Assume that the continuum hypothesis holds, or at least that \([\omega', \omega^n] \subseteq \omega_n\) contains no regular limit cardinals. Then the conditions 2.41 (i), 2.41 (ii), 2.41 (iii), and 2.42 (iv) are all equivalent.

Proof. By 1.2, 2.22, and 2.42.

Corollary 2.44. Assume that the hypotheses of 2.43. Then there is no measure on the set of real numbers.

Proof. By 2.43.

This result is again due to Ulam; see [51], Theorem 3.4, p. 149.

From 2.43 we see that, under either of the hypotheses of 2.43, the abstract measure problem is closely related to the problem of whether \(C(\omega) = C\).

We shall now mention briefly various other mathematical conditions which are known from the literature to be necessary and sufficient for \(\beta \in C(\omega)\).

Let \(R\) denote the set of real numbers. We consider the vector lattice \(R\) of all real-valued functions on \(\beta\) with the operations of pointwise addition, scalar multiplication, pointwise maximum, and pointwise minimum. The terms linear functional and operator homomorphism on \(R\) into \(R\) may be used interchangeably. A linear functional \(F\) is said to be positive if \(F(f) \geq 0\) whenever \(f \in R\) and \(f \geq 0\). A linear functional is said to be bounded if it maps any bounded subset of \(R\) into a bounded subset of \(R\). The projections \(\Pi_\xi\) on \(R\) into \(R\), defined for each \(\xi < \beta\) by

\[\Pi_\xi(f) = f(\xi)\]

are clearly bounded linear functionals.

Theorem 2.45. The following three conditions are all equivalent:
(i) \(\beta \in C(\omega)\);
(ii) every positive linear functional on \(R\) into \(R\) is a finite linear combination of projections;
(iii) every bounded linear functional on \(R\) into \(R\) is a finite linear combination of projections.

Theorem 2.45 is established in [51]. The equivalence of 2.45 (ii) and 2.43 (iii) follows from the fact that a linear functional on \(R\) is bounded if and only if it can be represented as the difference of two positive linear functionals.

We assume familiarity with the basic notions in the theory of (additively written) Abelian groups. Let \(G\) be an infinite cyclic group, e.g., the additive group of integers. By the weak direct product of a \(\beta\)-termed sequence \(G\) of Abelian groups, in symbols \(P_{\leq \beta} G\), we mean the subgroup of the direct product \(P_{\leq \beta} G\) whose elements are just those functions \(f\) which satisfy the formula \(f(\xi) = 0\) for all but finitely many \(\xi < \beta\). In case all the groups \(G\) coincide with a given group \(G\) the weak direct product \(P_{\leq \beta} G\) is called the \(\beta\)-th weak direct power of \(G\) and will be denoted by \(G^{(\beta)}\) (in additive terminology direct products are sometimes called direct sums and are denoted differently; see e.g., [7]).

Theorem 2.46. The following condition is necessary and sufficient for \(\beta \in C(\omega)\):
(i) every homomorphism on \(R\) into \(G\) is a finite linear combination or projections.

This result is stated in [5].

\(G\) is said to be a slender group if \(G\) is a torsion-free Abelian group with the property that every homomorphism on the direct product \(C\) into \(G\) maps all but finitely many factors of the product into the zero of \(G\) (for more details see [7]).

It is known that the group \(G\) is slender. In fact, a torsion-free Abelian group is slender if and only if it does not have a subgroup isomorphic either to the additive group of rationals or to the group \(C\) or, finally, to the group of \(p\)-adic integers for any prime \(p\) (see [9]).

Theorem 2.47. For any non-trivial slender group \(G\) and any \(\beta\), the following three conditions are equivalent:
(i) \(\beta \in C(\omega)\);
(ii) the only homomorphism on \(R\) into \(G\) which maps \(C\) into the zero of \(G\) is the zero homomorphism;
(iii) for every \(\beta\)-termed sequence \(G\) of torsion-free Abelian groups, the only homomorphism on \(P_{\leq \beta} G\) into \(G\) which maps \(P_{\leq \beta} G\) into the zero of \(G\) is the zero homomorphism.
The notion of a slender group and Theorem 2.47 are due to Loomis. Theorem 2.48 is an easy consequence of 2.47, while its formulation is analogous to that of 2.45. For historical references concerning 2.46, 2.47 and for a proof of 2.47 see [7].

If T is a topological space, we denote by $O(T, E)$ the ring of all real-valued continuous functions on T with the operations of pointwise addition and pointwise multiplication.

**Theorem 2.48.** The following condition is necessary and sufficient for $\beta \in C_{1}$:

(i) the only completely regular spaces $T$ such that $O(T, E)$ is isomorphic to the ring $\mathbb{R}$ are the discrete spaces with exactly $\beta$ points.

Theorem 2.48 is established in [13], Theorem 68 (subject to Remark 1, p. 176, in [14]).

Let $\mathbb{R}$ denote the discrete topology with the two points 0 and 1, and for any $a \in \mathbb{R}$ denote the product topology of an $a$-term sequence of copies of the space $\mathbb{R}$. Let $\check{T}$ denote the usual topology on the set of real numbers. A function $f$ on a space $T_{1}$ into a space $T_{2}$ is said to be sequentially continuous if, whenever the denumerable sequence $x_{0}, x_{1}, x_{2}, ...$ of points of $T_{1}$ converges in $T_{1}$ to the limit $a$, then the sequence $f(x_{0}), f(x_{1}), f(x_{2}), ...$ converges in $T_{2}$ to the limit $f(a)$.

**Theorem 2.49.** The following condition (i) is necessary for $[a, \beta]$ to contain no regular limit cardinal and is sufficient for $\beta$ to have no measure:

(i) every sequentially continuous function on $\mathbb{R}$ into $\check{T}$ is continuous.

Furthermore, the following condition (ii) is necessary for $[a, \beta]$ to contain no regular limit cardinal and is sufficient for $\beta$ to belong to $C_{1}$:

(ii) every sequentially continuous function on $\mathbb{R}$ into $\check{T}$ is continuous.

Theorem 2.49 follows from results which are formulated in a much more general and abstract context in [27]. In both parts of 2.49 the sufficiency of the condition is easily seen; it is also obvious that 2.49 (i) implies 2.49 (ii). The essential part of 2.49 is the necessity of (i).

A number of problems naturally arise in connection with 2.49: is 2.49 (i) equivalent to the condition that $\beta$ has no measure? is 2.49 (ii) equivalent to $\beta \in C_{1}$? does 2.49 hold whenever $[a, \beta] \subseteq AC_{1}$? can results analogous to those of 1 be obtained for the class of cardinals which satisfy 2.49 (ii)? All these problems are open.

To conclude this section we return to the prime ideal hypothesis $C = C_{1}$. In view of the remarks made at the end of §1 it may be interesting to sum up the main implications of this hypothesis in general set theory and related domains. This will be done in the next three theorems, which are simple corollaries of various results previously stated in this section. All the consequences of the hypothesis $C = C_{1}$ formulated below are actually equivalent to this hypothesis. Since we are interested primarily in implications in one direction, we state these consequences in the strongest and most general form which we know (mitting various weaker and more special formulations which are still equivalent to the hypothesis discussed). In formulating the next theorems we use the terms "countably complete", "countably additive", etc., instead of "$\omega_{1}$-complete", "$\omega$-additive", etc.

**Theorem 2.50.** The hypothesis $C = C_{1}$ implies (and is implied by) each of the following statements:

(i) In every $\beta$-complete Boolean algebra every countably complete prime ideal is $\beta$-complete.

(ii) In every complete Boolean algebra every countably complete prime ideal is principal.

(iii) Every countably complete set algebra which is $\beta$-complete is a Boolean algebra.

(iv) Every countably additive and countably multiplicative set function on a $\beta$-complete field of sets is $\beta$-additive and $\beta$-multiplicative (or completely additive and completely multiplicative, respectively).

(v) If a set $X$ of sets covers a set $b$ (i.e., $b \subseteq \bigcup X$) and every disjointed subset of $S(b) \sim X$ has power less than $\alpha$, then there is a set $Y \subseteq X$ of power at most $\beta^{\alpha}$ which also covers $b$.

(vi) There is no two-valued (countably additive non-trivial) measure on any set.

(vii) Every positive (or bounded) linear functional on $\mathbb{R}$ into $\mathbb{R}$ (where $\mathbb{R}$ is the set of real numbers) is a finite linear combination of projections.

(viii) The only completely regular topological spaces $T$ such that the ring of all real-valued continuous functions on $T$ is isomorphic to $\mathbb{R}$ (where $\mathbb{R}$ is the ring of real numbers) are the discrete spaces with exactly $\beta$ points.

(ix) For every $\beta$ there exists a sequence of discrete topological spaces, each with countably many points, such that not every set of $\beta$ points in the product space of this sequence has an accumulation point.

(x) Every homomorphism on $C_{1}$ into $C$ (where $C$ is an infinite cyclic group) is a linear combination of projections.

(xi) If $G$ is a slender group and $\mathcal{G}$ is a $\beta$-termed sequence of torsion-free Abelian groups, then the only homomorphism on $\mathcal{P}_{\leq \beta} \mathcal{G}$ into $\mathcal{G}$ which maps $\mathcal{P}_{\leq \beta} \mathcal{G}$ into the zero of $\mathcal{G}$ is the zero homomorphism.
(xii) If a quotient field of a field \( F \) leaves every denumerable subfield of \( F \) fixed, then it leaves \( F \) fixed as well.

**Theorem 2.51.** Assume that the continuum hypothesis holds or at least that \([\omega^2, 2^\omega]\) contains no regular limit cardinal. Then the hypothesis \( C = C_0 \) implies (and is implied by) each of the following statements:

(i) [and (i')] In every \( \beta \)-complete (or complete) Boolean algebra every \( \alpha \)-saturated complete and \( \alpha \)-saturated ideal is \( \beta \)-complete (or principal, respectively).

(ii) If a set \( X \) of sets covers a set \( b \) and every disjoint subset of \( S(b) \sim X \) is at most denumerable, then there is an at most denumerable set \( Y \subseteq X \) which also covers \( b \).

(iii) There is no (countably additive non-trivial) measure on any set.

This theorem holds under weaker assumptions: the hypothesis \( C = C_0 \) is equivalent to each of the statements 2.51-(i)-(iii) under the assumption that every countable complete \( \alpha \)-saturated ideal in \( S(\omega^2) \) is principal; it is equivalent to 2.51-(ii) under the assumption that \( \beta \) has no measure.

**Theorem 2.52.** Assume that the generalized continuum hypothesis holds or at least that every regular limit cardinal is inaccessible. Then the hypothesis \( C = C_0 \) implies (and is implied by) each of the following statements:

(i) [and (i')] If \( \alpha \) is an accessible cardinal, then in every \( \beta \)-complete (or complete) Boolean algebra every \( \alpha \)-complete and \( \alpha \)-saturated ideal is \( \beta \)-complete (or principal, respectively).

(ii) If a set \( X \) of sets covers a set \( b \) and every disjoint subset of \( S(b) \sim X \) has power less than an accessible cardinal \( \alpha \), then there is a set \( Y \subseteq X \) of power less than \( \alpha \) which also covers \( b \).

While many portions of 2.50-2.52 follow directly from our earlier results, the derivation of the remaining portions also presents no difficulty.

Among papers in the literature containing other results which concern in some way the classes \( C_0 \) and \( C \), we mention [3] (set theory), [31] (group theory), [32] (group theory and topology), [14], [34], [59] (functional analysis), [38] (Boolean algebra and topology), and [23], [16] (theory of models). The classes \( C_0 \) and \( C \) also play a role in a number of the metamathematical papers which we have already cited, specifically in [11], [15], [17], [18], [32], [48]. The results stated in these papers yield in particular various metamathematical statements which are equivalent to the prime ideal hypothesis (or to one of the related hypothesis, \( C = C_0 \) and \( C = C \), which will be discussed in later sections).

3. **Extent of the class \( C_0 \).** In §1 we considered a problem which was motivated by the well-known result that, in any field of sets, every proper ideal can be extended to a prime ideal. In this section we shall concentrate on another question which originates with the same result. As is seen from the results of §1, most cardinals \( a \) have the following property: (i) there is an \( \alpha \)-complete field \( B \) of sets in which some \( \alpha \)-complete proper ideal \( I \) cannot be extended to an \( \alpha \)-complete prime ideal in \( B \). In fact, every cardinal \( \alpha \) which belongs to \( C_0 \) has this property; to show this we take \( S(a^\alpha) \) for \( B \) and \( S_\kappa(a^\alpha) \) for \( I \). We shall show in this section that for most cardinals \( a \) we can find an \( \alpha \)-complete field of sets \( B \) which satisfies (i) and has no more than \( a \) generators. (Instead of considering the numbers of generators, we could consider the total number of elements of a field of sets; this would compel us, however, either to state some theorems in a less general and more complicated form or to make their validity dependent on the generalized continuum hypothesis.)

**Definition 3.1.** We shall denote by \( C_0 \) the class of all cardinals \( a \) such that there is an \( \alpha \)-complete field of sets with at most \( a \) generators in which some \( \alpha \)-complete proper ideal cannot be extended to an \( \alpha \)-complete prime ideal.

The main purpose of this section is to provide as much information as possible concerning the extent of the class \( C_0 \). First we have, by Theorem 1.3,

**Theorem 3.2.** \( C_0 \subseteq C \) (i.e., \( \omega \in C_0 \)).

A more interesting limitation on the extent of \( C_0 \) is given in the following

**Theorem 3.3.** \( C_0 \subseteq C_1 \).

**Proof.** Suppose \( a \in C_0 \). By 3.2, \( a \in C \). If \( a \in C \), then \( a \in C_1 \) by 1.2. Suppose \( a \in C \), \( \omega \notin C \). Then there exists an \( \alpha \)-complete set algebra \( B \) with at most \( a \) generators which has an \( \alpha \)-complete proper ideal \( I \) not included in any \( \alpha \)-complete prime ideal. By 0.3, \( B/I \) is an \( \alpha \)-distributive Boolean algebra. Moreover, it is easily seen that \( B/I \) is \( \omega \)-generated by a set of power \( \leq \omega \), and that \( B/I \) has no \( \alpha \)-complete prime ideals. By 0.5, it follows that \( B/I \) is not \( \omega \)-representable, since [0] is a proper principal ideal. Thus we have shown the following: (1) there exists an \( \alpha \)-distributive Boolean algebra which is \( \omega \)-generated by a set of power \( \leq \omega \), but is not \( \omega \)-representable. It is shown in [4], Theorem 4.4, that (1) implies \( a \in C_0 \), and with this reference the proof of 3.14 is complete.

**Theorem 3.4.** \( C_0 \) is normal.

**Proof.** Suppose that \( f \in \mathcal{C}(C_0 \setminus a) \) and \( a \) is representable by \( f \). Let \( I \) be a non-principal \( \alpha \)-complete prime ideal in \( S(a) \) such that \( \tau_I(f) = a \).

Since \( AC \) is normal by 1.33, there exists a function \( f' \) such that

\[ f' \in \mathcal{C}(C_0 \setminus AC \setminus a) \quad \text{and} \quad \tau_I(f') = \tau(f) = a, \]

and we may as well assume that \( f = f' \).
If \( \beta \in C \sim AC \), then, as is easily seen, every \( \beta \)-complete field of sets with at most \( \beta \) generators has power \( \leq \beta \). Hence, for each \( \xi < \alpha \), we may choose an \( f(\xi) \)-complete field of sets \( B_\xi \) of power \( \leq f(\xi) \) and an \( f(\xi) \)-complete proper ideal \( K_\xi \) on \( B_\xi \) such that \( K_\xi \) cannot be extended to an \( f(\xi) \)-complete prime ideal in \( B_\xi \). For each \( \xi < \alpha \), let \( P_\xi \) be a function on \( f(\xi) \) onto the set \( B_\xi \); let \( G_\xi \) be a function on \( f(\xi) \) into \( \bigcup B_\xi \) such that, whenever \( \xi < f(\xi) \) and \( P_\xi(\xi) \neq 0 \), we have \( G_\xi(P_\xi(\xi)) \neq 0 \). For each \( \xi < \alpha \), let

\[
x_\xi = \{ \xi < a : f(\xi) > \xi \}.
\]

Then, in view of 1.4,

\[ (1) \quad x_\xi \notin I \quad \text{whenever} \quad \xi < a. \]

For each \( \xi < a \), let

\[
F_\xi(\xi) = \{ \eta < \alpha : (\xi \in x_\eta \cap x_\eta : G_\eta(\eta) \neq F_\eta(\xi)) \notin I \};
\]

intuitively \( \eta \in F_\xi(\xi) \) means that \( G_\eta(\eta) \notin F_\eta(\xi) \) for almost all \( \xi < a \). It follows that, for all \( \eta < a \), either \( F_\eta(\eta) = 0 \) or \( \eta \notin F_\eta(\eta) \).

Let \( B_\eta \) be the range of \( F_\eta \). Clearly we have \( |B_\eta| \leq a \). We wish to show that \( B_\eta \) is an \( \alpha \)-complete field of subsets of \( a \). Let \( \xi < a \) and \( \varphi \in F_\eta \).

We shall show that

\[
\bigcup_{\alpha < \varphi} F_\xi(\varphi) \subseteq B_\eta.
\]

We put

\[ \varrho = \xi \cup \bigcup_{\alpha < \varphi} \eta_\alpha. \]

Then, whenever \( \xi \in x_\eta \), we have

\[
\bigcup_{\alpha < \varphi} F_\xi(\varphi) \subseteq B_\eta.
\]

Choose a function \( g \in \alpha \) such that, whenever \( \xi \in x_\eta \), \( g(\xi) < f(\xi) \) and

\[
(3) \quad F_\eta(g(\xi)) = \bigcup_{\alpha < \varphi} F_\xi(\varphi).
\]

Then it is easily seen, in view of (1)-(3) and the \( \alpha \)-completeness of \( I \), that \( \tau_\xi(g) < a \) and

\[
F_\xi(\tau_\xi(g)) = \bigcup_{\alpha < \varphi} F_\xi(\varphi),
\]

whence

\[
\bigcup_{\alpha < \varphi} F_\xi(\varphi) \subseteq B_\eta.
\]

By a similar but simpler argument we show that \( y \in B_\eta \) implies \( \alpha \sim y \in B_\eta \), and that \( \alpha \in B_\eta \). Consequently \( B_\eta \) is an \( \alpha \)-complete field of subsets of \( \alpha \) with \( \leq \alpha \) generators.

Let

\[ K_\xi = \{ F_\xi(\xi) : \xi < a \} \] and \( \{ \xi < a : F_\xi(\xi) \in K_\xi \} \notin I \];

\( F_\xi(\xi) \in K_\xi \) expresses the fact that \( F_\xi(\xi) \in K_\xi \) for almost all \( \xi < a \). It can be shown (by an argument similar to that used above to prove that

\[ R_\xi \]

is an \( \alpha \)-complete field of sets) that \( K_\xi \) is an \( \alpha \)-complete ideal in \( R_\xi \). We shall omit the details. To show that \( K_\xi \) is proper in \( R_\xi \), it suffices to prove that \( \alpha \in K_\xi \). Suppose \( \xi < a \) and \( F_\xi(\xi) \notin K_\xi \). Then, since \( K_\xi \) is a proper ideal in \( R_\xi \) for all \( \xi < a \), and since

\[ (\xi < a : F_\xi(\xi) \notin K_\xi) \notin I \]

we have

\[ (\xi < a : F_\xi(\xi) \notin \bigcup R_\xi) \notin I \].

Let \( t \in \alpha \) be such that, for each \( \xi \in x_\xi \), we have

\[ t(\xi) < f(\xi) \] and \( F_\xi(t(\xi)) = \bigcup R_\xi \in F_\xi(\xi) \).

Then \( \tau_\xi(t) < a \). Furthermore, whenever \( \xi \in x_\eta \) and \( F_\xi(t(\xi)) \neq \bigcup R_\xi \), we have

\[ G_\xi(t(\xi)) \notin \bigcup R_\xi \in F_\xi(\xi). \]

Therefore

\[ (\xi < a : G_\xi(t(\xi)) \notin F_\xi(\xi)) \notin I \]

and

\[ (\xi < a : G_\xi(\tau(\xi)) \notin F_\xi(\xi)) \notin I \],

and consequently

\[ \tau_\xi(t) \notin F_\xi(\xi). \]

Thus \( F_\xi(\xi) \notin a \) and \( a \notin K_\xi \).

By 1.8, \( a \in C \sim C_\alpha \), and thus by 3.3 we have \( a \in C \sim C_\beta \). Therefore, by 3.1, \( K_\xi \) can be extended to an \( \alpha \)-complete prime ideal \( J_\xi \) in \( B_\xi \). For each \( \xi < a \), let

\[
J_\xi = \{ F_\xi(\xi) : \xi < a \} \] and \( \{ \xi < a : F_\xi(\xi) \notin J_\xi \} \notin I \];

\[ (4) \quad J_\xi \in (F_\xi(\xi) : \xi < a \} \] and \( \{ \xi < a : F_\xi(\xi) \notin J_\xi \} \notin I \;

We shall show that

\[
(\xi < a : J_\xi \in \text{aprimeideal in} \ B_\xi \text{and} \ K_\xi \subseteq J_\xi) \notin I \]

and thereby, since \( f(\xi) \cap C_\alpha \cap \alpha \text{and} \ 0 \in I \), we shall arrive at a contradiction. It is sufficient to verify each of the following conditions:

\[
(5) \quad (\xi < a : K_\xi \subseteq J_\xi) \notin I \;
\]

\[
(6) \quad (\xi < a : y \in J_\xi, z \subseteq y, \text{and} \ x \in B_\xi \text{implies} \ x \in J_\xi) \notin I \;
\]

\[
(7) \quad (\xi < a : \text{for all} y \in B_\xi, \text{either} \ y \in J_\xi \text{or} \ bigcup (B_\xi \sim y) \notin J_\xi) \notin I \;
\]

\[
(8) \quad (\xi < a : \text{for all} x \in \xi \in J_\xi, \bigcup x \in J_\xi) \notin I \;
\]

We shall carry through the proof only for (8). (The other three conditions can be established in a similar manner, but the proofs are somewhat easier.) Let

\[ y = (\xi < a : \text{for some} x \in \xi \in J_\xi, \bigcup x \in J_\xi) \].
Suppose that (8) is false, i.e., that \( \gamma \notin I \). For each \( \xi \in \gamma \), choose a set \( X_\xi \in \mathcal{P}(\mathcal{J}_I) \) such that \( \bigcup X_\xi \in \mathcal{J}_I \). Choose a function \( g \in \alpha^* \) such that, for each \( \xi \in \gamma \),
\[
g(\xi) = |X_\xi|.
\]
Then, by 1.4, \( \tau_0(g) < \alpha \). Let
\[
z = \{ \xi \in \gamma : g(\xi) = \tau_0(g) \}.
\]
By 1.4, we have \( z \in I \). We may now choose a function \( h \) with domain \( \tau_0(g) = z \) such that, for all \( \xi \in z \), we have
\[
X_\xi = \{ F_\xi(h(\xi), \xi) : \xi < \tau_0(g) \}.
\]
For each \( \xi < \tau_0(g) \), we may choose a function \( h_\xi \in \alpha^* \) such that, for all \( \xi \in z \), we have
\[
h_\xi(\xi) = h(\xi, \xi).
\]
Since \( F_\xi^{-1}(X_\xi) \subseteq /\{\xi\} \) whenever \( \xi \in z \), it follows by 1.4 that, for all \( \xi < \tau_0(g) \),
\[
\tau_0(h_\xi) = \tau_0(h),
\]
Since \( I \) is \( \alpha \)-complete, the set
\[
w = \{ \xi \in z : \xi < \tau_0(g), h_\xi(\xi) = \tau_0(h_\xi) \}
\]
does not belong to \( I \).
Since, for all \( \xi \in w \) and \( \xi < \tau_0(g) \), we have
\[
F_\xi(h(\xi), \xi) \subseteq \mathcal{J}_I,
\]
it follows by (4) that, for all \( \xi < \tau_0(g) \),
\[
F_\xi(h(\xi)) \in \mathcal{J}_a.
\]
Let \( g \) be the unique element of \( \alpha \) such that
\[
F_\xi(g) = \bigcup_{\xi \in w} F_\xi(h(\xi)) \in \mathcal{J}_a.
\]
Since \( \mathcal{J}_a \) is \( \alpha \)-complete, we have
\[
F_\xi(g) \in \mathcal{J}_a.
\]
It is easily seen from the \( \alpha \)-completeness of \( I \) that
\[
\{ \xi \in w : F_\xi(g) = \bigcup_{\xi \in w} F_\xi(h(\xi)) \} \in \mathcal{J}_I,
\]
and that consequently the set
\[
w = \{ \xi \in w : F_\xi(g) = \bigcup_{\xi \in w} X_\xi \}
\]
does not belong to \( I \). However, since \( F_\xi(g) \in \mathcal{J}_a \), we see from (4) that, for all \( \xi \in \gamma \),
\[
F_\xi(g) \in \mathcal{J}_a.
\]
Since \( w \in I \), we may choose \( \xi \in w \), and we have
\[
F_\xi(g) = \bigcup X_\xi \in \mathcal{J}_a.
\]
This is a contradiction, which completes the proof of (8) and hence also the whole proof of our theorem.

Theorem 3.4 implies 3.3 and is indeed stronger, for it leads to the conclusion that, in case \( C_\gamma \neq C \), the least cardinal in \( C \sim C_\gamma \) belongs to \( C_\gamma \) and, in case \( C_\gamma \neq C \), there are many other cardinals which also belong to \( C_\gamma \) but not to \( C \). These conclusions were first obtained using a different method by Haus and Scott and were stated in [11].

To derive the conclusions from our results we combine 3.4 with the induction principles of § 1 and begin an inductive process taking the class \( C_\gamma \) instead of \( AC \) as a starting point. In this way we obtain the following improvement of 1.34:

**Theorem 3.5.**

(i) \( M(C_\gamma) \subseteq C_\gamma \); 
(ii) \( M^{(n)}(C_\gamma) \subseteq C_\gamma \); 
(iii) \( M^{(n)}(M^{(n)}(C_\gamma)) \subseteq C_\gamma \); 
(iv) \( M^{(n)}(M^{(n)}(C_\gamma)) \subseteq C_\gamma \).

**Proof.** By 3.4 and 3.22 (13).

The remaining theorems in this section will show that certain classes of cardinals are included in \( C_\gamma \).

**Lemma 3.6.** Assume that \( B \) is a \( \gamma^+ \)-complete field of sets and there exists \( x \in \gamma^+ \) such that the following two conditions hold:

(i) For each \( \xi < \gamma \), \( \bigcup_{\xi \in \mathcal{J}_\gamma} x(\xi, \xi) = \bigcup B \); 
(ii) For each \( \varphi \in \gamma^+ \), \( \bigcap_{\xi \in \mathcal{J}_\gamma} x(\xi, \varphi(\xi)) \) is either empty or an atom of \( B \).

Then every \( \gamma^+ \)-complete prime ideal in \( B \) is principal (13).

(13) Theorem 3.5, which improves a result stated in abstract [11] and which is derived here in a purely mathematical way, can also be obtained by means of metamathematical methods used by the authors of that abstract. On the other hand, 3.5 is a direct consequence of two metamathematical theorems recently announced in [18]. (It should be pointed out, however, that Theorem 1 of [18] can also be derived directly from the results stated in [11]).

(16) This lemma is established in [41]. Theorem 2.16. It follows directly from Lemma 3.6 that, by means of the simple construction used in the proof of Theorem 3.7 below, we obtain for each regular accessible \( n \) a \( \gamma \)-representable Boolean algebra with at most \( n \) generators which is not \( \gamma \)-representable. Cf. (41), Theorem 7.16, and also Theorem 4.16 below.
Proof. Let $I$ be any $\gamma^+$-complete prime ideal in $B$. Since $I$ is proper, it follows that, for each $\xi < \gamma$, there exists $\zeta < \gamma$ such that $x(\xi, \zeta) \not\in I$. We may therefore choose a function $\varphi : \gamma \to \zeta$ such that, for all $\xi < \gamma$,

$$x(\xi, \varphi(\xi)) \not\in I.$$  

Then we have

$$y = \bigcap_{\xi \in \alpha} x(\xi, \varphi(\xi)) \not\in I.$$  

But, by (ii), $y$ is either an atom of $B$ or the empty set and, since $0 \not\in I$, $y$ must be an atom of $B$. It follows that $I$ is principal, and the proof is complete.

**Theorem 3.7.** $AC \subset C_\gamma$.

**Proof.** Suppose first that $a \in AC \sim SN$. We may then choose a cardinal $\beta < \alpha$ such that $a < \beta$. We shall construct an $\alpha$-complete Boolean algebra $B$ with at most $\beta$ generators in which some $\alpha$-complete prime ideal cannot be extended to an $\alpha$-complete prime ideal, and thus establish that $a \in C_\alpha$.

For each $\xi, \eta < \beta$, let

$$x(\xi, \eta) = \{ \varphi : \varphi \in \beta \text{ and } \varphi(\xi) = \eta \}.$$  

Let $B$ be the $\alpha$-complete field of subsets of $\beta$ which is $\alpha$-generated by the set

$$x(\xi, \eta) : \xi, \eta < \beta$$  

of power $\beta$. Then $B$ is a $\beta^+$-complete field of sets such that conditions 3.6(i) and 3.6(ii) are satisfied when $\gamma = \beta$. By 3.6, every $\beta^+$-complete prime ideal, and hence every $\alpha$-complete prime ideal in $B$ is principal. Moreover, since $\beta < \alpha < \beta^+$ and $\alpha$ is regular, the set $\mathcal{S}(\beta)$ is included in $B$ and in fact is a proper $\alpha$-complete ideal in $B$. $\mathcal{S}(\beta)$ cannot be extended to an $\alpha$-complete prime ideal in $B$, because it cannot be extended to any proper principal ideal.

If $a \in SN$, then $\alpha^* \in AC \sim SN$, and $a < \alpha^* < \beta$. The above construction gives an $\alpha^*$-complete field of sets, with at most $\beta$ generators, in which some $\alpha^*$-complete proper ideal cannot be extended to an $\alpha^*$-complete prime ideal. But, by 0.4, every $\alpha$-complete ideal is $\alpha^*$-complete. Hence we have again $a \in C_\alpha$, and our proof is complete.

In view of Theorem 3.7, Theorems 3.4 and 3.5 are improvements of Theorems 1.33 and 1.34, respectively.

The entire development of §1 can be modified to obtain, in place of results which state that certain classes of cardinals are included in $C_\gamma$, stronger results stating that the same classes of cardinals are included in $C_\alpha$.

We shall establish in detail the result that $M(AC) \subset C_\alpha$; thus will at least show that many inaccessible cardinals belong to $C_\alpha$. It will be evident that our methods are similar to, but technically more complicated than, the methods of §1.

**Definition 3.8.** For any non-empty subset $A$ of $\alpha^*$, let $B(A)$ be the $\alpha$-complete field of subsets of $A$ which is $\alpha$-generated by the set

$$\{ O_{A, \alpha} : f, g \in A \}$$  

where $O_{A, \alpha} = \{ \xi < a : f(\xi) < g(\xi) \}$ for any $f, g \in A$.

Notice that the cardinal $\alpha$ is determined by any non-empty subset $A$ of $\alpha^*$, so that $B(A)$ depends only on the set $A$.

If $0 = A \subset \alpha^*$, then, for any $f, g \in A$, the sets $\{ \xi < a : f(\xi) = g(\xi) \}$, $\{ \xi < a : f(\xi) \neq g(\xi) \}$, and $\{ \xi < a : f(\xi) < g(\xi) \}$ are clearly belong to $B(A)$, and the unit of $B(A)$ is $A$. If $0 = A \subset \alpha \subset \alpha^*$, then $B(A) \subset B(A^*)$. $B(A)$ is an $\alpha$-complete field of sets with at most $|A| \cup \omega$ generators.

**Lemma 3.9.** Suppose that $a \in C_\alpha$, $0 = A \subset \alpha^*$, and $I$ is an $\alpha$-complete prime ideal in $B(A)$. Then there exists a unique ordinal $\eta$ and a unique function $\varphi$ on $A$ onto $\eta$ such that:

(i) for $f, g \in A$, $\varphi(f) = \varphi(g)$ if $f(\xi) = g(\xi)$ \iff $\xi < a$, $(f(\xi) = g(\xi)) \not\in I$;

(ii) for $f, g \in A$, $\varphi(f) \not= \varphi(g)$ if $f(\xi) < g(\xi)$ \iff $\xi < a$, $(f(\xi) < g(\xi)) \not\in I$.

**Proof.** The proof of 3.9 is the same, word for word, as the proof of 1.3, except that we everywhere replace $\alpha^*$ by $A$.

**Definition 3.10.** Assume the hypotheses of 3.9. We shall denote by $\alpha_{A, \alpha}$ and $\tau_{A, \alpha}$ the unique ordinal $\eta$ and the unique function $\varphi$, respectively, which satisfy conditions 3.8(i) and 3.9(ii).

Notice that if $A = \alpha^*$, then $\alpha_{A, \alpha} = \alpha^*$ and $\tau_{A, \alpha} = \tau_\alpha$ as defined in §1.

We are principally interested in subsets $A \subset \alpha^*$ and ideals $I$ in $B(A)$ which satisfy certain very stringent conditions, which we shall now consider.

**Definition 3.11.** By the formula $P(\alpha, A, I)$ we shall express the fact that the following conditions (i)-(vii) are satisfied:

(i) $\alpha > \alpha$;

(ii) $0 \not\subset A \subset \alpha^*$;

(iii) $I$ is a prime ideal in $B(A)$;

(iv) $I$ is $\alpha$-complete;

(v) $I$ is non-principal.
(vi) for each $\xi < a$, the constant function $a \times \langle \xi \rangle$ belongs to $A$;  
(vii) the identity function $\langle \xi, \xi \rangle: \xi < a \rangle$ belongs to $A$.

The next two lemmas, 3.12 and 3.13, have exactly the same proofs as Lemmas 1.3 and 1.6, except that the symbol $\alpha_\beta$ is everywhere replaced by $\tau_{a, I}$ and the references to 1.4 are replaced by references to 3.10.

**Lemma 3.12.** Assume $P(a, A, I)$ and suppose that $\xi < a$ and $f \in A$. Then 
(i) $f(\xi) \Rightarrow \tau_{a, I}(f) < \xi$; 
(ii) $f(\xi) \Rightarrow \tau_{a, I}(f) = \xi$; 
(iii) $\tau_{a, I}(f) < \xi \Rightarrow f^{-1}(\xi) \subseteq I$; 
(iv) $\tau_{a, I}(f) = \xi \Rightarrow f^{-1}(\xi) \subseteq I$.

**Lemma 3.13.** Assume $P(a, A, I)$. Then $a \in a_{a, I}$ and 
$a \subseteq \tau_{a, I}((\xi, \xi): \xi < a)$.

**Lemma 3.14.** $M(A) = AC \cup M(SN)$.

**Proof.** Clearly, 
$M(A) \supseteq AC \cup M(SN)$.

Let $a$ belong to $M(A)$ but not to $AC$. We shall show that $a$ belongs to $M(SN)$. There exists a subset $y$ of $AC$ such that $a = \bigcup y$ and $y \cup \{a\}$ is closed. For each cardinal $\beta$, let $\beta'$ be the least strong limit cardinal which is not less than $\beta$; thus $\beta' = \beta$ in case $\beta$ is a strong limit cardinal, and $\beta'$ is the union of $\beta', \beta''', \beta'''', \ldots$ etc. Furthermore, let 
$y' = (\beta', \beta \in y)$.

Clearly, $\beta \in AC$ implies $\beta' \in SN$. Then, since $a \in AC$, 
$a = \bigcup y'$ and $y' \subseteq SN$.

Finally, making use of the fact that the union of strong limit cardinals is a strong limit cardinal, we show that $y' \cup \{a\}$ is closed.

**Theorem 3.15.** $M(A) \subseteq C_a$.

**Proof.** By 3.14 and 3.7 it is sufficient to prove that 
$M(SN) \subseteq C_a$.

In view of 3.7 we have 
$SN \subseteq C_a$.

Accordingly, suppose 
$a \in M(SN) \sim SN$.

In order to show that $a \in C_a$, we shall construct a particular subset $A$ of $a$ of $a$ for which we shall be able to establish that $B(A)$ cannot possibly have a non-principal $a$-complete prime ideal. From this fact we shall clearly follow that the set $\mathcal{S}_a(a)$ is an $a$-complete proper ideal in $B(A)$ which cannot be extended to an $a$-complete prime ideal; hence we shall have shown that $a \in C_a$.

To begin with, we shall introduce some auxiliary functions.

Consider first a set $y$ such that $y \subseteq SN$, $a = \bigcup y$, and $y \cup \{a\}$ is closed; such a set $y$ exists in view of 1.29. For each $\xi < a$, let 
$\varphi(\xi) = \bigcup \{y \cap (\xi + 1) \cup \{a\} \subseteq y\}$.

Then we have 
$\varphi = \varphi y$, 
and indeed $\varphi(\xi)$ is always the greatest member of $y$ which is $\subseteq y \cup \{a\}$. Next, let us choose, for each $\xi < a$, a function $\psi(\xi)$ on $\tau(\xi)$ into $\xi$ such that 
$\xi = \bigcup \{\tau(\xi, \xi): \xi < a\}$.

Finally, for all $\xi, \zeta < a$, we put 
$\theta(\xi, \zeta) = \bigcup \{y: \eta < \tau(\xi)$ and $\zeta \subseteq \psi(\eta)\}$ if $\zeta \subseteq \xi$.

Thus, whenever $\zeta < \xi < a$, $\theta(\xi, \zeta)$ is a member of $\tau(\xi)$ such that 
$\zeta \subseteq \psi(\theta(\xi, \zeta))$.

We now take for $A$ the least subset $A'$ of $a$ which satisfies, for all $\xi < a$, and $f \in A'$, the following conditions: 
(1) $a \times \langle \xi \rangle \subseteq A'$; 
(2) $\langle \xi, \xi \rangle: \xi < a \subseteq A'$; 
(3) if $g_\xi(\xi) - \theta(\xi, f) \subseteq \psi(\eta)$, then $g_\xi \subseteq A'$; 
(4) if $g_\xi(\xi) - \tau(\xi, f) \subseteq \psi(\eta)$, then $g_\xi \subseteq A'$; 
(5) if, for all $\xi < a$, 
$g_\xi(\xi) = \bigcup \{\psi(\xi, \zeta) \subseteq \psi(\eta) \subseteq \psi(\xi, \eta) \subseteq \psi(\xi, \xi, \zeta) \}$
then $g_\xi \subseteq A'$; 
(6) if $g_\xi(\xi) = \theta(\xi, f)$ for all $\xi < a$, then $g_\xi \subseteq A'$.

It is clear that $|\mathcal{A}| = a$. Therefore $B(A)$ is an $a$-complete field of sets with at most $a$ generators. Moreover, by (1), (2), and 3.8, every one-element subset of $a$ belongs to $B(A)$. Since $a$ is regular, it follows that the set $\mathcal{S}_a(a)$ is a proper $a$-complete ideal in $B(A)$. Suppose that $\mathcal{S}_a(a)$ can be extended to an $a$-complete prime ideal $I$ in $B(A)$. We shall arrive at a contradiction, and thereby show that $a \in C_a$. 
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/* Translation */
Since \( S_0(x) \subseteq I \), \( I \) is non-principal, and thus, in view of (1) and (2), we see that \( P(a, A, I) \) holds. By 3.13 we have \( a < a_{\xi, I} \) and hence we may choose a function \( f \in A \) such that
\[
|a_{\xi, I}(f)| = a.
\]
Consider the function \( g_1 \) defined in (3). We have \( g_1 \in y, g_1 \in A, \) and
\[
|a_{\xi, I}(g_1)| = |a_{\xi, I}(f)|.
\]
Moreover, for each \( \zeta \in y \) and \( \xi < a \),
\[
\zeta \leq g_1(\xi) \quad \text{iff} \quad \zeta \leq f(\xi) \cup y.
\]
It follows by 3.9 that \( \zeta \leq a_{\xi, I}(g_1) \) whenever \( \zeta \in y \), and therefore \( a \leq a_{\xi, I}(g_1) \). Hence
\[
|a_{\xi, I}(g_1)| = |a_{\xi, I}(f)|,
\]
and thus, by 3.9,
\[
(\xi < a : f(\xi) \cap y) \not\in I.
\]
Since \( g_1 \in y \) and \( y \subseteq SN \), we have
\[
(\xi < a : f(\xi) \cap y) \not\in I.
\]
Consider now the "confinality function" \( g_1 \) defined in (4). By (4), \( g_1 \in A \). Moreover, for every \( \xi \in SN \), we have
\[
|a_{\xi, I}(g_1)| < a.
\]
Let
\[
\beta = \max|a_{\xi, I}(g_1)|.
\]
Then by 3.12,
\[
\{ \xi < a : f(\xi) \cap y \not\in I \},
\]
It follows from (3) that, whenever \( \zeta \leq \beta \), the function \( g_{\alpha, \gamma} \) defined in (5) belongs to \( A \) and satisfies the condition
\[
(\xi < a : g_{\alpha, \gamma}(\xi) \cap y) \not\in I.
\]
Then, for all \( \zeta < \beta \), we have \( |a_{\xi, I}(g_{\alpha, \gamma})| < a \) and, by letting \( \zeta = \max|a_{\xi, I}(g_{\alpha, \gamma})| \), we obtain \( \gamma \in a \).

We shall show that
\[
\gamma = \bigcup_{\zeta \leq \beta} \{ \gamma \in a : \delta(\xi, \gamma) : \delta(\xi, \gamma) = \gamma \}.
\]
and hence that \( \zeta \in a \) and \( \alpha \in SN \). Since we have assumed \( \alpha \neq SN \), this contradiction will complete our proof.

For every \( \xi < a \), the function \( g_{\alpha, \gamma} \) defined in (6) belongs to \( A \). By (6) we have
\[
|a_{\xi, I}(g_{\alpha, \gamma})| < a,
\]
and for brevity we write
\[
\gamma = |a_{\xi, I}(g_{\alpha, \gamma})|.
\]
set. We did not use the notation of 3.17 in the proof of 3.15 because it would not simplify the statement of the proof very much. However, 3.17 will be seen necessary for the introduction of the notion of a strongly normal class in 3.23.

Clearly \( a \) is \( F \)-closed for any set \( F \) of finitary functions on \( a \).

**Lemma 3.18.** Suppose that \( F \) is a set of finitary functions on \( a \) and \( A \) is the minimal \( F \)-closed set. Then \( A \) has the following properties:

(i) \( A \) is \( F \)-closed;

(ii) \( A \) contains the identity function on \( a \) and all the constant functions on \( a \) into \( a \);

(iii) \( a \in |A| \subseteq a \cup |F| \).

**Lemma 3.19.** Assume that \( P(a, A, I) \) holds, and furthermore that \( \eta < \omega, F \subseteq \omega^\eta, \) and \( A \) is \( F \)-closed. Then whenever \( f_1, \ldots, f_n, g_1, \ldots, g_n \in A \) and

\[
\tau_{A,I}(f_1) = \tau_{A,I}(g_1), \ldots, \tau_{A,I}(f_n) = \tau_{A,I}(g_n),
\]

we have

\[
\tau_{A,I}(F^*(f_1, \ldots, f_n)) = \tau_{A,I}(F^*(g_1, \ldots, g_n)).
\]

**Definition 3.20.** Assume the hypotheses of 3.18. We denote by \( F_{A,I} \) the function on \( \langle n, A \rangle \) into \( A \) determined by the condition

\[
F_{A,I}(\tau_{A,I}(f_1), \ldots, \tau_{A,I}(f_n)) = \tau_{A,I}(F^*(f_1, \ldots, f_n))
\]

for all \( f_1, \ldots, f_n \in A \).

Notice that, under the hypotheses of 3.19, \( F_{A,I} \) properly includes \( F \).

In the proofs of the theorems which follow the fact that many properties possessed by \( F \) can be carried over to \( F_{A,I} \) plays an important role. However, the notation \( F_{A,I} \) will never appear in the statements of those theorems.

The notation \( F_{A,I} \) could have been used in the proof of 3.15; in fact, we have \( \beta = \phi_{a,I}(\eta) \phi_\xi(\eta) = (\phi_\xi a, \phi_\eta a) \) and \( \eta_\xi = (\phi_\xi a, \phi_\eta a) \) for each \( \xi < a \).

(Cf. the remark following 3.17.) The proof of 3.15 actually depends on the fact that enough properties of \( F \) are carried over to \( F_{A,I} \) to insure that \( \phi_\xi \) is a function on \( \beta \) into \( a \) such that \( a \) is the union of the range of \( \phi_\xi \) and that \( a \) is confinal with \( \beta \).

**Definition 3.21.** \( a \) is said to be \( F \)-representable by \( f \) if \( F \) is a set of finitary functions on \( a \) and there exist \( I, A \) such that \( P(a, I, A) \) holds, \( A \) is \( F \)-closed, \( f \in A \), and \( \tau_{A,I}(f) = a \).

Notice that if \( a \) is representable by \( f \) in the sense of \( \xi 1 \), then \( a \) is \( F \)-representable by \( f \) for every set \( F \) of finitary functions on \( a \). Also, \( a \) is never \( F \)-representable, in view of 3.11 (i).

**Lemma 3.22.** Let \( a \in C \). Then a necessary and sufficient condition for \( a \in C \) is that there exists a set \( F \) of finitary functions on \( a \) such that \( |F| \subseteq a \) and \( a \) is not \( F \)-representable by any function \( f \in \alpha \).

**Definition 3.23.** \( X \) is said to be a strongly normal class if \( X \subseteq C \) and, for each cardinal \( a \) there is a set \( F \) of finitary functions on \( a \) such that \( |F| \subseteq a \) and \( a \) is not \( F \)-representable by any function \( f \in \alpha \).

Notice that any strongly normal class is normal in the sense of \( \xi 1 \).

**Theorem 3.24.** If \( X \) is a strongly normal class and \( Y \subseteq X \), then \( Y \) is strongly normal.

**Theorem 3.25.** A sufficient condition for \( X \) to be strongly normal is that the union of any non-empty subset of \( X \) belongs to \( C \).

In particular it follows that any finite subclass of \( C \) is strongly normal and furthermore, if \( X \subseteq [a, b] \subseteq C \), then \( X \) is strongly normal.

**Theorem 3.26.** The following three conditions are equivalent:

(i) \( C_\alpha = C \);

(ii) \( C_\alpha \) is strongly normal;

(iii) the class \( \langle a \times C : [a]_\alpha, a \subseteq C_\alpha \rangle \) is strongly normal.

**Theorem 3.27.** Suppose that, for each ordinal \( \mu, X_\mu \) is strongly normal.

Then \( (\beta: \beta \in \bigcup \alpha \mu X_\mu) \) is strongly normal.

3.27 is the analogue of the first induction principle, Theorem 1.19.

**Corollary 3.28.** Suppose that, for each \( \mu < \nu, X_\mu \) is strongly normal.

Then \( (\bigcup \alpha \mu X_\mu) \sim \nu \) is strongly normal.

**Corollary 3.29.** (i) If \( X, Y \) are strongly normal, then \( X \cup Y \) is strongly normal.

(ii) If \( [\alpha \times \beta] \subseteq C \alpha \) and, for each \( \mu < \alpha \), \( X_\mu \) is strongly normal, then \( \bigcup \alpha \mu X_\mu \) is strongly normal.

**Corollary 3.30.** If \( C_\alpha \neq C \), then there is no maximal strongly normal class.

**Definition 3.31.** \( F \) is said to preserve strong normality if \( F(X) \) is strongly normal whenever \( X \) is strongly normal.

**Theorem 3.32.** If \( F \) preserves strong normality, then \( F^\omega \) preserves strong normality.

**Theorem 3.33.** The operation \( M \) preserves strong normality.

Theorems 3.32 and 3.33 are the analogues of the second induction principle 3.27 and the third induction principle 3.31, respectively.

**Corollary 3.34.** The operations \( M^\omega, M^\langle\omega\rangle^\omega, \) etc. preserve strong normality.

**Theorem 3.35.** The class \( A \) is strongly normal.

3.35 is an improvement of Theorem 1.33.
Theorem 3.36. \( \text{Proof.} \) Suppose that \( B \) is an \( \alpha \)-complete field of sets which is \( \alpha \)-generated by a set \( B_0 \) of power \( \leq \beta \). Let \( I \) be any \( \alpha \)-complete proper ideal in \( B \). For each subset \( C \) of \( B_0 \), let
\[ a_C = \bigcap (C \cup (B_0 \sim C)) \sim (B_0 \sim C). \]
It is easily seen that \( \bigcup \{a_C: C \subseteq B_0\} = B_0 \). Moreover it follows from the \( \alpha \)-completeness of \( B \) that \( a_C \in B \) whenever \( C \subseteq B_0 \). In fact, for each subset \( C \) of \( B_0 \), \( a_C \) is either the empty set or an atom of \( B \). For some subset \( C_0 \) of \( B_0 \), we must have \( a_{C_0} \neq I \) and otherwise, by the \( \alpha \)-completeness of \( I \), we would have \( \bigcup \{a_C: C \subseteq B_0\} = B_0 \). In fact, the results 4.3-4.7 imply directly
\[ \text{Theorem 4.8. } \text{In case } \beta < \alpha, \text{ we have } aR\beta \text{ iff } \text{either } a \text{ is regular and } a \leq 2^\beta, \text{ or } a \text{ is singular and } a < 2^\beta. \]
As an immediate consequence of 4.8, we obtain
\[ \text{Corollary 4.9. Assume the generalized continuum hypothesis. Then, in case } \beta \leq \alpha, \text{ we have } aR\beta \text{ iff } a = \beta^{\beta}. \]
\[ \text{Corollary 4.10. The following two conditions are equivalent:} \]
\[ \text{(i) } a \text{ is not a strong limit number; } \]
\[ \text{(ii) } aR\beta \text{ holds for some } \beta < a. \]
\[ \text{Proof. If } a \text{ is regular, the result follows at once from 4.8. Suppose that } a \text{ is singular. Then, by 4.8, there exists } \beta < \alpha \text{ such that } aR\beta \text{ iff there exists } \gamma \text{ such that } \gamma < a < 2^\beta. \text{ But if } \beta < \alpha \leq 2^\beta \text{ and we set } \gamma = \beta \cup \sigma(a), \text{ then we have } \gamma < a < 2^\beta. \text{ This completes the proof.} \]
\[ \text{For a given cardinal } \alpha, \text{ the smallest cardinal } \beta \text{ for which Theorem 4.8 does not give any answer to the question whether } aR\beta \text{ holds is obviously } \beta = \alpha. \text{ Moreover, the whole problem is completely solved for those cardinals } \alpha \text{ for which, in the particular case } \beta = \alpha, aR\beta \text{ actually holds, i.e., which belong to } C_2; \text{ for, as an immediate consequence of Theorem 4.4, we have } \]
\[ \text{Theorem 4.11. If } a \in C_2 \text{ and } a \leq \beta, \text{ then } aR\beta. \]
\[ \text{Thus, for example, in view of Theorem 3.36, the problem of whether } aR\beta \text{ holds is settled whenever } a \text{ belongs to any of the classes } AC, M(AC), \]
\[ M^{(\omega)}(AC), M^{(\omega)}(M^{(\omega)}(AC)), (M^{(\omega)})^{(\omega)}(AC), \text{ etc.} \]
In the next three theorems we shall consider conditions which are closely related to the one formulated in Definition 4.1.

**Theorem 4.12.** The following condition is necessary and sufficient for $aR\beta$:

(i) there exists an $\alpha$-complete field of sets, with at most $\beta$ generators, whose power is at least $\beta$ and in which some $\alpha$-complete proper ideal cannot be extended to an $\alpha$-complete prime ideal.

**Proof.** Condition (i) is obviously sufficient for $aR\beta$.

Suppose $aR\beta$. Then there exists an $\alpha$-complete field $\mathcal{B}$ of sets which is $\alpha$-generated by a set $B_\alpha$ of power $< \beta$ and which has an $\alpha$-complete proper ideal $I$ that cannot be extended to an $\alpha$-complete prime ideal.

Let $X$ be a set of power $\beta$ which is disjoint from $\bigcup B$. Let $B'$ be the $\alpha$-complete field of subsets of $X \cup (\bigcup B)$ which is $\alpha$-generated by the set $\bigcup B \cup \{x \in X \mid x \notin \bigcup B \}$. Then $I'$ is an $\alpha$-complete proper ideal of $B'$. If $J'$ were an $\alpha$-complete prime ideal in $B'$ which includes $I'$, then $J' \cap B$ would be an $\alpha$-complete prime ideal in $B$ which includes $I$. Therefore $I$ cannot be extended to an $\alpha$-complete prime ideal of $B'$. This proves the necessity of (i).

**Theorem 4.13.** Suppose that either $\alpha$ is regular and $a \leq \beta$, or $\alpha$ is singular and $a < \beta$. Then the following condition is necessary and sufficient for $aR\beta$:

(i) there exists an $\alpha$-complete field of sets with $\beta$ generators in which some $\alpha$-complete proper ideal cannot be extended to an $\alpha$-complete prime ideal.

**Proof.** Condition (i) is obviously sufficient.

Suppose that $\alpha$ is regular and $a \leq \beta$. Let $C$ be the $\alpha$-complete field of subsets of $\beta$ which is $\alpha$-generated by the set $\{x \in X \mid |x| < a \}$. Then we have

$$C = \{x \mid x \subseteq \beta, \text{ and either } |x| < a \text{ or } |\beta - x| < a\}.$$ 

Suppose that $C$ is $\alpha$-generated by $X$. We shall prove that $|X| > \beta$. We may assume without loss of generality that every element of $X$ has power $< \alpha$. If $|X| < \beta$, then $|\bigcup X| < \beta$, and thus $X$ could not possibly generate $C$. Thus $|X| \geq \beta$, and $C$ is an $\alpha$-complete field of sets with $\beta$ generators. In case $aR\beta$, the field $B'$ constructed in the proof of 4.12 is therefore an $\alpha$-complete field of sets with $\beta$ generators, and 4.13(i) follows.

Suppose $\alpha$ is singular and $a < \beta$. Then $a^* \leq \alpha$ and $a^* \leq \beta$. If $aR\beta$, then by 4.3 we have $a^*R\beta$. Condition (i) thus holds for $a^*$ and $\beta$ and, by 0.1, it also holds for $a$ and $\beta$. Our proof is complete.

**Theorem 4.14.** If $\beta = \beta^*$, then the following three conditions are equivalent:

(i) $aR\beta$;

(ii) there is an $\alpha$-complete field of sets $B$ of power $\beta$ in which some $\alpha$-complete proper ideal $I$ cannot be extended to an $\alpha$-complete prime ideal;

(iii) there is an $\alpha$-complete field of subsets of $\beta$ which includes $S_\alpha(\beta)$, of power $\beta$, and in which some $\alpha$-complete proper ideal cannot be extended to an $\alpha$-complete prime ideal.

**Proof.** The implication (iii)$\Rightarrow$(i) is obvious.

The implication (i)$\Rightarrow$(ii) follows from 4.12 and the fact that, since $\beta = \beta^*$, any $\alpha$-complete field of sets which is $\alpha$-generated by a set of power $\beta$ has power $\beta$.

Assume (ii), and choose a function $f \in \mathcal{B}(\bigcup B)$ such that, for each $x \in B \sim \{0\}$, $f(x) \in a$.

Let

$$Y = \{f(x) \mid x \in B \sim \{0\}\}.$$ 

Clearly, $Y \subseteq \bigcup B$ and $|Y| = \beta$. For each $x \in B$, let

$$x' = x \cap Y, \quad B' = (x' \mid x \in B), \quad \text{and} \quad I' = (x' \mid x \in I).$$ 

It is then easily seen that $B'$ is an $\alpha$-complete field of subsets of $Y$, and in fact that the mapping $x \mapsto x'$ is an isomorphism on the set algebra $\mathcal{B}$ onto the set algebra $\mathcal{B}'$. Therefore $I'$ is an $\alpha$-complete proper ideal in $B'$ which cannot be extended to an $\alpha$-complete prime ideal.

We now consider the field $B''$ of subsets of $Y$ which is $\alpha$-generated by the set $B' \cup S_\alpha(Y)$. Since $|\beta| = \beta^*$ and $|B'| = |Y| = \beta$, $B''$ is of power $\beta$. Let

$$I'' = \{y \in B'' \mid y \subseteq a \text{ for some } x \in I\}.$$ 

Then $I''$ is an $\alpha$-complete proper ideal in $B''$. Moreover, $I''$ cannot be extended to an $\alpha$-complete prime ideal in $B''$; for, if $J''$ were an $\alpha$-complete prime ideal in $B''$ including $I''$, then the set $J' = J'' \cap B$ would be an $\alpha$-complete prime ideal in $B'$ including $I$. We have shown that (iii) holds whenever $\beta$ (in its first two occurrences) is replaced by a set of power $\beta$, and it follows that (iii) itself holds.

Conditions 4.14(ii) and 4.14(iii) are each sufficient for $aR\beta$ even if $\beta \neq \beta^*$. If $a \leq \beta$ and $\beta$ is inaccessible, then we have $\beta = \beta^*$, so 4.14(i), (ii), and (iii) are all equivalent. Moreover, if we assume the generalized continuum hypothesis, then $\beta = \beta^*$ holds, and thus 4.14(i), (ii), and (iii) are equivalent, whenever $a \leq \beta$ and $\beta$ is regular.

The next phase of our discussion involves Boolean algebras.
DEFINITION 4.15. We shall denote by $W_{\alpha,\delta}$ the class of all weakly $\alpha$-representable Boolean algebras with at most $\beta$ generators.

THEOREM 4.16. The following six conditions are equivalent:

(i) $\alpha R \beta$;

(ii) there exists $B \in W_{\alpha,\delta}$ which has power $>1$, and has no $\alpha$-complete prime ideals;

(iii) there exists $B \in W_{\alpha,\delta}$ which is not $\alpha$-generated by its atoms and in which every $\alpha$-complete prime ideal is principal;

(iv) there exists $B \in W_{\alpha,\delta}$ in which some $\alpha$-complete proper ideal cannot be extended to an $\alpha$-complete prime ideal;

(v) there exists $B \in W_{\alpha,\delta}$ in which some $\alpha$-complete proper ideal is not the intersection of all $\alpha$-complete prime ideals including it;

(vi) there exists $B \in W_{\alpha,\delta}$ which is not $\alpha$-representable.

Proof. We shall successively establish the implications (i) $\Rightarrow$ (ii), (ii) $\Rightarrow$ (iii), (iii) $\Rightarrow$ (iv), (iv) $\Rightarrow$ (v), (v) $\Rightarrow$ (vi), and (vi) $\Rightarrow$ (i).

Assume (i); then there is a set algebra $\mathcal{B}$ which is $\alpha$-complete and $\alpha$-generated by a set $B_0$ of power $\leq \beta$ and which has an $\alpha$-complete proper ideal $I$ that is not included in any $\alpha$-complete prime ideal. The quotient algebra $\mathcal{B}/I$ is weakly $\alpha$-representable. Moreover, $\mathcal{B}/I$ is $\alpha$-generated by the set $\{[x]: x \in B_0\}$ of power $\leq \beta$, where $[x] = ([x + y] + [y - x]) \in I$. Since $I$ is a proper ideal in $\mathcal{B}$, $\mathcal{B}/I$ has power $> 1$. If $J$ were an $\alpha$-complete prime ideal in $\mathcal{B}/I$, then $\{[x]: x \in B; [x] \in J\}$ would be an $\alpha$-complete prime ideal in $\mathcal{B}$ which includes $I$. Therefore $\mathcal{B}/I$ does not have any $\alpha$-complete prime ideals. Hence (ii) holds.

Assuming (ii), we see at once that $\mathcal{B}$ has no atoms. Since $|B_0| > 1$, $\mathcal{B}$ is not $\alpha$-generated by its atoms. Hence (iii) holds.

Now assume (iii). Let $I$ be the $\alpha$-complete ideal which is $\alpha$-generated by the atoms of $\mathcal{B}$. Then $I$ is proper, any prime ideal which includes $I$ is non-principal. Hence $I$ is not included in any $\alpha$-complete prime ideal, and thus $I$ is equal to the intersection of all $\alpha$-complete prime ideals which include $I$. This verifies (iv).

It is obvious that (iv) implies (v).

Now assume (v), let $B_0$ be a set of power $\leq \beta$ which $\alpha$-generates $\mathcal{B}$, and let $I$ be an $\alpha$-complete proper ideal in $\mathcal{B}$ which is not equal to the intersection $I'$ of all $\alpha$-complete prime ideals including it. (We assume $I' = B$ in case no $\alpha$-complete ideal includes $I$.) Clearly $I \subseteq J$. By 0.7, the quotient algebra $\mathcal{B}/I$ is weakly $\alpha$-representable. Moreover, $\mathcal{B}/I$ is $\alpha$-generated by the set $\{[x]: x \in B_0\}$ of power $\leq \beta$, so $\mathcal{B}/I \in W_{\alpha,\delta}$. Choose an element $x_0 \epsilon I' \setminus I$, and let

$J = \{[y]: y \epsilon B \text{ and } y \leq \mathcal{A}_0\};$

that is, $J$ is the principal ideal in $\mathcal{B}/I$ whose sum is $\mathcal{A}_0 I$. If $J$ could be extended to an $\alpha$-complete prime ideal $K$ in $\mathcal{B}/I$, then the set

$\{[x] \in B; [x] \in K\}$

would be an $\alpha$-complete prime ideal in $\mathcal{B}$ including $I \cup \{\mathcal{A}_0\}$. But this would contradict our hypothesis that every $\alpha$-complete prime ideal in $\mathcal{B}$ which includes $I$ also contains $\mathcal{A}_0$. Therefore $J$ cannot be extended to an $\alpha$-complete prime ideal in $\mathcal{B}/I$. $J$ is clearly a proper ideal because $x_0 \epsilon I'$, and hence

$\sum J = x_0 I \neq \sum(\mathcal{B}/I).$

By 0.5, $\mathcal{B}/I$ is not $\alpha$-representable. This verifies (vi).

Assuming (vi), we consider a set $B_0$ of power $\leq \beta$ which $\alpha$-generates $\mathcal{B}$. Since $\mathcal{B} \in W_{\alpha,\delta}$, $\mathcal{B}$ is isomorphic to $\mathcal{C}'$ for some $\alpha$-complete set algebra $\mathcal{C}'$ and some $\alpha$-complete ideal $I'$ in $\mathcal{C}'$. By 0.5, there is a proper principal ideal $I$ in $\mathcal{B}$ which is not included in any $\alpha$-complete prime ideal. Let $f$ be an isomorphism on $\mathcal{C}'/I'$ onto $\mathcal{B}$. Choose a function $g : \mathcal{R} \rightarrow \mathcal{C}'$ such that, for each element $y \epsilon B_0$, $f(g(y)/I') = y$; the range of $g$ is clearly of power $\leq \beta$. Let $C$ be the $\alpha$-complete subalgebra of $\mathcal{C}'$ which is $\alpha$-generated by the range of $g$. Then

$\mathcal{C}'/I' = \{[x]/I': x \epsilon C\}.$

The set $K = \{x: x \epsilon C \text{ and } f(x/I') \epsilon J\}$ is a proper $\alpha$-complete ideal in $\mathcal{C}$, and $I' \cap C \subseteq K$. If $L$ were an $\alpha$-complete prime ideal in $\mathcal{C}$ which included $K$, then the set

$\{f(x/I'): x \epsilon L\}$

would be an $\alpha$-complete prime ideal in $\mathcal{B}$ which included $J$, and this is impossible. Therefore $K$ cannot be extended to an $\alpha$-complete prime ideal in $\mathcal{C}$, and (i) follows.

DEFINITION 4.17. We shall denote by $D_{\alpha,\delta}$ the class of all $\alpha$-distributive Boolean algebras with at most $\beta$ generators.

THEOREM 4.18. The following three conditions are equivalent:

(i) $\alpha R \beta$;

(ii) there exists $B \in D_{\alpha,\delta}$ in which some $\alpha$-complete proper ideal cannot be extended to an $\alpha$-complete prime ideal;

(iii) there exists $B \in D_{\alpha,\delta}$ in which some $\alpha$-complete proper ideal is not the intersection of all $\alpha$-complete prime ideals including it.

Proof. It is obvious, by 4.1 and 0.6, that (i) implies (ii), and we see also at once that (ii) implies (iii).

Assume that (iii) holds. If $\alpha$ is regular, then $D_{\alpha,\delta} \subseteq W_{\alpha,\delta}$ by 0.8, and therefore 4.16 (v) holds; hence, by 4.16, we have $\alpha R \beta$, i.e., (i) holds.
If $a$ is singular and $a \leq \beta$, then $a \in C_r$ by 3.7, and thus by 4.11 we have $aR\beta$. If $a$ is singular and $\beta < a < 2^\beta$, then $aR\beta$ follows by 4.8.

It remains to consider the case in which $a$ is a $\kappa$-SN and $2^\beta \leq a$. In this case $B$ is $\beta$-distributive, and it follows by a familiar argument that $B$ is an atomistic Boolean algebra with at most $2^\beta$ atoms (cf. [4], proof of Theorem 4.5, or [36], p. 82). Let $I$ be a proper $\alpha$-complete ideal in $B$ and let $x \in B \sim I$. By 0.4, $I$ is $(2^\beta)^+$-complete, and hence there is an atom $a \leq x$ which does not belong to $I$. The principal ideal $J$ of $B$ generated by $a$ is then an $\alpha$-complete prime ideal such that $I \subseteq J$ and $x \in J$. But we have thus contradicted (iii), and with this contradiction our proof is complete.

By comparing Theorems 4.16 and 4.18, we see that 4.16 remains valid if $W_\delta$ is replaced by $D_\delta$ or $D_{\delta, \alpha}$ in conditions (iv) and (v). The problem naturally arises whether 4.16 in its entirety remains valid when $W_\delta$ is replaced everywhere by $D_\delta$. Let us denote by $W_\delta^*$ the statements which are obtained from 4.16 (ii)-(vi), respectively, by replacing $W_\delta$ by $D_\delta$. In case $\alpha$ is inaccessible, we have $W_\delta^* = D_\delta^*$ by 0.10, and hence all the conditions (ii)–(v) are equivalent to $aR\beta$. We shall show later that, as a consequence of Theorem 4.31 (iii), $W_\delta^*$ holds whenever $\alpha$ is a regular accessible cardinal and $\alpha < \beta$. On the other hand, it can be seen from the proof of Theorem 4.5 in [4] that, if $a$ is a singular strong limit cardinal and $a = \beta$, then (ii) and (ii) fail, even though $aR\beta$ holds. Aside from the special cases we have just mentioned, the problem of which pairs $\alpha, \beta$ of cardinals satisfies the conditions (ii), (iii), and (vi) is as far as we know, still open.

DEFINITION 4.19. Let $B = (B, +, \cdot, \cdot, \cdot)$ be a Boolean algebra and $I$ a principal ideal in $B$. By the Boolean algebra induced in $B$ by $I$, denoted by $B_I$, we mean the algebra $(\langle I, +, \cdot, \cdot, \cdot \rangle)$ such that, for all $x, y \in I$, we have

\[ x \cdot y = x \cdot y, \quad x \cdot y = x \cdot y, \quad x = x \cdot y. \]

THEOREM 4.20. The following four conditions are equivalent:

(i) $aR\beta$;

(ii) there exists $B \subseteq W_\delta$ which has a principal ideal $I$ such that $|I| > 1$ and $B_I$ is not isomorphic to any $\alpha$-subalgebra of $B$;

(iii) there exists $B \subseteq W_\delta$ which has a principal ideal $J$ such that $B_J$ is not isomorphic to any $\alpha$-subalgebra of $B$;

(iv) there exists $B \subseteq W_\delta$ which has a direct factor of power $|I| > 1$ that is not isomorphic to any $\alpha$-subalgebra of $B$.

Proof. The equivalence of (ii), (iii), and (iv) follows from two well-known facts about Boolean algebras: if $I$ and $J$ are principal ideals in $B$ such that $\sum J = \sum J$, then $B/I$ is isomorphic to $B_J$; $I$ is a direct factor of $B$ iff there is a principal ideal $I$ in $B$ such that $B_I$ is isomorphic to $I$.

We wish to show that (i) is equivalent to (ii). In view of 4.16, it suffices to prove that 4.16 (ii) implies 4.20 (iv), and that 4.20 (iii) implies 4.16 (vi).

Assume 4.16 (ii), and let $C$ be the direct product

\[ C = B \times \mathcal{S}(0). \]

It is easily seen that $C \subseteq W_\delta$. By 4.16 (ii) we have $|B| > 1$. Moreover, there is no isomorphism on the direct factor $B$ of $C$ onto an $\alpha$-subalgebra of $C$, for, if $f$ were such an isomorphism, then the set

\[ f^{-1}(B : (0)) \]

would be an $\alpha$-complete prime ideal in $B$, contradicting 4.16 (ii). This verifies 4.20 (iv).

Now let us assume 4.20 (iii). We shall show that $B$ is not $\alpha$-representable. Indeed, suppose that $B$ were $\alpha$-representable. Then, by 0.5, $J$ could be extended to an $\alpha$-complete prime ideal $K$ in $B$. But then we could define an isomorphism $g$ on $B/J$ onto an $\alpha$-subalgebra of $B$ by putting, for each $x \in B$,

\[ g(x, J) = \begin{cases} x \cdot \sum J & \text{if } x \in K, \\ x + \sum J & \text{if } x \not\in K. \end{cases} \]

This contradiction completes our proof.

We shall now generalize some portions of Theorem 4.16 by considering $\delta$-saturated ideals in place of prime ideals.

LEMMA 4.21. Suppose that $\kappa \leq \alpha$, $\beta$ is an $\alpha$-complete Boolean algebra, and $I$ is an $\alpha$-complete and $\beta$-saturated proper ideal in $B$. Then there is an $\alpha$-complete prime ideal $J$ in $B$ which includes $I$; if, moreover, $I$ is non-principal, then $J$ can also be assumed to be non-principal.

Proof. Since $I$ is proper, there must be an element $x \in B \sim I$ with the property that, if $y \in B$ and $y \leq x$, then either $y \in I$ or $x - y \in I$; otherwise we would have a countably infinite disjoint subset of $B - I$. Set $J = (y \cdot x \in B \text{ and } x \cdot y \in I)$. Obviously $I \subseteq J$ and $a \cdot J$. If $x \in B$ and $y \in B$, then $x \cdot y \in I$, so $x \cdot J$. If $y \in B \sim J$, then $x \cdot y \in I$, so $x \cdot y \in J$ and thus $x \in J$. Finally, if $x \subseteq J$ and $|x| < \kappa$, we put $X = \{x \cdot y : y \in Y\}$ and find that $X \subseteq I$ and $|X| < \kappa$. By $\alpha$-completeness and 0.1, $\sum X = x \cdot \sum X$, and since $\sum X \subseteq I$ we have $\sum X \in J$. Therefore $J$ is an $\alpha$-complete prime ideal in $B$.

If $I$ is non-principal, we can first extend $I$ to a proper $\alpha$-complete ideal $I'$ containing all atoms of $B$ (cf. the remarks following 0.2), and then embed $I'$ in an $\alpha$-complete prime ideal $J$ by the method indicated above. Since the prime ideal $J$ thus obtained contains all atoms, it cannot be principal.
Theorem 4.22. Suppose that \( 2 < \delta < \omega \). Then Theorems 4.16 and 4.18 remain valid if the phrase "\( \alpha \)-complete prime ideal(s)" is replaced in them everywhere by "\( \alpha \)-complete and \( \delta \)-saturated proper ideal(s)".

Proof. This is an easy consequence of 4.16, 4.18, and 4.21, in view of the fact that for \( \delta \geq 2 \) every prime ideal is a \( \delta \)-saturated proper ideal.

Notice that Theorems 4.16 and 4.18 are special cases of Theorem 4.8 obtained by letting \( \delta = 2 \).

Lemma 4.23. Suppose that \( 2^\delta < \omega \), \( \mathcal{B} \) is an \( \alpha \)-complete Boolean algebra, and \( I \) is an \( \alpha \)-complete and \( \delta \)-saturated proper ideal in \( \mathcal{B} \). Then there is an \( \alpha \)-complete prime ideal \( I \) in \( \mathcal{B} \) which includes \( I \); if, moreover, \( I \) is non-principal, then it can also be assumed to be non-principal.

Proof. We shall show that there is an element \( x_\alpha \in B \setminus I \) with the property that, if \( y \in B \) and \( y \leq x_\alpha \), then either \( y \in I \) or \( x_\alpha - y \notin I \). Suppose there is no such element \( x_\alpha \). Then by the axiom of choice we can correlate with each element \( x \in B \) an element \( F(x) \in \mathcal{B} \) such that \( F(x) \leq x \) and, if \( x \notin I \), then \( F(x), x \notin F(x) \notin I \). Assuming \( \zeta \leq \xi \leq \delta \) and \( \varphi \vDash 2 \), let \( \varphi \) denote the restriction of \( \varphi \) to \( I \), i.e., the function \( \varphi \preceq (\zeta < \delta \rightarrow \beta \varphi) \). By transfinite recursion on ordinals \( \xi < \delta \) we correlate with each sequence \( \varphi \vDash 2 \) a certain set \( x_\alpha \) by stipulating as follows:

\[
x_\alpha = \sum_{\varphi \vDash 2} B \quad \text{for} \quad \varphi \vDash 2
\]

(2) has only one member, the empty sequence);

If \( \varphi \vDash \delta \varphi \), then \( x_\alpha = F(x) \) or \( x_\alpha = x_\alpha - F(x) \), according as \( \varphi_2 = 0 \) or \( \varphi_2 = 1 \);

If \( \xi \) is a limit ordinal then \( x_\alpha = \sum_{\xi<\beta} x_\beta \).

It follows by induction on \( \delta \) that if \( \zeta \leq \xi < \delta \) and \( \varphi \vDash 2 \), then \( x_\alpha < x_\alpha \varphi \in B \). We wish to show that for each ordinal \( \xi < \delta \) the following formula holds:

\[
\sum_B = \sum_{\varphi \vDash 2} B
\]

(1) is clear that (1) holds when \( \xi = 0 \).

Since \( \varphi \vDash \delta \varphi \) \( \leftrightarrow \{ \varphi \cup \{ (\zeta, 0) : \varphi \vDash 2 \} \} \cup \{ \varphi' \cup \{ (\xi, 1) : \varphi' \vDash 2 \} \} \), we have

\[
\sum_{\varphi \vDash 2} x_\alpha = \sum_{\varphi \vDash 2} \{ x_\alpha, x_\alpha \varphi \} + x_\alpha \varphi \vDash 2 = \sum_{\varphi \vDash 2} x_\alpha
\]

Thus if (1) holds for \( \xi \), it also holds for \( \xi + 1 \). Finally suppose that \( 0 < \xi < \delta \), \( \xi \) is a limit ordinal, and (1) holds for every ordinal \( \zeta < \xi \).

Then

\[
\sum_B = \prod_{\xi<\delta} \sum_{\varphi \vDash 2} x_\alpha
\]

By the \( \alpha \)-distributivity of \( \mathcal{B} \) and the fact that \( 2^\delta < \omega \), we have

\[
\sum_B = \sum_{\varphi \vDash 2} \prod_{\xi<\delta} x_\alpha \quad \text{where} \quad K = \prod_{\xi<\delta} 2
\]

Among the summands of (2) appear all products of the form \( \prod_{\xi<\delta} x_\alpha \), where \( \varphi \vDash 2 \); these terms arise when \( \alpha_1 = \varphi_1 \) for each \( \zeta < \xi \). We shall show, however, that all other summands of (2) are equal to zero, and therefore may be omitted from the sum. To this end, suppose that \( \eta < \xi < \zeta \), \( \varphi \in X_\eta \), and \( \varphi' \vDash 2 \). Let \( \varphi \) be the smallest ordinal for which \( \varphi_2 = \varphi_2 \); accordingly \( \varphi_2 = \varphi_2 \). Furthermore \( \varphi_2 = 0 \) and \( \varphi_2 = 1 \), or vice versa. In the first case, since \( \varphi_2 + 1 < \varphi \leq \varphi_2 \),

\[
x_\alpha - x_\alpha \varphi \leq x_\alpha \varphi \land x_\alpha \varphi \leq x_\alpha \varphi = x_\alpha - F(x_\alpha \varphi) \land (x_\alpha - F(x_\alpha \varphi)) = \prod_B
\]

and the second case is similar. Therefore

\[
\prod_{\xi<\delta} x_\alpha = 0
\]

The formula (2) thus reduces to

\[
\sum_B = \sum_{\varphi \vDash 2} \prod_{\xi<\delta} x_\alpha
\]

and hence \( \xi \) satisfies (1). Consequently (1) holds for every \( \xi < \delta \).

Now put

\[
X = I \setminus \{ x_\alpha : \varphi \vDash 2 \}
\]

Then \( |X| < 2^\delta < \omega \) and it follows that \( \sum X \in I \). For each \( \varphi \vDash 2 \) there exists \( \xi < \delta \) such that \( x_\alpha \varphi \in I \); for otherwise

\[
\{ x_\alpha \varphi \setminus x_\alpha \varphi \in I : \xi < \delta \}
\]

would be a disjointed subset of \( B \setminus I \) of power \( \delta \), and \( I \) is \( \delta \)-saturated. Therefore for each \( \varphi \vDash 2 \) there is an element \( y \in B \) such that \( x_\alpha \varphi \leq y \). It follows that

\[
\sum_B = \sum_{\varphi \vDash 2} x_\alpha
\]

and hence \( \sum B \in I \). But this is impossible because \( I \) is a proper ideal. We therefore conclude that there is an element \( x_\alpha \in B \setminus I \) with the desired property that, if \( y \in B \) and \( y \leq x_\alpha \), then either \( y \in I \) or \( x_\alpha - y \notin I \). To complete the proof, we now argue exactly as in the proof of Lemma 4.21.

It may be noticed that, in case \( \delta \leq \omega \), 4.21 is stronger than 4.33, because in 4.21 \( B \) is only assumed to be \( \alpha \)-complete, while in 4.33, \( B \) is assumed to be \( \alpha \)-distributive.

Lemma 4.23 (as well as 4.21) is essentially known from the literature. With some restrictions concerning either the cardinals or the Boolean algebras involved, the result was stated and established first in [43] as Theorem 4.12 and later in [38] as Theorem 3.1. However, just because of those restrictions, it seemed to us desirable to outline here a proof of the lemma in its whole generality.

From accessible to inaccessible cardinals 295
Theorem 4.24. Suppose that $\delta \geq 2$ and $2^\delta < \alpha$. Then the following condition is necessary and sufficient for $aR\beta$:

(i) there exists an $\alpha$-complete field of sets, with at most $\beta$ generators, which has an $\alpha$-complete proper ideal that is not included in any $\alpha$-complete and $\delta$-saturated proper ideal.

Proof. This is a easy consequence of 0.6, 4.23, and 4.1.

Theorem 4.25. Suppose that $\delta \geq 2$ and $2^\delta < \alpha$. Then Theorem 4.18 remains valid if the phrase "$\alpha$-complete prime ideal $(\alpha)$" is replaced in it everywhere by the phrase "$\alpha$-complete and $\delta$-saturated proper ideal $(\alpha)$".

Proof. By 4.18 and 4.23.

The next two theorems, 4.27 and 4.29, are proved in [28] and will be stated below without proof. They essentially provide characterizations of the relation $R$.

Although the first of these results is formulated in topological terms and the second in terms of abstract set theory, the two results are closely related to each other.

Definition 4.26. A topological space $T$ is said to be $\alpha$-complete if the intersection of any set of fewer than $\alpha$ open sets in $T$ is itself open in $T$. $T$ is said to be $\alpha$-compact if every open covering of $T$ includes an open covering of power $< \alpha$. By the $\alpha$-product space of the sequence $T_\xi$, $\xi < \alpha$, of topological spaces we mean the least $\alpha$-complete topology $T$ on the cartesian product set such that, for all $\xi < \alpha$, the projection function on $T$ onto $T_\xi$ is continuous.

Theorem 4.27. The following condition is necessary and sufficient for $aR\beta$, unless $\alpha \in SN$ and $\alpha = 2^\delta$:

(i) the $\alpha$-product space of a $\beta$-term sequence of two-point discrete topological spaces is not $\alpha$-compact.

Notice that, if the generalized continuum hypothesis holds, then $2^\delta$ is never singular, so that condition 4.27(i) is always equivalent to $aR\beta$. In case $\alpha = 2^\delta$ the notions of $\alpha$-product and $\alpha$-compactness coincide with the ordinary notions of product and compactness, and it is well known that 4.27(i) fails.

Definition 4.28. A binary relation $R$ is said to be separable over a set $c$ if $\forall x \in S(c) \times S(c)$ and there exists a set $x \subseteq c$ such that

$$R \cap (S(x) \times S(x \cap x)) = 0.$$

Two sets of sets $A$ and $B$ are said to be separable over a set $c$ if $A, B \subseteq S(c)$ and there exists a set $x \subseteq c$ such that

$$A \cap S(x) = 0 = B \cap S(x \cap x).$$

Theorem 4.29. Each of the following two conditions is equivalent to the condition 4.27 (i) and moreover, unless $\alpha \in SN$ and $\alpha = 2^\delta$, it is also equivalent to $aR\beta$:

(i) there is a relation $R \subseteq S(\beta) \times S(\beta)$ such that every relation $x \in S(\beta)$ is separable over $\beta$, but $R$ is not separable over $\beta$;

(ii) there are two sets $A, B \subseteq S(\beta)$ such that any two sets $a \in S(\beta)$ and $b \in S(\beta)$ are separable over $\beta$, but $A$ and $B$ are not separable over $\beta$.

The negations of the conditions 4.29 (i) and 4.29 (ii) are called respectively the first and the second separation principle. The two conditions, and especially 4.29 (i), are distinguished by their simple formulations involving only elementary notions of general set theory.

From each of the theorems 4.12, 4.13, 4.14, 4.16, 4.18, 4.20, 4.22, 4.24, 4.25, 4.27, and 4.29 we obtain necessary and sufficient conditions for $a \in C\beta$ by everywhere replacing $\beta$ by $\alpha$. We shall state below some further necessary and sufficient conditions for $a \in C\beta$ which have not yet been generalized to conditions for $aR\beta$.

Definition 4.30. A ramification system is an ordered pair $(X, \leq)$ such that the set $X$ is partially ordered by $\leq$ and, for each $x \in X$, the set $P(x) = \{y \in X \mid y \leq x, y \neq x\}$ is well ordered by $\leq$; the type of the well ordering of $P(x)$ is called the order of $x$, and the least ordinal greater than the order of all elements of $X$ is called the order of the ramification system.

Theorem 4.31. The following four conditions are equivalent:

(i) $\alpha \in C\beta$;

(ii) either $\alpha \in AO$ or there is a ramification system of order $\alpha$ such that, for every $\xi < \alpha$, the set of elements of order $\xi$ has power $< \alpha$, and every well-ordered subset has power $< \alpha$;

(iii) there is an $\alpha$-complete field $B$ of subsets of $\alpha$ which includes $S_\alpha(\alpha)$, has at most $\alpha$ generators, and in which every $\alpha$-complete prime ideal is principal;

(iv) there is an $\alpha$-complete field of sets with at most $\alpha$ generators, whose power is at least $\alpha$, and in which every $\alpha$-complete prime ideal is principal.

Proof. For the proof that (i) implies (ii), we refer to [4], Theorem 4.3. The implication (ii) $\Rightarrow$ (i) was first established in [28]. However, we shall present here a different argument. We shall first outline a proof that (ii) implies (iii) by a method which is in part a modification of the proof of a weaker result in [4], Theorem 4.2; we shall complete the argument by showing that (iii) implies (iv), and (iv) implies (i).

Suppose that (ii) holds. Assume first that $\alpha$ is singular. Then the field $S(\alpha)$ is $\alpha$-generated by the set $S_\alpha(\alpha)$ of power $\alpha$, and by 1.2 every $\alpha$-complete prime ideal in $S(\alpha)$ is principal. Hence (iii) holds.
If \( a \) is a regular accessible cardinal, then there exists \( \beta < \alpha \) such that \( a \leq \beta \). For all \( \xi, \eta < \beta \) let
\[
y(\xi, \eta) = [\psi: \varphi \in \beta \psi \text{ and } \varphi(\xi) = \eta].
\]
We choose a subset \( z \subseteq \beta \) such that \( |z| = a \), and for all \( \xi, \eta < \beta \) we let
\[
x(\xi, \eta) = z \cap y(\xi, \eta).
\]
Let \( B \) be the \( \alpha \)-complete field of subsets of \( z \) which is \( \alpha \)-generated by the set
\[
\{x(\xi, \eta): \xi, \eta < \beta\}
\]
of power \( \beta \). Clearly we have
\[
\mathcal{S}_\alpha(z) \subseteq B.
\]
Moreover, \( B \) is a \( \beta^* \)-complete field of sets such that conditions 3.6 (i) and 3.6 (ii) are satisfied when \( \gamma = \beta \). Therefore, by 3.6, every \( \beta^* \)-complete prime ideal, and hence also every \( \alpha \)-complete prime ideal, in \( B \) is principal.

We have shown that (iii) holds whenever \( a \in \mathcal{C}_\alpha \).

Now assume that \( a \) is inaccessible. Then there is a ramification system \( \langle a, \xi \rangle \) such that for every \( \xi < a \) the set of elements of \( a \) of order \( \xi \) has power \( \alpha \), and every subset of a well ordered by \( \leq \) has power \( \alpha \). Let \( B \) be the \( \alpha \)-complete field of subsets of \( a \) which is \( \alpha \)-generated by the set
\[
\mathcal{S}_\alpha(a) \cup \{\mathcal{P}(\xi): \xi < a\}, \quad \text{where} \quad \mathcal{P}(\xi) = [\zeta < a: \xi \leq \zeta \text{ and } \zeta : \zeta].
\]
We may then argue exactly as in the proof of Theorem 4.2 of [4], but with \( B \) in place of \( \mathcal{S}_\alpha(a) \), to show that any \( \alpha \)-complete prime ideal in \( B \) is principal, and thus verify (iii).

It is obvious that (iii) implies (iv). It remains to prove that (iv) implies (i), and this is very easy. Suppose that \( B \) is an \( \alpha \)-complete field of sets which is \( \alpha \)-generated by a set of power \( \alpha \) and in which every \( \alpha \)-complete prime ideal is principal. If \( a \) is accessible, then \( a \in \mathcal{C}_\alpha \) by Theorem 3.7. Assume that \( a \) is inaccessible. Then \( \bigcup B \) cannot be the union of fewer than \( a \) atoms of \( B \), for otherwise \( B \) would have power \( < \alpha \). Let \( I \) be the set of all elements of \( B \) which are unions of fewer than \( a \) atoms of \( B \). Then \( I \) is a proper \( \alpha \)-complete ideal in \( B \). Any prime ideal which includes \( I \) is non-principal, for it must contain each atom of \( B \). Therefore \( I \) is not included in any \( \alpha \)-complete prime ideal. Thus \( a \in \mathcal{C}_\alpha \) and (i) holds. The proof is complete.

As indicated in the proof above, the implications 4.31 (i) \( \Rightarrow \) 4.31 (ii) and 4.31 (ii) \( \Rightarrow \) 4.31 (i) were established in [4] and [38], respectively. The fact that 4.31 (iii) and 4.31 (iv) are necessary and sufficient conditions for \( a \in \mathcal{C}_\alpha \) was first arrived at through metamathematical considerations, and independently of 4.31 (ii).

In [4] a cardinal is said to have the property \( \mathcal{Q} \) if it satisfies the condition 4.31 (ii) with the phrase "either \( a \) is accessible or \( \mathcal{Q} \)" deleted. The property \( \mathcal{Q} \) is discussed there for accessible as well as for inaccessible cardinals; we refer to [4], pp. 76-77, for an account of known results (of Specker and others) as well as open problems concerning the question of which accessible cardinals have the property \( \mathcal{Q} \).

In the discussion following Theorem 4.18 it was mentioned that, if \( a \) is a regular accessible cardinal and \( a \leq \beta \), then condition 4.16 (iii') holds. We can now give a proof of that fact. It is obviously sufficient to establish 4.16 (iii') in case \( a = \beta \). Since \( a \in \mathcal{C}_\alpha \) we have \( a \in \mathcal{C}_\alpha \) by 5.7.

Hence 4.31 (iii) holds. Since \( \mathcal{B} \) is \( \alpha \)-representable and has at most \( a \) generators, we conclude by 0.6 that \( B \times \mathcal{D}_a \). The set \( \mathcal{S}_\alpha(a) \) is a non-principal \( \alpha \)-complete ideal in \( \mathcal{B} \) because \( \mathcal{B} \) is regular. Thus \( \mathcal{S}_\alpha(a) \) cannot be prime in \( \mathcal{B} \), and consequently \( \mathcal{B} \) cannot be \( \alpha \)-generated by its atoms. Therefore 4.16 (iii') follows from 4.31 (iii).

In connection with 4.31 (iii) we mention another relation between two cardinals whose formulation is similar to that of \( a \mathcal{R} \beta \).

We shall say that \( a \mathcal{R} \beta \) holds if there is an \( \alpha \)-complete field of sets, with at most \( \beta \) generators, whose power is at least \( \beta \) and in which every \( \alpha \)-complete prime ideal is principal.

It follows from 4.31 that \( a \mathcal{R} a \) is equivalent to \( a \mathcal{R} \alpha \). In case \( a > \beta \) we always have \( a \mathcal{R} \beta \). On the other hand, if \( a \leq \beta \), then it is easily seen that \( a \mathcal{R} \beta \) implies \( a \mathcal{R} \alpha \). Theorem 4.4 states that if \( a \mathcal{R} \beta \) and \( \beta \leq \gamma \) imply \( a \mathcal{R} \gamma \), the relation \( \mathcal{R} \), however, exhibits to a certain extent the opposite behavior, and in fact one can show without difficulty that \( a \mathcal{R} \beta \) and \( \beta \geq \gamma \) imply \( a \mathcal{R} \gamma \). It follows from Theorem 2.1 that, for any cardinals \( a \) and \( \gamma \), we have \( a \mathcal{R} \gamma \) iff \( [a, \gamma] \subseteq \mathcal{C}_\alpha \).

**Theorem 4.32.** If \( a = \omega \), then the following condition is necessary and sufficient for \( a \in \mathcal{C}_\alpha \):

(i) for some \( \alpha \)-termined sequence of discrete topological spaces, each with \( < a \) points, there exists a set of \( a \) points in the product space which has no accumulation point.

**Proof.** Assume \( a \in \mathcal{C}_\alpha \); then, by 4.31, condition 4.31 (iii) holds for some field \( B \). Since \( a = \omega \), \( B \) has power \( a \). Consider the set
\[
A = \{\psi: \psi \in \bigcup \mathcal{D} \text{ and for all } \eta < a, \psi^{-1}([\eta]) \subseteq B\}.
\]
Using the equation \( a = \omega \), it is easily seen that \( |A| = a \), and hence we may choose an \( \alpha \)-termined sequence \( f \) whose range is \( A \). For each \( \xi < a \), let \( T_\xi \) be the discrete topological space whose set of points is the range of the function \( f_\xi \); thus each of the spaces \( T_\xi \) has fewer than \( a \) points.
Let $T$ be the product space of the sequence $T_{\xi}, \xi < \alpha$, and for every $\eta < \alpha$ let $t_\eta$ be the point of $T$ defined by
\[ t_\eta(\xi) = f_\eta(\eta) \quad \text{for all} \quad \xi < \alpha . \]

We may now argue exactly as in the proof of 2.30 (except that we replace $\xi$ and $\beta$ everywhere by $\alpha$, and replace $B(\beta)$ by $B_\alpha$), to show that the set
\[ U = \{ t_\eta : \eta < \alpha \} \]
of $\alpha$ points of $T$ has no accumulation point in $T$.

For the converse, suppose that $\alpha \not\in C_\alpha$, let $T$ be the product space of an arbitrary $\alpha$-indexed sequence $T_{\xi}, \xi < \alpha$, of discrete topological spaces, each with $< \alpha$ points, and let $U$ be any set of $\alpha$ points of $T$. We wish to show that $U$ has an accumulation point in $T$.

For each $\xi < \alpha$ and each point $i$ in $T_{\xi}$ let
\[ x(\xi, i) = \{ t \in U : t(\xi) = i \} . \]

Let $B$ be the $\alpha$-complete field of subsets of $U$ which is $\alpha$-generated by the set
\[ \{ x(\xi, i) : \xi < \alpha, i \in T_{\xi} \} \]
of power $\leq \alpha$. Since $|U| = \alpha$ and $a$ is regular (because $\alpha = \aleph_0$, or alternatively because $\alpha \not\in C_\alpha$), the set $I = B \cap S_\alpha(U)$ is a proper $\alpha$-complete ideal in $B$. Hence, by the hypothesis $\alpha \in C_\alpha$, $I$ can be extended to an $\alpha$-complete prime ideal $J$ in $B$. For each $\xi < \alpha$ we have
\[ \bigcup_{i \in T_{\xi}} x(\xi, i) = U , \]
and, because each $T_{\xi}$ has fewer than $\alpha$ points, we may choose for each $\xi < \alpha$ a point $u(\xi)$ of $T_{\xi}$ such that
\[ x(\xi, u(\xi)) \in B \cap J . \]

It follows that the point $u$ of $T$ determined by the points $u(\xi), \xi < \alpha$, has the property that, for every $\eta \in S_\alpha(\alpha)$,
\[ \bigcup_{\xi : \xi \in \eta} x(\xi, u(\xi)) \in B \cap J . \]

Since each member of $B \cap J$ is an infinite subset of $U$, we conclude that $u$ is an accumulation point of $U$, and our proof is complete.

The hypothesis $\alpha = \aleph_0$ of the foregoing theorem holds whenever $\alpha \in AG$, and under the generalized continuum hypothesis it holds whenever $\alpha \in SN$. Both the formulation and the proof of 4.32 exhibit a close similarity to 2.30.

**Definition 4.33.** By a graph we mean any set of unordered pairs $(x, y)$ with $x \neq y$. By a complete graph on a set $X$ we mean the set of all two-element subsets of $X$.

**Theorem 4.34.** The following three conditions are equivalent:

(i) $\alpha \in C_\alpha$;

(ii) there is a relation $\leq$ which simply orders $\alpha$ in such a way that every subset of $\alpha$ which is well ordered by $\leq$ or by the converse relation $\geq$ has power $< \alpha$;

(iii) the complete graph $G$ on $\alpha$ can be divided into two disjoint graphs whose union is $G$ and neither of which includes the complete graph on any set of power $\alpha$.

In the paper [4] the property of $\alpha$ cardinal which consists in satisfying (ii), or (iii), is denoted by $P_\alpha$, or $P'_\alpha$, respectively. In that paper it is shown that every accessible cardinal satisfies (ii) (Theorem 1.1), that (ii) implies (iii) (Theorem 1.2), and that (iii) implies 4.31 (ii) (Theorem 4.1). Combining this with Theorem 4.31, or with the results of [28], the implication (iii) $\Rightarrow$ (i) follows. The third implication, (i) $\Rightarrow$ (ii), was recently announced and the case $\alpha \in AG$ in [5], and the whole Theorem 4.34 was thus established.

In the next theorem (which is the last theorem in this section) we shall concern ourselves with the hypothesis $C = C_\alpha$. We wish to do for this hypothesis what has been done in Theorems 2.30-2.33 for $C = C_\alpha$, namely to sum up its main implications in general set theory and related domains.

**Theorem 4.35.** The hypothesis $C = C_\alpha$ implies (and is implied by) each of the following statements:

(i) For every $\omega > \omega$ there is an $\alpha$-complete field of subsets of $\omega$ which includes $S(\omega)$, is $\alpha$-generated by a set of power $\omega$, and in which every $\alpha$-complete prime ideal (more generally, every $\alpha$-complete and $\delta$-saturated ideal with $\delta < \omega$) is principal.

(ii) If $\omega < \alpha \leq \beta$, then there is an $\alpha$-complete field of sets which is $\alpha$-generated by a set of power $\beta$ and in which some $\alpha$-complete proper ideal cannot be extended to any $\alpha$-complete prime ideal (more generally, to any $\alpha$-complete and $\delta$-saturated proper ideal with $\delta < \omega$).

(iii) For every $\alpha > \omega$ there is a weakly $\alpha$-representable Boolean algebra, with at least two elements and at most $\alpha$ generators, which has no $\alpha$-complete prime ideals (more generally, no $\alpha$-complete and $\delta$-saturated proper ideals with $\delta < \omega$) and which therefore is not strongly $\alpha$-representable.

(iv) For every $\alpha > \omega$ there is a weakly $\alpha$-representable Boolean algebra $\mathfrak{B}$, with at most $\alpha$ generators, which has a proper principal ideal $I$ such that $\mathfrak{B}/I$ is not isomorphic to any $\alpha$-subalgebra of $\mathfrak{B}$. 
Every non-denumerable set $a$ can be simply ordered by some relation $\preceq$ in such a way that every subset of $a$ which is well ordered by $\preceq$ or by the converse relation $\succeq$ is of power smaller than $a$.

(vii) The complete graph $G$ on any non-denumerable set $a$ can be divided into two disjoint graphs whose union is $G$ and neither of which includes the complete graph on any set of the same power as $a$.

(viii) For every inaccessible $a > a$ there is a ramification system of order $a$ such that, for every $\xi < a$, the set of elements of order $\xi$ has power $< a$ and every well-ordered subset has power $< a$.

(ix) If $\omega < a < 2$, then there are sets $A, B \subseteq S(b)$ such that any two sets $a \in S(A)$ and $b \in S(B)$ are separable over $\beta$, but $A$ and $B$ are not separable over $\beta$.

(x) If $\omega < a < 2$, then the $a$-product space of a $\beta$-termued sequence of discrete topological spaces, each with two points, is not $a$-compact.

This theorem is essentially a simple corollary from other results of this section. In deriving 4.36 (vii), (ix) we make use, of course, of 4.27 and 4.30; however, in order to include the case $a = 2^\omega \in SN$, we have to apply in addition a result from [26].

From 4.14 (iii) we see that the conclusion of 4.35 (ii) can be strengthened when restricted to those cardinals $\beta$ for which $\beta = \beta$.

Assuming the generalized continuum hypothesis, various portions of Theorem 4.35 can be improved and simplified. Thus we can replace $\omega < a$ by $\beta < a$ in (i), (ii). Moreover, applying certain results from the literature (cf. [4], pp. 70-71), we can extend (xii) from inaccessible cardinals $a > \omega$ to all cardinals $a > \omega$ which are not of the form $\alpha = \beta$, where $\beta$ is singular. Finally, (x) extends to all regular cardinals $a > \omega$.

It follows from 1.2 (ii) and 3.3 that the hypothesis $C = C_1$ implies $C = C_1$ (while the problem is open whether the implication in the opposite direction also holds). Hence $C = C_1$ implies all the statements equivalent to $C = C_1$, thus in particular the statements 2.50 (i)-(xi) and also, under additional assumptions, 3.51 (i)-(iii) and 2.52 (i), (ii). As further consequences of both $C = C_1$ and $C = C_1$ we may mention the statements 5.12 (i)-(iv) which will be formulated in the following section.

§ 5. The class $C_1$. In this section we shall study a class of cardinals which arises naturally in connection with the relation $R$, and which is at least as large as, and may prove to be even larger than, the class $C_1$.

**Definition 5.1.** We shall denote by $C_1$ the class of all cardinals $a$ such that $aR\beta$ for some $\beta$ (i.e., such that there exists an $\alpha$-complete field of sets in which some $\alpha$-complete proper ideal cannot be extended to an $\alpha$-complete prime ideal).

**Theorem 5.2.** $C_0 \subseteq C_1$.

**Proof.** By 4.5, 5.3.

**Theorem 5.3.** $C_1 \subseteq C$.

**Proof.** By 4.5.

In particular, it follows from 5.3 that $\omega \in C_1$.

**Lemma 5.4.** If $a \in C_1$, then $aR\beta$.

**Proof.** Suppose that $a \in C_1$. If $a$ is singular, then $a \in C_0$ by 3.7, so $aR\alpha$ by 4.2, and $aR\beta$ by 4.4. Suppose that $a$ is regular. Then the set $I = S(a)$ is an $\alpha$-complete proper ideal in $S(a)$. Since any prime ideal which includes $I$ is non-principal and $a \in C_1$, $I$ is not included in any $\alpha$-complete prime ideal in $S(a)$. Moreover, $S(a)$ is an $\alpha$-complete field of sets with at most $2^\omega$ generatons. Hence $aR\beta$.

**Theorem 5.5.** $C_1 \subseteq C_0$.

**Proof.** By 5.1, 5.4.

**Theorem 5.5** above is also proved in [4] as Theorem 3.2.

**Theorem 5.6.** A necessary and sufficient condition for $a \in C_0$ is:

(i) there is a complete field of sets in which some $\alpha$-complete proper ideal cannot be extended to an $\alpha$-complete prime ideal.

**Proof.** It is obvious that (i) implies $a \in C_1$.

Assuming $a \in C_1$, let $B$ be an $\alpha$-complete field of subsets of some cardinal $\beta$ such that some $\alpha$-complete proper ideal $I$ in $B$ cannot be extended to an $\alpha$-complete prime ideal. Let

$$J = \{ x \in S(\beta) : \text{for some } y \in I, x \subseteq y \}.$$

Then $J$ is an $\alpha$-complete proper ideal in the complete atomistic field of sets $S(\beta)$. If $J$ could be extended to an $\alpha$-complete prime ideal $J'$ in $S(\beta)$, then the set $J' \cap B$ would be an $\alpha$-complete prime ideal in $B$ which would include $I$. It follows that no such $J'$ exists, and hence (i) holds.

The results of § 4 yield at once various characteristic properties of the class $C_1$.

**Definition 5.7.** We shall denote by $W_1$ the class of all weakly a-representable Boolean algebras.

**Theorem 5.8.** Each of the conditions 4.16 (ii)-(vi) and 4.20 (ii)-(iv) becomes a necessary and sufficient condition for $a \in C_1$ when we replace "$W_0$" by "$W_1$".

**Proof.** By 5.1, 4.16, 4.20.
DEFINITION 5.9. We shall denote by $D_0$ the class of all $a$-distributive Boolean algebras.

THEOREM 5.10. Each of the conditions 4.16 (ii)-(iv) and 4.20 (ii)-(iv) becomes a necessary and sufficient condition for $a \in C_a$ if we replace "$W_{a,s}$" by "$D_0$".

Proof. In case $\alpha \leq AC$ the result follows from 0.10, which states that $W_0 = D_0$, and from 3.8.

Suppose that $a \leq AC$. Then $a \in C_a$ by 5.2 and 3.7. Let (ii')-(vi') and (iii')-(iv') denote the conditions which result from 4.16 (ii)-(vi) and 4.20 (ii)-(iv), respectively, by replacing "$W_{a,s}$" by "$D_0$". We must show that each of the conditions (ii')-(vi'), (iii')-(iv') holds. Since $D_0 \subseteq D_0$ and in view of 0.5, we may assume that $a$ is regular.

It follows at once from 4.18 that (iv') and (v') hold.

Let $\beta = (2')$. By 1.2, we have $\{a, \beta\} \subseteq C_a$. Then by 2.1 it follows that every $a$-complete prime ideal in $S(\beta)$ is principal. The set $S(\beta)$ is a $\beta$-complete prime ideal in $S(\beta)$. Let $B = S(\beta)/S(\beta)$; then $B \subseteq W_0$. By 0.9 we have $W_0 \subseteq D_0$. Clearly $D_0 \subseteq D_0$; hence $B \subseteq D_0$. $B$ has no $a$-complete prime ideals, for, if $J$ were an $a$-complete prime ideal in $B$, then $(x \in S(\beta), \exists S(\beta) \b c J)$ would be an $a$-complete non-principal prime ideal in $S(\beta)$, which is impossible. Since $0^+$ is a principal ideal in $B$, it follows by 0.5 that (v') holds.

Since $|B| > 1$, (ii') holds; (iii') follows from the fact that $S(\beta)$ is not $a$-generated by its atoms.

The direct product $\mathcal{C}$ of $B$ and $\mathbb{S}((0))$ obviously belongs to $D_0$. Suppose that $f$ is an isomorphism on $B$ onto an $a$-subalgebra of $\mathcal{C}$. Then the set $(x \in B, f(x) < \beta, 0)$ is an $a$-complete prime ideal in $B$, which is impossible. Therefore there is no such isomorphism $f$, and (iv') holds.

THEOREM 5.11. The following three conditions are equivalent:

(i) $a \in C_a$;

(ii) there is a sequence of $a$-compact topological spaces whose $a$-product space is not $a$-compact;

(iii) there is a sequence of $a$-compact Hausdorff spaces whose $a$-product space is not $a$-compact.

The above theorem is established in [28], Theorem 1.9. It is obvious that (iii) implies (ii) and (iii) is immediate from 4.27. Note that, in case $\alpha = \omega$, we have $a \in C_a$, and hence (ii) follows; the result that (ii) fails for $a = \omega$ is just the classical theorem of Tychonoff on topological products (see [20]).

We mention at this point two natural conditions on a cardinal $a$ which are necessary for $a \in C_a$ and sufficient for $a \in C_\omega$.

We shall say that $a \leq C_a$ if either $a$ is SN or there is an $a$-complete proper ideal in the field $S(a)$ which cannot be extended to an $a$-complete prime ideal. (Note the similarity between the condition $a \leq C_\omega$ and 5.6 (i).) Moreover, we shall say that $a \leq C_\omega^*$ if there is a sequence of $a$-compact spaces whose product space is not $a$-compact.

It is easily seen from the definitions involved that $C_a \subseteq C_\omega^* \subseteq C_\omega$.

It follows from 2.30 that $C_\omega \subseteq C_\omega^{**}$, and from 3.31 that $C_\omega^{**} \subseteq C_\omega^{***}$. We know of no further connections between the classes $C_\omega, C_\omega^*, C_\omega^{**}$, and $C_\omega^{***}$.

In the last theorem of this paper we sum up the main implications of the hypothesis $C = C_\omega$.

THEOREM 5.13. The hypothesis $C = C_\omega$ implies (and is implied by) each of the following statements:

(i) For every $a$ there is a $\beta$ such that, for every $\gamma \geq \beta$, some $a$-complete proper ideal in $S(\gamma)$ cannot be extended to any $a$-complete prime ideal (more generally, to any $a$-complete and $\delta$-saturated proper ideal with $2^\delta < a$).

(ii) For every $a \geq \omega$ there is an $a$-distributive and weakly $a$-representable Boolean algebra, with at least two elements, which has no $a$-complete prime ideals (more generally, no $a$-complete and $\delta$-saturated proper ideals with $2^\delta < a$) and which therefore is not strongly $a$-representable.

(iii) For every $a \geq \omega$ there is an $a$-distributive and weakly $a$-representable Boolean algebra $B$ which has a proper principal ideal $I$ such that $B/I$ is not isomorphic to any $a$-subalgebra of $B$.

(iv) For every $a \geq \omega$ there is a $\beta$ with the following property: for every $\gamma \geq \beta$ there are two sets $A, B \subseteq S(\gamma)$ such that any two sets $a \subseteq S\alpha(A)$ and $b \subseteq S\beta(B)$ are separable over $\gamma$, but $A$ and $B$ are not separable over $\gamma$.

(v) For every $a \geq \omega$ there is a $\beta$ such that for every $\gamma \geq \beta$ the $a$-product space of a $\gamma$-tamed sequence of two-point discrete topological spaces is not $a$-compact.

The derivation of this theorem from other results of this and the preceding section presents no difficulty.

In the main results of §§ 2, 4, and 5 we have established various necessary and sufficient conditions for a cardinal $a$ to belong to the class $C_a$, $C_\omega$, or $C_\omega^*$, respectively. In the special case $a = \omega$ one can show that most of these results can in fact be established without the axiom of choice. Various observations in this direction are known from the literature. For instance, the results of [24], [39], [44], and [45] yield the

[1] In [25] the term "Tychonoff number" was used to refer to those infinities $\alpha$ such that a $\alpha$ cardinal which do not belong to $C_\alpha$; it is also stated there that $C_\alpha(a) \subseteq C_\alpha^*$ and $C_\alpha^{**} \subseteq C_\alpha$, and some further references are given.

Fundamenta Mathematicae, T. LIII
information that, in the special case $a = \omega$, the following theorems can be proved without using the axiom of choice: Theorems 5.6, 5.8, and 5.10 (which provide characteristic properties of the class $C_\omega$), Theorem 5.8 (i.e., $\omega \in C_\omega \Rightarrow \omega \in C_\omega$) and Theorem 0.8 (i.e., $\omega \subseteq \omega$) (16). Moreover, in (24) and (39) it is established that for $a = \omega$ the equivalence of 5.11 (iii) with $a \in C_\omega$ can be proved without the axiom of choice. In [49] and [50] it is stated that certain metamathematical conditions involving $a$ are equivalent to the formula $a \in C_\omega$; as had been announced in [12], the proof of these equivalences does not require the axiom of choice in case $a = \omega$.

On the basis of the above examples, and also to some degree on the basis of our intuitions concerning the character of the axiom of choice, there seems to be good reason to believe that there is a comprehensive naturally defined class of statements $s(a)$ which can be shown to hold for all infinite cardinals $a$ if and only if they can be proved without the axiom of choice for $a = \omega$. We are not able to provide any more precise information about this class of statements. The following may serve as an indication of the difficulties involved; as has been shown in [19], the statement that 5.11 (ii) fails for $a = \omega$ is equivalent to the axiom of choice, while it is stated in [44] that (in a suitable set theory) the formula $a \in C_\omega$ does not imply the axiom of choice; nevertheless Theorem 5.11 shows that $a \in C_\omega$ and 5.11 (ii) are equivalent for all $a$.

In conclusion we would like to restate the fundamental connections between the classes $C_\omega$, $C_1$, $C_2$, and to formulate the related problems which remain open. In Theorems 3.3, 3.5, and 3.2, we have established the following inclusions:

$$C_\omega \subseteq C_1, \quad C_1 \subseteq C_2, \quad C_2 \subseteq C.$$

It is not known whether any of these inclusions can be replaced by an identity. Furthermore, consider the six identities which may hold between two of the four classes discussed:

$$C_\omega = C_1, \quad C_\omega = C_2, \quad C_1 = C_2, \quad C_1 = C_\omega, \quad C_2 = C_\omega.$$

It is known that the first identity implies the third one; this is a consequence of 1.14 and 3.4. From this and the inclusions stated above we easily conclude that the first three identities are equivalent and each of them implies the last three identities; moreover, the fifth identity implies the fourth and the sixth (and is actually equivalent to their conjunction). We do not know whether any further implications hold between these six identities.

(16) It follows trivially from the definitions involved that $D_\omega$ is the class of all Boolean algebras.
Incompactness in languages with infinitely long expressions

by

W. Hanf (Endicott, N. Y.)

1. First order predicate logic has the well-known compactness property: If every finite subset of a set \( \Gamma \) of sentences has a model, then the set \( \Gamma \) has a model. This property is not, in general, shared by languages with a greater power of expression. In this paper we consider, corresponding to any given infinite cardinal \( \alpha \), the logic \( L_\alpha \) which differs from first order predicate logic in that disjunctions and conjunctions of fewer than \( \alpha \) variables are allowed. For many cardinals \( \alpha \) we shall show that \( L_\alpha \) is incompact; that is, we shall exhibit a set \( \Gamma \) of sentences of \( L_\alpha \) which has no model but such that every subset of \( \Gamma \) of power less than \( \alpha \) has a model.1

For the most part, the set theoretical part of our discussion can be carried out on the basis of Zermelo-Fraenkel set theory. Without some modification, however, some of the set theoretical statements we make would not have their proper meaning in ZF. For example, we will have occasion to speak of the class of all accessible cardinals. This is not, of course, a set in the sense of ZF at all. On the other hand, it would do little good to use the Bernays type of set theory where we have sets and arbitrary classes of sets) since we also have occasion to consider functions defined on classes, etc. Although it could easily be avoided, at one point in Section 3, we use "ordinals" to index the set of all ordinals in the sequence determined by an arbitrary well-ordering.

1 Languages with infinitely long expressions were introduced by Tarski in [16]. The author's results on incompactness of \( L_\alpha \) for inaccessible \( \alpha \) were first stated in the abstract [2]. This paper represents an essential portion of the author's doctoral dissertation presented to the Graduate Division of the University of California, Berkeley, California. Grateful acknowledgement is made to Professor Tarski for his encouragement and assistance at many stages of this work. It should be pointed out that the Löwenheim-Skolem theorems given in [3] are incorrectly formulated. The correct formulations and references to the earlier work of Carol Karp are given in [5].