où $\varepsilon = t_3$, telles que l'ensemble $E$ soit composant de la totalité de leurs termes, ordonné selon la relation (1.1) en type $\omega^2 + \omega$, savoir l'ensemble

$$(3.5) \quad \ldots \geq t_2 \geq \ldots \geq t_1 \geq \ldots \geq a_2 \leq \ldots \geq a_1 \geq s \geq \ldots \geq 0 \quad (\xi < \omega, \eta \leq \omega)$$
e est pourvu de la propriété $(c)$. 

Réciproquement, $E$ étant un ensemble quelconque ordonné selon (1.1) en type d'ordre $\omega^2 + \omega$ et jouissant de la propriété $(c)$, il existe une décomposition de $E$ de la forme (3.5) où les suites (3.3) et (3.4), avec $\varepsilon = \varepsilon_1$, satisfait (1.3) à toutes les conditions imposées à la suite (2.2) (avec $\omega_0 = \omega_1$), chacune relativement à sa relation ordonnante; on en conclut selon le Théorème II que, si $\omega_0$ est un aleph régulier, toutes les suites de la forme (3.1) et (3.2) sont bien ordonnées en type $\omega_0$, c'est-à-dire que $\omega_0 = \omega_1 = \omega_2$.

Pour mettre ce résultat sous une forme plus concise, formulons les deux propositions suivantes:

**PROPOSITION (T).** Il existe un ensemble $E$, $E \subset \omega_1$, ordonné selon la relation $\geq$ en type d'ordre $\omega^2 + \omega_1$ et jouissant de la propriété $(c)$.

**PROPOSITION (U).** Toutes les suites transfinies formées d'éléments de $\omega_1$, bien ordonnées et non-bornées selon la relation $\geq$, respectivement selon la relation réciproque $\leq$, sont de type d'ordre $\omega_0$.

Alors, nous pouvons énoncer le théorème qui voici:

**Théorème III.** Si $\omega_0$ est un aleph régulier, les Propositions (T) et (U) sont équivalentes.

Si $\mathfrak{N}$ désigne un espace de la classe mentionnée à la fin du premier $\mathfrak{s}$, si $\mathfrak{N} = \mathfrak{N}_1$ et si $\mathfrak{N}_1$ est un aleph régulier, il n'est qu'à remplacer dans cet énoncé $\omega_0$ par $\mathfrak{N}_1$, et, dans les énoncés (T) et (U), $\omega_0$ par $\omega_0$. En désignant les propositions ainsi modifiées par (T') et (U'), on obtient la modification correspondante du Théorème III.

**Théorèmes IIIa.** Si $\mathfrak{N}_1$ est un aleph régulier, les Propositions (T') et (U') sont équivalentes.

A theory of extensions of map-systems I

by W. Słowikowski (Warszawa)

**Introduction.** The concept of a map-system makes it possible to find out the common structure of a number of theories similar to Schwartz's theory of distributions [7], Mikusiński's operational calculus [5], and Gelfand-Silov generalized functions [2].

This idea was prompted by Sikorski's approach [9] to the theory of distributions. Therefore the reader who is already acquainted with Schwartz distributions and still finds it difficult to follow our theory closely or pick up its intuitive background is advised to look into Sikorski's brief paper as an example. It should be noted here that Sikorski's idea is in fact very similar to one due to Bochner [1].

It is the purpose of this paper to characterize some classes of extensions of linear map-systems or topological map-systems which are similar to those of Schwartz, Mikusiński, and Gelfand-Silov respectively, as well as many others important classes. The principal results of this paper were announced in [10] and [11].

A map-system is a pair $M = (S, X)$ which consists of an abelian group $X$ and a semi-group $S$ of homomorphisms $A \in S$ of some subgroups $\mathbb{G}_A \subset X$. We assume that, for each $A, B \in S$, $(AB)x = A(Bx)$ whenever the left side exists.

If $X$ is a linear space, we say that $M = (S, X)$ is a linear map-system provided all $\mathbb{G}_A$ are linear spaces and $A \in S$ are linear mappings.

The chief problem concerning map-systems is to find all the possible extensions of an arbitrary map-system to an algebraically closed one, i.e. such a map-system that the domains of its operators coincide with the whole underlying space.

In general there are many different ways of extension of a given map-system. If the linear space of a given linear map-system $M$ is a topological one, we can impose on the extension some additional topological conditions, for instance we can admit only algebraically closed extensions of $M$ whose spaces are topologized so that all the extended operators are continuous and so is the embedding of $M$ into its extension.
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Therefore the theory of extensions of map-systems can be divided into algebraic and topological parts (cf. [12]). Consequently the paper consists of several parts each of which gives a systematic review of possible extensions that satisfy some additional conditions.

The notion of ideal is the principal one and is exploited throughout the paper. In a sense it is a generalization of that used in the theory of rings. If \( \mathfrak{M} = (S, X) \) is a map-system then an ideal \( \mathfrak{I} \) of \( \mathfrak{M} \) is a certain function \( \mathfrak{I} : \mathfrak{M} \rightarrow \mathfrak{M} \) that maps \( S \) into the family of subgroups of \( X \) (or linear subspaces if \( \mathfrak{M} \) is linear). It is very natural to introduce some algebraically closed map-systems \( \mathfrak{M}/\mathfrak{I} = (S, X') \) named "quotient map-systems", where each value \( \mathfrak{I}(A) \) of an ideal for a fixed \( A \) can be thought of as the vanishing set of composition of \( A \) with elements of \( X \). The notion of ideal of an operator-system goes back to S. L. Sobolev [16],[18] who had considered it in a particular case in functional analysis.

In particular if \( \mathfrak{I} \) is a so called extensor \( (*) \), the group (or the linear space) \( X' \) can be considered as a subgroup (or a linear subspace) of \( X \), and we may write \( \mathfrak{M} \subseteq \mathfrak{M}/\mathfrak{I} \). This is the subject matter of the Fundamental Theorem below. Although it has many applications to distribution-like theories in general functional analysis, the Fundamental Theorem itself belongs, as a matter of fact, to the abstract group theory. It describes some extensions of an abstract commutative group by a given semigroup. The reader who is interested in the purely algebraic theory would look rather into [14] and [15].

The first part of this paper deals only with the algebraic theory of some special types of map-systems named operator-systems, i.e. map-systems \( \mathfrak{M} = (S, X) \) with the additional condition that \( S \) is commutative and each \( A \in S \) maps its domain \( G_A \) onto the whole group \( X \). It is very convenient to do so, since a lot of important examples of map-systems satisfy this special condition and a great deal of tiresome considerations can be avoided or made more clear in this particular case.
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1. The notion of map-system [13].

Definition 1.1. A map-system is an ordered pair \( \mathfrak{M} = (S, X) \) where:

a. \( S \) is a semigroup written multiplicatively with the unit element \( I \) (the cancellation law is not assumed);

b. \( X \) is a commutative group written additively (in what follows \( S \) will often be denoted by \( \mathfrak{M} \) — left member of \( \mathfrak{M} \) and similarly \( X \) will be denoted by \( r\mathfrak{M} \) — right member of \( \mathfrak{M} \);

\( (*) \) In [10] extensors were named zero-ideals.

...
Let $\mathfrak{X}$ and $\mathfrak{X}'$ be two map-systems (linear map-systems) where $\mathfrak{X}$ is a subsunsystem of $\mathfrak{X}'$ and $\mathfrak{Y}$ is a subgroup (linear subspace) of $\mathfrak{X}'$. $\mathfrak{X}$ is said to be contained in $\mathfrak{Y}$; $\mathfrak{X} \subseteq \mathfrak{Y}$ if and only if the identical embedding $h$ of $\mathfrak{Y}$ into $\mathfrak{X}'$ induces a simple homomorphism $h$ of $\mathfrak{X}$ into $\mathfrak{Y}$; $\mathfrak{X}$ is said to be algebraically dense in $\mathfrak{Y}$ if and only if $h$ maps $\mathfrak{X}$ almost onto $\mathfrak{Y}$.

Let $\mathfrak{X} = (S, X)$ be an arbitrary map-system (a linear map-system) and let $S'$ be a subsunsystem of $S$. We set

$$S'\mathfrak{X} = (S', X) \subseteq \mathfrak{X}$$

where the composition in $S'\mathfrak{X}$ coincides with that in $\mathfrak{X}$. Similarly, let $X'$ be a subgroup (a linear subspace) of $X$. We set

$$\mathfrak{X}' = (S, X')$$

where the composition in $\mathfrak{X}'$ coincides with that in $\mathfrak{X}$ and the domain of $A \in \mathfrak{X}'$ consists of all $x \in X'$ that belong to the domain of $A$ in $\mathfrak{X}$ and $B x \in X'$ for all $B \in S$ such that $A = CB$, for some $C \in S$.

Now we are able to present a certain abstract example of a linear operator-system (cf. [8], Théorème 1). As its particular cases several examples can be obtained which are considered later on.

Let $A$ be an abstract set, where $A = \{a\}$ and let $\{A_j\}$ denote the totality of linear operators $A_j$, $j \in \mathbb{J}$, that map linear subsets $G_j$, of a given linear space $Z$ into $Z$. Further let $L_\mathfrak{X}$ be a family of commutative endomorphisms of $Z$ satisfying the following conditions:

$$L_\mathfrak{X}x = \sum_j A_j(x) = x \quad \text{for each } x \in Z$$

If $\phi \neq \phi'$ and $x \in G_j$, then $L_\phi x \in G_j$, and

$$A_j(L_\phi x) = L_\phi(A_j x)$$

The first condition asserts that the operator $L_\mathfrak{X}$ plays the special role of forcing an arbitrary element of $X$ into a domain $G_j$ of $A_j$.

The second asserts that on the domain $G_j$, $L$ is a sort of right-side inverse operator for $A_j$.

The third ensures that no $L_\phi$ sits too much in the domains of $A_j$ with $\phi'$. with $\phi'$. If we regard $A_j$ as differential operators, then $L_\phi$ correspond to associated integral operators.

We denote by $\mathcal{N}^N$ the weak product of $N$ copies of the semigroup $\mathcal{N}$ of non-negative integers with usual addition as the semigroup operation. Thus $\mathcal{N}^N$ can be identified with the semigroup of all $N$-valued functions $p = (p_\lambda)$ defined on $\mathcal{N}$, each of which vanishes outside a finite subset of $\mathcal{N}$, with the ordinary pointwise group operation. We write $p = (p_1, p_2, \ldots, p_N)$ if and only if $p$ vanishes out of $(p_1, p_2, \ldots, p_N) \subseteq \mathcal{N}$.

We denote by $\mathcal{G}_p$, $p \in \mathcal{N}^N$, the set of all $x \in X$ such that

$$A_{\lambda_1} \ldots A_{\lambda_\nu} = (A_{\lambda_\nu} x) \ldots$$

exist and are equal for each permutation $(i)$ of numbers

$$1, 2, \ldots, \nu_1, \nu_2, \ldots, \nu$$

where $p = (p_1, p_2, \ldots, p_N)$.

For each $x \in \mathcal{G}_p$ we set

$$A_{\lambda_1} x = A_{\lambda_1} (A_{\lambda_2} \ldots A_{\lambda_N} x) \ldots$$

Similarly let

$$L_\mathfrak{X} x = (L_\mathfrak{X} L_\lambda x) \ldots$$

for $x \in Z$.

By virtue of (1.4), $L_\mathfrak{X} x \in \mathcal{G}_p$ and $A^\lambda(L_\mathfrak{X} x) = x$. Therefore the pair

$$\mathfrak{H} = \{A_\phi, Z\},$$

where $\{A_\phi\}$ denotes the semigroup of all formal operators $A^\phi$, $p \in \mathcal{N}^N$, with multiplication $A^\phi A^\psi = A^{\phi + \psi}$, is an operator-system.

Based on this example we obtain some more special examples. Let $E^k$ denote the $k$-dimensional Euclidean space with the Cartesian coordinate system.

A point $\phi \in E^k$ is said to be a $z$-symmetric point of the set $\Omega$ if and only if $(t_1, t_2, \ldots, t_k) \in \Omega$ implies $(t_1, t_2, \ldots, t_k) \in \Omega$ and $(1-k)(t_1, t_2, \ldots, t_k) \in \Omega$ for each $0 \leq k \leq 1$ and $i = 1, 2, \ldots, k$.

Let $X$ be an arbitrary sequentially complete linear locally convex space and let $\Omega$ be a subset of $E^k$, where $\Omega \subseteq \text{Int} \Omega$, with at least one $z$-symmetric point $\phi$. We denote by $Y$ the linear space of all continuous $X$-valued functions defined on $\Omega$. Let $a(t)$ be continuous real positive valued functions such that

$$a(t) \mathfrak{def} \{a(\lambda_\tau), a(\lambda), a(\lambda_{\tau}), \ldots, a(\lambda)\}$$

maps $\Omega$ into $E^k$. Then the linear operators

$$\mathfrak{L}(x) \mathfrak{def} \{\int_{t_1}^t a(t) x(t_1, \ldots, t_{1-1}, t_{1-1}, \ldots, t_k) dt\}$$

exist and map $X$ into $Y$ (3). Clearly all the operators $(1/a)$ are commutative.

\[ (3) \] As regards integrals in linear spaces see [3], p. 40-45.
We introduce operators \( \alpha D_i \) setting
\[
(1.7) \quad \alpha D_i \overset{\text{def}}{=} \left\{ a_i(t_i) \lim_{h \to 0} \frac{\left[ (t_1, \ldots, t_{i-2}, t_i + h, t_{i+2}, \ldots, t_k) - (t_1, \ldots, t_{i-2}, t_i, t_{i+2}, \ldots, t_k) \right]}{h} - \psi(t_1, \ldots, t_{i-2}, t_i, t_{i+2}, \ldots, t_k) \right\}_i
\]
whenever the right-hand limit exists and belongs to \( \mathcal{X}^d \). The domain of \( \alpha D_i \) is denoted by \( \mathcal{G}_i \).

It is easy to check that
\[
(1.8) \quad \left( l(a_i) x \in \mathcal{G}_i \right) \text{ and } \alpha D_i \left[ l(a_i) x \right] = x \text{ for } x \in \mathcal{X}^d, \quad i = 1, 2, \ldots, k;
\]
if \( i \neq j \) and \( x \in \mathcal{G}_j \) then \( l(a_i) x \in \mathcal{G}_j \) and
\[
\alpha D_i \left[ l(a_i) x \right] = l(a_i) \left( \alpha D_i x \right).
\]
Therefore conditions (1.4) are satisfied and setting \( \mathcal{A} = \{1, 2, \ldots, k\} \),
\( \mathcal{Z} = \mathcal{Y}^d \), and \( \alpha D_i = \alpha D_i \) we obtain a linear operator-system
\[
\mathcal{U}_{\alpha} \overset{\text{def}}{=} (\alpha D_i, \mathcal{X}^d)
\]
as a particular case of example (1.6).

Let \( \mathcal{O}_1 \) and \( \mathcal{O}_2 \) be two fixed subsets of \( \mathcal{E}^d \), \( \mathcal{O}_1 \subset \mathcal{O}_2 \) and let each \( \mathcal{O}_1, \mathcal{O}_2 \) contain at least one \( z \)-symmetric point. Then we can introduce a simple homomorphism \( (\mathcal{H}, \alpha_{\mathcal{O}_1}) \) of \( \mathcal{U}_{\alpha} \) onto \( \mathcal{U}_{\alpha_{\mathcal{O}_2}} \).

\[
(1.9') \quad \alpha_{\mathcal{O}_2} \big| x \big. = \text{restriction of } x \text{ to } \mathcal{O}_1, \quad x \in \mathcal{X}^d.
\]

Such homomorphisms will be needed later. Let
\[
g = \left\{ \frac{h}{a_i(t_i)} \left[ a_i(t_i) \right] \right\},
\]

We notice here that the operator-systems \( \mathcal{U}_{\alpha} \) and \( \mathcal{U}_{\alpha_{\mathcal{O}_1}} \) are isomorphic. In fact, setting
\[
\mathcal{H}_a \overset{\text{def}}{=} \alpha D^a,
\]

we obtain
\[
(\mathcal{H}_a \alpha)(a_i(t)) = (a_i(t)) \quad \text{for } x \in \mathcal{X}^d.
\]

In what follows let \( \mathcal{X}^{d,0} \) denote a linear subspace of \( \mathcal{X}^d \) which consists of all \( x \in \mathcal{X}^d \) such that
\[
x(t_1, \ldots, t_{i-1}, t_i, t_{i+1}, \ldots, t_k) = 0
\]
for each \( i = 1, 2, \ldots, k \) and each \( (t_1, \ldots, t_{i-1}, t_i, t_{i+1}, \ldots, t_k) \in \Omega \). The linear map-system
\[
\mathcal{U}_{\alpha_{\mathcal{O}_2}} \overset{\text{def}}{=} (\alpha D_i, \mathcal{X}^{d,0})
\]
is an operator-system, for \( l(a_i) \), maps \( \mathcal{X}^{d,0} \) into \( \mathcal{X}^{d,0} \). Since \( l(a_i) \)~~\( \in \mathcal{X}^{d,0} \) for each \( x \in \mathcal{X}^d \), we see that \( \mathcal{U}_{\alpha_{\mathcal{O}_2}} \) is algebraically dense in \( \mathcal{U}_{\alpha} \).

Clearly the operator system (1.10) is also a particular case of (1.6).

We now introduce another linear subspace of \( \mathcal{X}^d \). Let \( \mathcal{X}^{d,1} \) consist of all \( x \in \mathcal{X}^d \) satisfying the condition
\[
x(t_1', t_2, \ldots, t_k) = 0 \quad \text{for each } (t_1', t_2, \ldots, t_k) \in \Omega',
\]
where \( t_1' \) is the first coordinate of the point \( t'. \) The linear map-system
\[
\mathcal{U}_{\alpha_{\mathcal{O}_2}} \overset{\text{def}}{=} (\alpha D_i, \mathcal{X}^{d,1})
\]
is an operator-system, for \( l(a_i) \), maps \( \mathcal{X}^{d,1} \) into \( \mathcal{X}^{d,1} \) and since \( \mathcal{X}^{d,1} \) is a linear subspace of \( \mathcal{X}^{d} \), we have the inclusion
\[
\mathcal{U}_{\alpha_{\mathcal{O}_2}} \subset \mathcal{U}_{\alpha_{\mathcal{O}_1}} \subset \mathcal{U}_{\alpha}.
\]

The last example can also be treated as a particular case of (1.6).

Let \( \mathcal{X}^{d,\infty} \) denote the greatest linear subspace \( \mathcal{Y} \subset \mathcal{X}^{d} \) with the following properties:

1. If \( x \in \mathcal{Y} \), then for every continuous pseudonorm \( |\cdot| \) on \( \mathcal{X} \), and arbitrary real numbers \( t_i, i = 1, 2, \ldots, k \),
\[
\int_{-\infty}^{\infty} \left| \frac{\partial^2}{\partial t_i} x(t) \right| dt_i < \infty.
\]

2. If \( x \in \mathcal{Y} \), then \( l(a_i) x \in \mathcal{Y} \), where
\[
(l(a_i) x) \overset{\text{def}}{=} \left\{ \frac{h}{a_i(t_i)} \left[ a_i(t_i) \right] \right\}
\]

Setting in (1.6) \( \mathcal{Z} = \mathcal{X}^{d,\infty} \), and \( \mathcal{A} = \alpha D_i \), where \( \alpha D_i \) are defined by (1.7), we obtain as a particular case of (1.6)
\[
\mathcal{U}_{\alpha_{\mathcal{O}_2}} \overset{\text{def}}{=} (\alpha D_i, \mathcal{X}^{d,\infty}).
\]
It is obvious that

$$\mathfrak{U}^{\infty}_{\mathcal{F},a} \subset \mathfrak{U}_{\mathcal{F},a}.$$ 

Clearly, $\mathfrak{U}^{\infty}_{\mathcal{F},a}$ is not algebraically dense in $\mathfrak{U}_{\mathcal{F},a}$, but all the operators $aD^\mathcal{F}$ are one-to-one in $\mathfrak{U}^{\infty}_{\mathcal{F},a}$, which does not hold in $\mathfrak{U}_{\mathcal{F},a}$.

Similarly, we denote by $\mathfrak{X}^{\mathcal{F},m}$ the greatest linear subspace $\mathfrak{Y} \subset \mathfrak{X}^{\mathcal{F}}$ such that

1'. If $x \in \mathfrak{Y}$, then for every continuous pseudonorm $\| \cdot \|$ on $\mathfrak{X}$ and arbitrary real numbers $t_i$,

$$\int_{\mathfrak{X}} \frac{|x(t)|}{a_i(t)} \, dt_i < +\infty.$$

2'. If $x \in \mathfrak{Y}$, then for all $x \in \mathfrak{Y}$,

and again, as a particular case of (1.6) we obtain

(1.12')

$$\mathfrak{U}^{\mathcal{F},m}_{\mathcal{F},a} \equiv (aD^\mathcal{F}, x_1^{\mathcal{F},m}).$$

Clearly

$$\mathfrak{U}^{\mathcal{F},m}_{\mathcal{F},a} \subset \mathfrak{U}^{\mathcal{F},m}_{\mathcal{F},a} \subset \mathfrak{U}_{\mathcal{F},a}.$$

Here is an example of another kind. Let $T^k$ denote the space obtained by identification of points of $E^k$ congruent modulo 1 (4). This identification leads to a continuous image of $E^k$ which is topologically identical with the $k$-dimensional torus. We denote by $X^{\mathcal{F}}$ a linear space of all $X$-valued continuous functions on $T^k$. It is clear that $X^{\mathcal{F}}$ is a linear subspace of $X^{\mathcal{F}}$, where each member of $X^{\mathcal{F}}$ is considered as a function from $X^{\mathcal{F}}$ with all values congruent at points.

We introduce a linear map-system setting

(1.13)

$$\mathfrak{U}^{\mathcal{F},a}_{\mathcal{F},a} \equiv \mathfrak{U}^{\mathcal{F},a}_{\mathcal{F},a} X^{\mathcal{F}}.$$ 

Clearly it is not an operator-system.

Let $Q^k$ denote the closed cube $\langle 0,1; 0,1 \rangle \subset E^k$. The space $T^k$ can be also treated as a continuous image of $Q^k$, where the points of $Q^k$ which are congruent modulo 1 are identified. In the same way as previously we can imbed $X^{\mathcal{F}}$ into $X^{\mathcal{G}}$ and then $X^{\mathcal{F}}$ is also a linear subspace of $X^{\mathcal{G}}$. It can be easily verified that

$$\mathfrak{U}^{\mathcal{F},a}_{\mathcal{F},a} X^{\mathcal{F}} = \mathfrak{U}^{\mathcal{G},a}_{\mathcal{F},a} X^{\mathcal{G}}.$$ 

Now let us identify all the points which are on the boundary of $Q^k$. This identification leads to a continuous image of $Q^k$, which is topologically equivalent to the $k$-dimensional sphere $S^k$. We denote by $X^{\mathcal{F}}$ the linear space of all continuous $X$-valued functions on $S^k$. As in the preceding examples we can consider each member of $X^{\mathcal{F}}$ as a function from $Q^k$ with the same values at all the points of the boundary of $Q^k$.

But each function from $Q^k$ with the same value on the boundary of $Q^k$ belongs to $X^{\mathcal{F}}$ and hence $X^{\mathcal{F}}$ is a linear subspace of $X^{\mathcal{F}}$, while on the other hand the last one is a linear subspace of $X^{\mathcal{F}}$. Clearly, $X^{\mathcal{F}}$ is also a linear subspace of $X^{\mathcal{F}}$, because $X^{\mathcal{F}}$ is such. Therefore a linear map-system can be introduced as follows:

(1.13')

$$\mathfrak{U}^{\mathcal{F},a}_{\mathcal{F},a} \equiv \mathfrak{U}^{\mathcal{F},a}_{\mathcal{F},a} X^{\mathcal{F}}.$$ 

Clearly

$$\mathfrak{U}^{\mathcal{F},a}_{\mathcal{F},a} \subset \mathfrak{U}^{\mathcal{F},a}_{\mathcal{F},a} \subset \mathfrak{U}^{\mathcal{F},a}_{\mathcal{F},a}.$$

The construction of (1.13) and (1.13') can be unified in the following way. Let $R$ and $R'$ be two topological spaces and let $f$ be a continuous mapping of $R$ onto $R'$. In what follows let $X^R$ and $X^{R'}$ be the sets of all continuous $X$-valued functions on $R$ and $R'$ respectively. It is easy to see that, in the preceding examples, $X^{R'}$ can be considered as a linear subspace of $X^R$. Indeed, the linear mapping

$$(U(x)(t) = x(f(t)), \quad x \in X^{R'},)$$

is an imbedding of $X^{R'}$ into $X^R$ and because of this we can consider $X^{R'}$ as a linear subspace of $X^R$.

If $S$ is a semigroup of operators defined on some subspaces of $X^{\mathcal{F}}$ in such a way that the pair $(S, X^{\mathcal{F}})$ is a linear map-system, then we can set

(1.14)

$$(S, X^{\mathcal{F}}) = (S, X^{\mathcal{F}}), X^{\mathcal{F}}$$

and this is a generalization of (1.12) and (1.13). The example (1.14) will be needed later for it leads to some map-systems associated closely with variété différentiables.

We now consider some special operator-systems contained in $\mathfrak{U}^{\mathcal{F},a}_{\mathcal{F},a}$ and $\mathfrak{U}^{\mathcal{F},a}_{\mathcal{F},a}$. First we notice that the operators $(l_{\alpha})_{\alpha}$ are unambiguously defined in $X^{\mathcal{F}}$ for $\alpha = (0,0, \ldots, 0)$ since it is a $z$-symmetric point of $Q^k$. Let

$$(P_{\alpha} \psi)(t_1, \ldots, t_k) = \frac{1}{\alpha!} \prod_{i=1}^{k} \psi(t_{\alpha_i}, \ldots, \alpha_{i-1}, 1, 0, \ldots, 0)$$
and let

$$L_0 \triangleq \{ (I - P_d)(I (a)x) : 1 \}$$

where we set

$$\lambda_i \triangleq \frac{1}{\sigma_i (\tau)} (\neq 0)$$

and $I$ is the identity operator.

It is easy to verify that

$$P_i (L_i x) = 0, \quad L_i (I_i a) = L_i (P_i a),$$

$$P_i (I_i x) = P_i (x), \quad P_i (P_i a) = P_i (P_i a),$$

$$a D_i (L_i x) = x, \quad a D_i (L_i y) = L_i (a D_i y)$$

for $x \in X^p$, $y \in G_i$ and $i \neq j$.

Since $P_i x = 0$ implies $P_i (L_i x) = 0$, we have

$$L_i (X^{p,1}) \subset X^{p,1}$$

where

$$X^{p,1} \triangleq \{ x \in X^p : P_i x = 0 \text{ for } i = 1, 2, \ldots, k \}.$$

Hence

(1.15)

$$\eta^p \triangleq \mathcal{G} \mathcal{P}^p \mathcal{Q} \mathcal{P}^p \mathcal{G}$$

is a linear operator-system.

If $x \in X^{p,1} \cap X^p$, then $L_i x \in X^p$ and hence

$$L_i (X^{p,1}) \subset X^{p,1},$$

where $X^{p,1} \subset X^p$.

Therefore

(1.16)

$$\eta^p \triangleq \mathcal{G} \mathcal{P}^p \mathcal{G} \mathcal{P}^p \mathcal{G}$$

is an operator-system.

If $x \in X^p$ then $y = L_1 L_2 \ldots L_k x \in X^{p,1}$ and if $y \in X^{p,1}$ then

$$L_1 L_2 \ldots L_k y \in X^{p,1}.$$

Thus for each $x \in X^p$

$$\mathcal{G} \mathcal{P}^p \mathcal{G} \mathcal{P}^p \mathcal{G}$$

and then $\eta^p \mathcal{G}$ is algebraically dense in $\mathcal{G} \mathcal{P}^p \mathcal{G} \mathcal{P}^p \mathcal{G} \mathcal{P}^p \mathcal{G}$.

An operator $B_1 B_2 \ldots B_k$ is said to be an annihilator of an element $x \in X^p$ if and only if there is a permutation $(i_1, i_2, \ldots, i_k)$ of the numbers $1, 2, \ldots, k$ such that

$$D_{i_1} (D_{i_2} (D_{i_3} \ldots (D_{i_k} x) \ldots) = 0.$$

Let $X^{p,1} \subset X^p$ denote the least linear set containing all elements with annihilator $D_1 D_2 \ldots D_k$.

For each $x \in X^{p,1}$ we have

$$x_n = (I - P_1) (I - P_2) \ldots (I - P_k) x \in X^{p,1}$$

and if $x \in X^p$, then $x_0 \in X^{p,1}$. On the other hand $x - x_0 \in X^{p,1}$ and if $x \in X^p$, then also $x - x_0 \in X^p$. Therefore

$$X^{p,1} = X^{p,1} \cap X^p,$$

and

$$X^p = X^{p,1} \cap X^{p,1}.$$

The operators $a D_i$ are one-to-one in $X^{p,1}$, since, if $a D_i x = 0$ then $x$ does not depend on the variable $t_i$ and

$$P_i x = 0$$

if and only if $x = 0$.

Finally consider a Hilbert space $H$. Let $B_1, B_2, \ldots, B_k$ be selfadjoint operators that map $G_i \subset H$ onto some closed subspaces of $H$ in such a way that all the operators $(I + \alpha B_i)^{-1}$, for $\alpha = \pm 1$ and $i = 1, 2, \ldots, k$, are commutative (*).

Since $B_i$ are selfadjoint, we have $B_i^{-1}(0) \cap B_i(G_i)$ where $B_i^{-1}(0)$ are closed and $H = B_i^{-1}(0) \cap B_i(G_i)$. By our assumptions the projectors $P_i$ of $H$ onto $B_i(0)$ are commutative. Further $B_i$ maps in a one-to-one manner $G_i$ onto $B_i$, where $B_i = (I - P_1)(I - P_2) \ldots (I - P_k) H$.

Since $L_i = B_i^{-1}$ the conditions (1.4) are satisfied. Hence setting $j = 1, 2, \ldots, k, Z = H$ we obtain a linear operator-system

(1.17)

$$\eta^p \triangleq \mathcal{G} \mathcal{P}^p \mathcal{G}$$

is a linear operator-system.

The linear complement $H_0$ of $H$ in $H$ is identical with the least linear set containing all the elements with an annihilator $B_1 B_2 \ldots B_k$, where $B_1 B_2 \ldots B_k$ is an annihilator of $x \in H$ if and only if there is a permutation $t_1, t_2, \ldots, t_k$ of the numbers $1, 2, \ldots, k$ such that $B_{t_1}(B_{t_2}(B_{t_3}(\ldots (B_{t_k} x) \ldots)))$ exists and is equal to zero. Indeed,

$$x_0 = (I - P_1)(I - P_2) \ldots (I - P_k) x \in H_0$$

and

$$x_n - x = \sum_{i=1}^{k} P_i y_i \in H_0$$

because $B_i(P_i y_i) = 0$ for $i = 1, 2, \ldots, k$.

(*) As regards selfadjoint operators on a Hilbert space see [6], p. 307-338.
2. The notion of ideal of an operator-system \([10]\). We now introduce a notion of ideal of a map-system. This notion is an important one, very much like that used in the ring theory.

To this aim, let us consider the identity homomorphism of an algebraically closed map-system \(\mathcal{M}\) onto itself. It is not difficult to see that the function \(\mathcal{I}\),

\[
\mathcal{I}(A) \overset{\text{def}}{=} \{ x : Ax = 0 \}, \quad A \in \mathcal{M},
\]

can be treated as the "kernel" of this homomorphism. This suggests that the ideal of a map-system should be a function defined on \(\mathcal{M}\) with values in the set of all subgroups (or linear subspaces) of \(\mathcal{M}\). On the other hand each value \(\mathcal{I}(A)\) of an "ideal" for fixed \(A\) can be thought of as the null-set of composition of \(A\) with elements of \(\mathcal{M}/\mathcal{I}\), where \(\mathcal{M}/\mathcal{I}\) denotes the quotient map-system. Therefore, in order to extend a given map-system, not necessarily algebraically closed, to an algebraically closed one, we must associate with each \(A \in \mathcal{M}\) a subset \(\mathcal{I}(A)\) of elements of \(\mathcal{M}\) on which \(A\) will vanish after the extension is done, i.e. we must fix a certain ideal of \(\mathcal{M}\).

At first we introduce the notion of ideal for an operator-system and linear operator-systems only. In the general case it is much more difficult and will be considered later (see \([13],[14]\), and \([15]\).

DEFINITION 2.1. An ideal of an operator-system (linear operator-system) \(\mathcal{M} = (S, X)\) is a mapping \(\mathcal{I}\) defined on \(S\) such that its values \(\mathcal{I}(A)\) are subgroups (linear subspaces) of \(X\) and for \(A, B \in S\)

\[
\mathcal{I}(B) \subset \mathcal{I}(AB) \quad \text{and} \quad G_A \cap \mathcal{I}(AB) = A^{-1}\mathcal{I}(B).
\]  

(2.1)

For instance if \(\mathcal{I}(A) = X\) for each \(A \in S\), then \(\mathcal{I}\) is an ideal.

If \(\mathcal{I}\) is an ideal and \(G_A \cap \mathcal{I}(AB) = A^{-1}\mathcal{I}(B)\), then every \(\mathcal{I}(A)\) is a subgroup of \(X\). The ideal \(\mathcal{I}(A)\) such that \(\mathcal{I}(A) = \{0\}\) for all \(A \in S\) is also an important one and is called null-ideal.

Clearly an operator-system \(\mathcal{M}\) admits the null-ideal provided all the operators \(A \in \mathcal{M}\) are one-to-one. Conversely, if \(\mathcal{M}\) admits the null-ideal then all the operators \(A \in \mathcal{M}\) are one-to-one.

If \(\mathcal{I}'\) and \(\mathcal{I}\) are ideals, we write \(\mathcal{I} \subset \mathcal{I}'\) whenever \(\mathcal{I}(A) \subset \mathcal{I}'(A)\) for every \(A \in \mathcal{M}\). We say that \(\mathcal{I}\) is contained in \(\mathcal{I}'\). We denote by \(\mathcal{L}\) the minimal ideal, i.e. such an ideal which is contained in any other ideal.

Remark 2.1. It is easy to see that if \(\mathcal{I}'\) and \(\mathcal{I}\) are ideals, then so is the function \(\mathcal{I}\), where \(\mathcal{I}(A) = \mathcal{I}'(A) \cap \mathcal{M}(A)\); the same being true for an arbitrary family of ideals \(\mathcal{I}\), we infer that there is only one minimal ideal. In general, it is not identical with null-ideal, because it may happen for an arbitrary operator-system that the latter does not exist.

If \(\mathcal{M}\) is algebraically closed, then the function

\[
\mathcal{M}(A) \overset{\text{def}}{=} \{ x : Ax - 0 \}, \quad A \in \mathcal{M},
\]

is the minimal ideal of \(\mathcal{M}\).

Indeed, for every ideal \(\mathcal{I}\) of \(\mathcal{M}\) we have

\[
\mathcal{I}(A) \supset \mathcal{M}(A) \quad \text{for} \quad A \in \mathcal{M}.
\]

Theorem 2.1 (\([10]\)). If \(\mathcal{M} = (S, X)\) is a homomorphism of \(\mathcal{M}\) into \(\mathcal{M}'\) and \(\mathcal{I}'\) is an ideal of \(\mathcal{M}'\), then the formula

\[
\mathcal{I}(A) = \{ x : h(x) \mathcal{I}'(H(Ax)) \}, \quad A \in S,
\]

defines an ideal of \(\mathcal{M}\) denoted by \(\mathcal{I}'\mathcal{M}(A)\).

Proof. Clearly \(\mathcal{I}(A)\) are subgroups (linear subspaces) of \(X\). Further:

\[
G_A \cap \mathcal{I}(AB) = \{ x \in G_A : h(x) \mathcal{I}'(H(Ax)) \subset \mathcal{I}'(H(Bx)) \}
\]

\[
= \{ x \in G_A : (H(A)x) \mathcal{I}'(H(Bx)) \}
\]

\[
= \{ x \in G_A : (HA)x \mathcal{I}'(H(Bx)) \}
\]

\[
= \{ x \in G_A : (H(A)x + H(Bx)) \}
\]

\[
= A^{-1}\{ y \in \mathcal{M}(Bx) \} = A^{-1}\mathcal{I}(B).
\]

Since \(\mathcal{I}(AB) \supset \mathcal{I}(B)\), the theorem follows.

If \(\mathcal{M} \supset \mathcal{I}\) then we write

\[
\mathcal{X} \overset{\text{def}}{=} \mathcal{I}'\mathcal{M}(A),
\]

where \(h\) is the identical embedding of \(\mathcal{M}\) into \(\mathcal{M}'\) and then we have

\[
\mathcal{I}'\mathcal{M}(A) = \mathcal{M}'(A) \subset X,
\]

and \(\mathcal{I}'\) is an arbitrary ideal of \(\mathcal{M}'\).

Let \(\mathcal{M} = (S, X)\) be an operator-system (linear operator-system).

We say that an element \(A \in S\) is an annihilator (\(\mathcal{X}\)) of an element \(x \in X\) if and only if there exists elements \(A_1, A_2, ..., A_n \in S\) such that \(A = A_1A_2...A_n\) and \(A(A_1A_2...A_n x) = 0\).

An element \(x \in X\) belongs to \(\mathcal{M}(A)\) if and only if there are elements \(B \in S, x_1, x_2, ..., x_k \in X\), where \(AB\) is an annihilator of all \(x_i\) with

\[
x = B(x_1 + x_2 + ... + x_k).
\]

Theorem 2.2. The function \(\mathcal{M}(A) = \mathcal{M}(A)\) is the minimal ideal of \(\mathcal{M}\) (\([11]\)).

(*) The notion of annihilator corresponds to that of "rank of an element" in \([11]\).
Proof. Each $\mathcal{M}(A)$, where $A \in S$, is a subgroup (a linear subspace) of $X$. In fact, let $x, y \in \mathcal{M}(A)$. Then there are $B, C \in S$, $u_1, u_2, \ldots, u_m \in X$ and $v_1, v_2, \ldots, v_n \in X$ such that

$$x = B(u_1 + u_2 + \ldots + u_m), \quad y = C(v_1 + v_2 + \ldots + v_n),$$

where $AB$ and $AC$ are annihilators of $u_i$ and $v_j$ respectively. There are $u_i', v_j', w, w' \in X$ with

$$u_i = Bu_i', \quad v_j = Cv_j',$$

$$x = BCw', \quad y = BCw',$$

where $i = 1, 2, \ldots, m$, $j = 1, 2, \ldots, n$. If we set

$$u_{m+1} = -(u_1 + u_2 + \ldots + u_m), \quad v_{n+1} = -(v_1 + v_2 + \ldots + v_n),$$

then

$$B(Cu_{m+1}) = C(Bv_{n+1}) = 0,$$

$$x + y = BC(u_1 + u_2 + \ldots + u_m + w, v_1 + v_2 + \ldots + v_n + w'),$$

where $ABC$ is an annihilator of $u_1, u_2, \ldots, u_m, w, v_1, v_2, \ldots, v_n, w'$. Hence

$$x + y \in \mathcal{M}(A).$$

If $x \in \mathcal{M}(A)$, then obviously $-x \in \mathcal{M}(A)$ (and $Ax \in \mathcal{M}(A)$) and hence $\mathcal{M}(A)$ is a subgroup (a linear subspace) of $X$.

Let $x \in \mathcal{M}(A)$ and $x \in G_A$. We have

$$x = C(x_1 + x_2 + \ldots + x_k),$$

where $ABC$ is an annihilator of $x_1, x_2, \ldots, x_k$. Let $Ax = ACv$ and let $x_{k+1} = v - (x_1 + x_2 + \ldots + x_k)$. Then $A(Cx_{k+1}) = 0$ and $ABC$ is an annihilator of $x_1, x_2, \ldots, x_k, x_{k+1}$. Since

$$Ax = (AC)(x_1 + x_2 + \ldots + x_k + x_{k+1}),$$

we have $Ax \in \mathcal{M}(A)$. Conversely, let $Ax \in \mathcal{M}(A)$. This means that

$$Ax = C(u_1 + u_2 + \ldots + u_m),$$

where $BC$ is an annihilator of $u_1, u_2, \ldots, u_m$. There are $x_1, x_2, \ldots, x_k \in X$ with $u_i = Ax_i, \quad Ax = (AC)y$, and $x = Cy$, where $i = 1, 2, \ldots, k$, and let

$$x_{k+1} = y - (x_1 + x_2 + \ldots + x_k).$$

We have

$$A(Cx_{k+1}) = A(Ax_{k+1}) = 0$$

and

$$x = C(x_1 + x_2 + \ldots + x_k + x_{k+1}),$$

where $ABC$ is an annihilator of $x_i$ ($i = 0, 1, 2, \ldots, k, k + 1$). Therefore $x \in \mathcal{M}(B)$. Clearly $\mathcal{M}(A) \subset \mathcal{M}(AB)$ for each $A, B \in S$. Now let $\mathcal{M}$ be an arbitrary ideal and let $x \in \mathcal{M}(A)$. There are $C \in S$ and $x_1, x_2, \ldots, x_k \in X$ with annihilator $AC$ such that

$$x = C(x_1 + x_2 + \ldots + x_k).$$

It is easy to see that $x_i \in \mathcal{M}(AC)$ ($i = 1, 2, \ldots, k$). In fact, if for instance $AC = B_1B_2 \ldots B_n$ then

$$B_i \{B_{i+1}B_{i+2} \ldots (B_n, x_i) \} = 0,$$

then

$$B_i \{B_{i+1}B_{i+2} \ldots (B_n, x_i) \} \in \mathcal{M}(I), \quad B_i \{B_{i+1}B_{i+2} \ldots (B_n, x_i) \} \in \mathcal{M}(B_i), \ldots, B_n x_i \in \mathcal{M}(B_1B_2 \ldots B_n),$$

and $x_i \in \mathcal{M}(B_1B_2 \ldots B_n) = \mathcal{M}(AC)$. Since $\mathcal{M}(AC)$ is a group (a linear space), it follows that

$$x_0 + x_1 + \ldots + x_k \in \mathcal{M}(AC),$$

and then

$$x = C(x_0 + x_1 + \ldots + x_k) \in \mathcal{M}(A).$$

Hence $\mathcal{M} \subset \mathcal{M}$ and the theorem holds.

Now we are going to show a certain property of the minimal ideal. Let $\mathcal{M} = (S, X)$ be an operator-system (a linear operator-system) and let $S_k$ and $S_i$ be a decomposition of $S$ into the simple product of sub-semigroups, i.e. each element of $S$ can be decomposed in exactly one way into the product of elements from $S_k$ and $S_i$.

Theorem 2.3. If each $A \in S_k$ is one-to-one in $\mathcal{M}$, and if

(*) $C_d(C, x) = C_d(C, x)$, for $C_d \in S_k, C_i \in S_i$ whenever the right side exists,

then

$$\mathcal{M} = \mathcal{M}(A) = \mathcal{M}(cA)$$

for $A \in S$,

where $\mathcal{M}$ and $\mathcal{M}(A)$ are the minimal ideals of $\mathcal{M}$ and $S \cdot \mathcal{M}$ respectively, and $cA$ is the component of $A$ from $S_k$.

Proof. The inclusion $\mathcal{M}(A) \subset \mathcal{M}(cA)$ is obvious. In fact: $\mathcal{M}(A) \subset \mathcal{M}(cA) \subset \mathcal{M}(cA).

Let $x \in \mathcal{M}(A)$. Then $x = B(x_1 + x_2 + \ldots + x_k)$ where $AB$ is an annihilator of $x_1, x_2, \ldots, x_k$. By virtue of (*) the annihilator $AB$ admits decompositions

$$AB = C_d(C, x_1) \ldots C_d(C, x_k) \ldots C_d(C, x_k).$$
where
\[ C_{i_j} \in S_{i_0}, \quad C_{i_j} \in S_{i_1}, \quad C_{i_j} \cdots C_{i_j} (C_{i_j} (x_j x_j \ldots) \cdots) = 0 \quad \text{for} \quad j = 1, 2, \ldots, k. \]
Since \( C_{i_j} \) are one-to-one, we have
\[ C_{i_j} \cdots C_{i_j} (x_j x_j \ldots) = 0. \]

Let \( A = A_4 A_1, \quad B = B_2 B_3 \), where \( A_2, B_3 \in S_{i_0} \) and \( A_2, B_3 \in S_{i_1} \). By virtue of the uniqueness of decomposition, \( C_{i_j} \cdots C_{i_j} = A_2 B_3 \). Therefore \( A_2 B_3 = A_2 B_3 \) is an annihilator of \( x_1, x_2, \ldots, x_k \) and then \( x \in \mathcal{N}(A_2, B_3) \), which completes the proof.

**Definition 2.2.** \( \mathcal{N} \) is said to be a proper operator-system if and only if:

Whenever
\[ A_{i_1} A_{i_2} \cdots A_{i_k} = A \], \quad \( A = A_2 \in \mathcal{N} \)
and
\[ y_i = A_{i_2} (A_{i_1} (y_{i_1} (A_{i_3} (y_{i_3} (\ldots (y_{i_k} \cdots (x_{i_1} x_{i_2} \cdots) \cdots) \cdots) = 0 \quad \text{for} \quad i = 1, 2, \ldots, l, \]
then \( x_1 + x_2 + \ldots + x_k = 0 \) implies \( y_1 + y_2 + \ldots + y_l = 0 \).

**Theorem 2.4.** \( \mathcal{N} \) is a proper operator-system if and only if the minimal ideal of \( \mathcal{N} \) is an extensor (cf. Theorem 3.1).

**Proof.** Let us suppose that \( \mathcal{N} \) is proper and let \( y = B (x_1 + x_2 + \ldots + x_l) \), where \( B \) is an annihilator of \( x_1, x_2, \ldots, x_l \). We put \( x_3 \equiv (x_1 + x_2 + \ldots + x_l) \) so that \( x_3 = x_1 + x_2 + \ldots + x_l = 0 \). Since \( B \) is an annihilator of \( x_1, x_2, \ldots, x_l \), there are \( B_{i_1} \in S_{i_1} \) for \( i = 1, 2, \ldots, l \) such that
\[ B = B_{i_1} B_{i_2} \cdots B_{i_l} \]
and \( y_f = y_{i_1} (B_{i_2} (B_{i_3} (y_{i_3} (B_{i_4} (y_{i_4} (\ldots (B_{i_l} (y_{i_l} (x_1 x_2 x_3) \cdots) \cdots) = 0. \]
Hence
\[ y = y_0 + y_1 + \ldots + y_l \]
where \( y_0 = -B x_{i_1}, \) and since \( \mathcal{N} \) is proper, we have
\[ y = 0. \]

Now, conversely, let us suppose that the minimal ideal of \( \mathcal{N} \) is a zero-ideal. Let \( A_{i_1} A_{i_2} \cdots A_{i_k} = A \) for \( i = 1, 2, \ldots, l \) and let
\[ y_i = A_{i_1} (A_{i_2} (A_{i_3} (\ldots (A_{i_k} x_i) \cdots) \cdots) \]
exist. Setting \( y_i = A x_i \) we see that \( A \) is an annihilator of \( x_1, x_2, \ldots, x_l \) and
\[ A (x_1 + x_2 + \ldots + x_l) = A x_1 + A x_2 + \ldots + A x_l = y_1 + y_2 + \ldots + y_l. \]
Hence
\[ A (x_1 + x_2 + \ldots + x_l) = A x_1 + A x_2 + \ldots + A x_l = y_1 + y_2 + \ldots + y_l, \]
but this is exactly what we have to show, because \( A \) maps zero onto zero.

Now we are going to show some ideals for a number of concrete operator-systems. At first let us consider the linear operator-system (1.6). We denote \( G_0^{\text{ext}} (x, A, x = 0) \).

**Lemma 2.3.** (Cf. [8], Proposition 2.) Each element \( x \in Z \) of the rank not greater than \( A_0 \), by \( p = (p, p, p, \ldots, p) \), is of the form
\[ x = \sum_{i=1}^{k} \left( \sum_{0 \leq j < p_i - 1} L_{i}^{j} x_{i}^{j} \right), \]
where \( x_{i}^{j} \in C_{i}^{0} \) for \( i = 1, 2, \ldots, k, \), \( 0 \leq j < p_i - 1 \) and \( k \) is an arbitrary natural number.

**Proof.** If \( p = (0, 0, \ldots, 0) \) then it is all right. Let us assume that the lemma is valid for \( p_n + p_{n+1} + \ldots + p_{n} \leq n \) and we will try to show that it is also valid for \( p_n + p_{n+1} + \ldots + p_{n} = n + 1 \). Let
\[ A_{n+1} \left( A_{n+1} \cdots \left( A_{n+1} (A_{n+1} x) \cdots \right) \right) = 0. \]
Setting \( y = A_{n+1} x \) we see that \( (p_n + p_{n+1} + \ldots + p_{n}) \) is an annihilator of \( y \) and hence by assumption
\[ y = A_{n+1} x \]
\[ = \sum_{i=1}^{k} \left( \sum_{0 \leq j < p_i - 1} L_{i}^{j} x_{i}^{j} \right), \]
where \( x_{i}^{j} \in C_{i}^{0} \) for each \( i \) and \( j \). For \( i \neq i_0 \) we set \( x_{i}^{j} = L_{i}^{j} x_{i}^{j} \in C_{i}^{0} \).

Thus
\[ L_{n+1} (A_{n+1} x) = \sum_{i=1}^{k} \left( \sum_{0 \leq j < p_i - 1} L_{i}^{j} x_{i}^{j} \right), \]
where \( x_{i}^{j} \in C_{i}^{0} \) for \( i = 1, \ldots, k, \)
and hence
\[ x = \sum_{i=1}^{k} \left( \sum_{0 \leq j < p_i - 1} L_{i}^{j} x_{i}^{j} \right), \]
where
\[ R = \sum_{0 \leq j < p_i - 1} L_{i}^{j} x_{i}^{j} \] if \( i_0 > 1 \)
and
\[ x = \sum_{0 \leq j < p_i - 1} L_{i}^{j} x_{i}^{j} \] if \( i_0 = 1 \),
and so the proof is completed.

From the lemma we immediately obtain

**Corollary 2.1.** The set of all elements of the form (2.3) is the least linear set containing all the elements of a rank not greater than \( A_0 \).
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And hence we have

**Theorem 2.5.** If \( \mathcal{M} \) denotes the minimal ideal of the operator-system (1.6), then

\[
\mathcal{M}(a^p) = \left\{ a^p \sum_{k-1 < \xi < \omega} \alpha_k \cdot \left( \frac{\xi}{\omega} \right) : x_0 \in G^p_{\omega} \right\}.
\]

Now we apply the result of Theorem 2.5 to an arbitrary linear operator-system \( \mathcal{A}_0 \alpha \) contained in the operator-system (1.9), where \( Y \) is a linear subspace of \( X \) such that \( (\alpha \alpha_0) Y \subseteq Y \) for \( i = 1, 2, \ldots, k \). The relation \( a_{D_{i}} x = 0 \) shows that \( x \) does not depend on variable \( t_i \) and hence

\[
\alpha(t_i)^x = (\alpha(t_i)^{x(t)}) = \alpha(t_i)^x(t_i)
\]

where \( \alpha_0(t_i) = 1 \) and \( \alpha_{i+}^n(t_i) = (\alpha(t_i) \alpha(t_i)^{(n)}(t_i)) \), i.e.

\[
\alpha_0(t_i) = \int_0^1 \cdots \int_0^1 \int_0^1 \frac{1}{a(t_i)} dt_1 \cdots dt_\gamma \, dx
\]

Thus by (2.4) the minimal ideal of \( \mathcal{A}_0 \alpha \) has the form

\[
\mathcal{M}_{\alpha_0 \alpha}(a^p) = \left\{ a^p \sum_{k-1 < \xi \leq \alpha_0 \alpha_k} \alpha_k : x_0 \in Y \right\}
\]

In case \( Y = X \) we set

\[
\mathcal{M}_{\alpha_0 \alpha} = \mathcal{M}_{\alpha_0 \alpha}(X)
\]

The ideal (2.5) is an extensor. This can easily be shown by means of the functionals:

\[
f_{q}(a^p, x) = (-1)^{n} \int (a^p)^{x(t)} \cdot \alpha_0(t_i) \cdots \alpha_{i+1}(t_i) \alpha_i(t_i) \cdots \alpha_{i-1}(t_i) \cdot \frac{1}{a(t_i)} \, dx(t_i)
\]

where \( |p| = p_1 + p_2 + \cdots + p_k \) and \( \xi \) is an indefinitely derivable scalar-valued function defined on \( E_\xi \) and such that there is a compact subset \( \Omega \subseteq \Omega \) outside of which \( \xi(t_i) \alpha_0(t_i), \ldots, \alpha_k(t_i) \) vanishes.

The proof is quite easy and is based on the following properties of the functionals (2.6)

\[
\begin{align*}
q_{q}(a^p, a^p x) &= q_{q}(a^p a^p x), \\
q_{q}(a^{p_{1} + \cdots + p_{k}} a^{p_{1} + \cdots + p_{k}} x) &= 0 \quad \text{for each} \quad z \quad \text{implies} \quad z = 0.
\end{align*}
\]

We do not quote the whole proof because it will be given in a more general case in another section.

It is well known that in some particular cases the operators \( a^p \) in (2.5) can be omitted, i.e. we can set \( q = (0, \ldots, 0) \). For instance when \( Y \) coincides with the whole space \( X \) this follows from the result of König (*) [4] and (1.9)**. But in general it is not true, and this is shown by the following example. Let, in (1.9), \( k = 3, \Omega = \mathbb{R}^3, \xi < 0, i = 1, 2, 3, \) and all \( \alpha_k(t_i) = 1 \). The space \( Y \) is generated by the functions \( x_{01}, x_{02}, x_{03}, \) \( x_{04}, \ldots, x_{0n} \), where \( 0 \leq p_i, 1 \leq m \leq \infty, 1 < m \leq \infty \) and

\[
x_{0i}(t_i) = t_i^m W(t_i) - W(t_i), \quad x_{0i}(t_i) = t_i^m W(t_i) + W(t_i)
\]

where \( W(t) \) is a Weierstrass non-differentiable function.

Further

\[
l_{q} x_i = x_{0i}^m + x_{0i}^m, \quad x_{p_{1} + m, n} = x_{0i}^m, \quad x_{p_{1} + m, n} = x_{0i}^m, \quad x_{p_{1} + m, n} = x_{0i}^m
\]

where \( \alpha_{i+1}(t_i) \) instead of \( \alpha_0(t_i) \), as it was in (1.7).

It can easily be verified that

\[
x_{0i}^{m} = \frac{\xi(x_{0i}^{m} W(t_i) - \frac{\xi}{n!} (m-\xi) W(t_i))}{n! m}, \quad x_{0i}^{m} = \frac{\xi(x_{0i}^{m} W(t_i) + \frac{\xi}{n!} (m-\xi) W(t_i))}{n! m},
\]

where \( n \) is \( W(t) \) and \( m \) is \( W(t) \). Clearly

\[
x_{0i} = D_{q}(x_{0i}^m + x_{0i}^m) + l_{q} x_{0i}^m
\]

where \( D_{q}(x_{0i}) = D_{q}(x_{0i}) = 0 \) and hence \( x_{0i} \in \mathcal{M}_{\alpha_0 \alpha}(D_{q} D_{q}) \). But \( x_{0i}(t) = W(t) + W(t) \) cannot be obtained as the sum of elements \( y_1, y_2 \subseteq Y \) where \( D_{q} y_1 = D_{q} y_2 = 0 \). Therefore in this case \( a^p \) cannot be omitted in (2.5).

The operator \( a_{D_{i}} \) is one-to-one in \( \mathcal{A}_{0 \alpha} \) (see (1.11)), and hence in virtue of Theorem 2.5 we obtain the minimal ideal of (1.11) in the form

\[
\mathcal{M}_{\alpha_0 \alpha}(a^p) = \left\{ a^p \sum_{k-1 < \xi \leq \alpha_0 \alpha_k} \alpha_k : x_0 \in X \right\}
\]

Clearly (2.7) is not a null-ideal but

\[
\mathcal{M}_{\alpha_0 \alpha}(a^{p_{1} + \cdots + p_{k}}) = (0)
\]

(*) This was noticed by S. Lojasiewicz.
for each non-negative integer \( p \). This can immediately be verified by the use of the functionals (2.6).

Thus

\[
\omega_{\Delta p}^M \subseteq \Delta_{\Delta p} \subseteq X^{p,1}.
\]

Indeed, setting

\[
\alpha^* \overset{\text{def}}{=} \begin{pmatrix} a_1 \\ a_2 \\ \vdots \\ a_p \end{pmatrix},
\]

where \( \hat{x} \neq 0 \) is a fixed element of \( X \), we obtain

\[
\alpha^* \in \Delta_{\Delta p} \Leftrightarrow \begin{pmatrix} a_1 \\ a_2 \\ \vdots \\ a_p \end{pmatrix} \neq 0,
\]

and since \( \hat{x} \neq 0 \),

\[
\alpha^* \in \Delta_{\Delta p} \Leftrightarrow \begin{pmatrix} a_1 \\ a_2 \\ \vdots \\ a_p \end{pmatrix} X^{p,1}.
\]

In the case of \( \hat{x}_p \) we see that all the operators \( aD^p \) are one-to-one, and hence the minimal ideal of \( \hat{x}_p \) is the null-ideal. Since

\[
\alpha^* \in \Delta_{\Delta p} \Leftrightarrow \begin{pmatrix} a_1 \\ a_2 \\ \vdots \\ a_p \end{pmatrix} X^{p,1},
\]

it follows that

\[
\omega_{\Delta p}^M \subseteq \Delta_{\Delta p} \subseteq X^{p,1},
\]

where \( \omega_{\Delta p}^M \) is the minimal ideal of \( \hat{x}_p \).

We note that in the case of the operator-systems given by (1.12) and (1.12'), where

\[
\begin{pmatrix} a_1 \\ a_2 \\ \vdots \\ a_p \end{pmatrix} \subseteq \begin{pmatrix} a_1 \\ a_2 \\ \vdots \\ a_p \end{pmatrix} \subseteq \hat{x}_p,
\]

we have

\[
\omega_{\Delta p}^M \subseteq \hat{x}_p \subseteq \hat{x}_p' \subseteq \omega_{\Delta p}^M, \tag{2.11}
\]

Here \( \omega_{\Delta p}^M \) denotes the minimal ideal of \( \hat{x}_p \) which, in this case, is the null-ideal. Similarly \( \omega_{\Delta p}^M \) is the minimal ideal of \( \hat{x}_p \). It is not the null-ideal.

3. The Fundamental Theorem. In this section we are going to prove a theorem similar to that concerning division of a ring by an ideal in the theory of commutative rings. This theorem, named the Fundamental Theorem, is divided into two parts. The first part concerns the construction of a quotient operator-system \( \mathcal{H}/\mathcal{K} \) and its connexion with the operator-system \( \mathcal{H} \). The second part gives the necessary and sufficient conditions of reducing given homomorphism \( \mathcal{Y} \) of \( \mathcal{W} \) into \( \mathcal{W}' \) to a homomorphism \( \mathcal{Y}^* \) of \( \mathcal{W}'/\mathcal{K}' \) into \( \mathcal{W}'/\mathcal{K}' \) where \( \mathcal{K}' \) and \( \mathcal{K}' \) are ideals of \( \mathcal{W} \) and \( \mathcal{W} \) respectively. Although the Fundamental Theorem will be proved later for arbitrary map-systems, we will show it now only for operator-systems; it is much more simple in this case. The reader is advised to follow the theorem very closely for it will be needed throughout the whole theory of map-systems and will be used later in the topological part of the theory as well. We should also note, that Theorems 1 and 2 of [8] are among most important particular cases of the Fundamental Theorem.

**FUNDAMENTAL THEOREM [10].** To every operator-system (linear operator-system) \( \mathcal{W} = (S, X) \) and every ideal \( \mathcal{K} \) of \( \mathcal{H} \) there correspond an algebraically closed operator-system (linear operator-system) \( \mathcal{H}/\mathcal{K} = (S', X') \) named a quotient operator-system and a simple homomorphism \( (h) \) of \( \mathcal{W} \) almost onto \( \mathcal{H}/\mathcal{K} \) named a natural homomorphism such that

1. \( \mathcal{K} = (h)^{-1}\mathcal{K}' \) where \( \mathcal{K}' \) is the minimal ideal of \( \mathcal{H}/\mathcal{K} \),
2. \( \phi \) is a linear operator-systems, \( (S, X) \) and \( (S'; X') \) to be two ideals of \( \mathcal{W} \) and \( \mathcal{W} \) respectively, let \( \mathcal{H}/\mathcal{K} \) denote the quotient operator-systems (linear operator-systems) and \( (h) \), \( (h') \) the corresponding natural homomorphisms.

If \( \mathcal{Y} = (H, h) \) is a homomorphism of \( \mathcal{W} \) into \( \mathcal{W}' \), then there is a homomorphism \( \mathcal{Y}^* = (H, h^*) \) of \( \mathcal{W}/\mathcal{K} \) into \( \mathcal{W}'/\mathcal{K}' \) such that

\[
(\ast) \quad \mathcal{Y}^*(h') = (h') \mathcal{Y}
\]

if and only if

\[
(\ast\ast) \quad 3'' \supset \mathcal{H}^{-1} 3''.
\]

The homomorphism \( \mathcal{Y}^* \) is uniquely determined by \( \mathcal{Y}, (h) \), and \( (h') \).

The homomorphism \( \mathcal{Y}^* \) is simple if and only if \( \mathcal{Y} \) is simple; \( h^* \) is an isomorphism if and only if

\[
(\ast\ast\ast) \quad \mathcal{H}^{-1} 3'' = 3''.
\]

If \( \mathcal{Y} \) maps almost onto \( \mathcal{W}' \), then \( \mathcal{Y}^* \) maps onto \( \mathcal{W}'/3'' \).

The second part of the Fundamental Theorem can easily be represented by the following commutative diagram:

\[
\begin{array}{ccc}
\mathcal{W} & \xrightarrow{\mathcal{Y}} & \mathcal{W}' \\
\downarrow{\omega_{\mathcal{H}}} & & \downarrow{\omega_{\mathcal{H}'}} \\
\mathcal{W}/\mathcal{K} & \xrightarrow{\mathcal{Y}^*} & \mathcal{W}'/\mathcal{K}'
\end{array}
\]

where \( \mathcal{Y}^* \) exists if and only if \( 3'' \subset \mathcal{H}^{-1} 3'' \).

Remark 3.1. If \( \mathcal{W} \) is algebraically closed and \( \mathcal{M} \) is the minimal ideal of \( \mathcal{H} \), then the natural homomorphism maps isomorphically \( \mathcal{H}/\mathcal{K} \) onto \( \mathcal{W}/\mathcal{M} \).

In fact, by virtue of condition (1) we have

\[
\mathcal{M} = (h)^{-1}\mathcal{M}',
\]
where $\mathfrak{M}$ is the minimal ideal of $\mathfrak{A}/\mathfrak{N}^\mathfrak{M}$. On the other hand we have

$$\mathfrak{M}(A) = \{ x \in \mathfrak{M} : Ax = 0 \},$$

$$\mathfrak{N}(A) = \{ x \in \mathfrak{N}[3] : Ax = 0 \}.$$

Hence $\{ x : h x = 0 \} = \{ x : h x \in \mathfrak{M}(I) \} = (h^{-1} \mathfrak{M}^\mathfrak{M})(I) = \mathfrak{M}(I) = \{ 0 \}$, and thus $h$ is one-to-one.

**Corollary 3.1.** Let $\mathfrak{A}$ be an operator-system (a linear operator-system) and $\mathfrak{N}$ an ideal of $\mathfrak{A}$. Let $\mathfrak{L}$ be an algebraically closed operator-system (a linear operator-system) and let $\mathfrak{S}$ be a homomorphism of $\mathfrak{A}$ almost onto $\mathfrak{L}$ such that

$$\mathfrak{N}^\mathfrak{L} \subseteq \mathfrak{N},$$

where $\mathfrak{N}^\mathfrak{L}$ is the minimal ideal of $\mathfrak{L}$.

Then there is the uniquely determined homomorphism $\mathfrak{S}^\mathfrak{L}$ of $\mathfrak{A}/\mathfrak{N}$ onto $\mathfrak{L}$ such that

$$\mathfrak{S}^\mathfrak{L}(h^\mathfrak{L}) = \mathfrak{S},$$

where $(h^\mathfrak{L})$ is the natural homomorphism of $\mathfrak{A}$ into $\mathfrak{L}/\mathfrak{N}$; $h^\mathfrak{L}$ is an isomorphism if and only if

$$\mathfrak{S}^\mathfrak{L}(h^\mathfrak{L}) = \mathfrak{N}.$$

**Proof of Corollary 3.1.** If we set $\mathfrak{K} = \mathfrak{L}$, $\mathfrak{L} = \mathfrak{A}$, the existence of $h^\mathfrak{L}$ follows from the second part of the Fundamental Theorem.

**Remark 3.2.** This is a generalization of the first isomorphism theorem for groups. Namely, let $\mathfrak{A}$, $\mathfrak{L}$ be such operator-systems that $\mathfrak{N} \rightarrow \mathfrak{L}$ consists only of one element, the identity. In this case $\mathfrak{L}^\mathfrak{N} = \mathfrak{A}^\mathfrak{L} = \mathfrak{N}$, and if $\mathfrak{N}$ is a homomorphic ideal then the natural homomorphism $(h)$ of $\mathfrak{A}$ into $\mathfrak{L}$ is an isomorphism. Hence, in the general case, if $\mathfrak{L}$ is a homomorphic ideal of $\mathfrak{A}$, then it is natural to call the ideal $(h)^{-1} \mathfrak{N}$ the kernel of the homomorphism $(h)$.

Thus, the following formula holds (up to an isomorphism)

$$\mathfrak{A}/(h)^{-1} \mathfrak{N}^\mathfrak{L} = \mathfrak{L},$$

where $h$ is assumed to be a simple homomorphism of $\mathfrak{A}$ almost onto $\mathfrak{L}$.

Let $\mathfrak{L}$ be a fixed operator-system. We consider the pairs $\{ \mathfrak{A}, (h) \}$ that consist of an algebraically closed operator-system $\mathfrak{A}$ and a simple homomorphism $(h)$ of $\mathfrak{A}$ almost onto $\mathfrak{L}$. We say that two such pairs are equivalent, $\mathfrak{A}, (h) \sim \mathfrak{L}, (h')$, if and only if there is a simple isomorphism $(h')$ of $\mathfrak{A}$ onto $\mathfrak{L}$ such that

$$h' h = h'.$$

This situation can be illustrated by the following commutative diagram

$$\begin{array}{ccc}
\mathfrak{A} / \mathfrak{N}^\mathfrak{L} & \rightarrow & \mathfrak{L}
\end{array}$$

where $h' h = h''$, $h'^{-1} h'' = h'$.

Any two pairs, no matter in what way they are given, are considered to be identical if and only if they are equivalent, in the sense just defined. Now that this convention is made, each pair $\mathfrak{A}, (h)$ is uniquely determined by the kernel of the homomorphism $(h)$, $(h)^{-1} \mathfrak{N}^\mathfrak{L}$, where $\mathfrak{N}^\mathfrak{L}$ is the minimal ideal of $\mathfrak{A}$. This is a simple consequence of Corollary 3.1.

**Corollary 3.2.** If $\mathfrak{A}$ and $\mathfrak{A}''$ are arbitrary operator-systems (linear operator-systems) and $\mathfrak{S}$ is a homomorphism of $\mathfrak{A}$ into $\mathfrak{A}''$, then there is a homomorphism $\mathfrak{S}^\mathfrak{A}$ of $\mathfrak{H}/\mathfrak{N}^\mathfrak{A}$ into $\mathfrak{H}''/\mathfrak{N}''$ such that

$$\mathfrak{S}^\mathfrak{A}(h) = (h'') \mathfrak{S},$$

where $(h')$ and $(h'')$ are the natural homomorphisms of $\mathfrak{H}$ almost onto $\mathfrak{A}'', \mathfrak{A}$ almost onto $\mathfrak{A}'', \mathfrak{N}'$, and $\mathfrak{N}''$.

**Proof.** This corollary also follows directly from the second part of the Fundamental Theorem.

**Definition 3.3.** $\mathfrak{A}/\mathfrak{N}$ is named an extension of $\mathfrak{A}$ if and only if the natural homomorphism $(h)$ of $\mathfrak{A}$ into $\mathfrak{A}$ is an isomorphism. We often identify $h$ and $x$ considering $\mathfrak{A} \subset \mathfrak{A}/\mathfrak{N}$.

**Theorem 3.1.** $\mathfrak{A}/\mathfrak{N}$ is an extension of $\mathfrak{A}$ if and only if $\mathfrak{N}$ is an extension to $\mathfrak{A}$.

**Proof.** According to the first part of the Fundamental Theorem, $h^\mathfrak{N} = 0$ is equivalent to $x \in \mathfrak{N}(I)$; the rest is evident.

**Theorem 3.2.** An operator-system (a linear operator-system) $\mathfrak{A}$ admits an extension to algebraically closed operator-system (linear operator-system) if and only if $\mathfrak{A}$ is proper.

**Proof.** If $\mathfrak{A}$ is proper, then in virtue of Theorem 2.4 the minimal ideal of $\mathfrak{A}$ is an extension and then $\mathfrak{A}/\mathfrak{N}^\mathfrak{A}$ is an extension of $\mathfrak{A}$ to an algebraically closed operator-system (linear operator-system).

Conversely, if $\mathfrak{A}$ admits an extension to an algebraically closed operator-system (linear operator-system) the condition stated in Definition 2.2 holds in the extension of $\mathfrak{A}$ and hence also in $\mathfrak{A}$.

The connexion of the Fundamental Theorem with the theory of commutative rings shows the following two examples: Let $\mathfrak{R}$ be an ar-
bitary commutative ring and let $S$ be a multiplicative semigroup of elements of $R$ which have inverses in $R$. We set

$$
\mathcal{S} \triangleq (S, R)
$$

where the composition of $a \in S$ and $b \in R$ is the usual multiplication.

It is easy to see that if $I$ is an ideal of $R$, then $\mathcal{Z}$, where $\mathcal{Z}(a) = I$ for every $a \in S$, is an ideal of $\mathcal{S}$ and we have

$$
\mathcal{Z} = \mathcal{S} / (R/I).
$$

If, as above, $R$ is a commutative ring and $S'$ is a multiplicative semigroup which consists of elements of $R$ which are not divisors of zero, then we can set

$$
\mathcal{S}' \triangleq (S', R^*)
$$

where the compositional product of $a \in S'$ and $b \in R$ is $b/a$ whenever it exists. It is easy to see that the function $\mathcal{Z}'(a) = (0)$ for $a \in S'$ is an ideal of $\mathcal{S}'$. The operator-system

$$
\mathcal{S}' = (S', R^*)
$$

consists of the same semigroup $S'$ and the additive group $R^*$ which is the least extension of the additive group of the ring $R$ containing all the inverses of the elements of $S'$. It is well known that $R^*$ is also a ring with the multiplication extended from $R$.

Now we give some applications of the Fundamental Theorem to the linear operator-systems $(1.9)$, $(1.10)$, $(1.11)$, $(1.12)$, $(1.13')$, $(1.15)$, and $(1.16)$ and their ideals $(2.5)$, $(2.7)$, $(2.8)$, $(2.10)$. We have

$$
\mathcal{Z}_{\alpha, \delta} \subset \mathcal{Z}_{\alpha, \delta} \subset \mathcal{Z}_{\alpha, \delta}
$$

and we see that $\mathcal{Z}_{\alpha, \delta}$ is algebraically dense in $\mathcal{Z}_{\alpha, \delta}$ and so is $\mathcal{Z}_{\alpha, \delta}$ in $\mathcal{Z}_{\alpha, \delta}$.

Hence in virtue of the Fundamental Theorem we obtain

$$
\mathcal{Z}_{\alpha, \delta} \cap \mathcal{Z}_{\alpha, \delta} = \mathcal{Z}_{\alpha, \delta} \cap \mathcal{Z}_{\alpha, \delta} = \mathcal{Z}_{\alpha, \delta} \cap \mathcal{Z}_{\alpha, \delta} = \mathcal{Z}_{\alpha, \delta} \cap \mathcal{Z}_{\alpha, \delta}.
$$

(3.1)

If we denote by $(\mathcal{h}_0^\alpha, \mathcal{h}_0^\beta)$ and $(\mathcal{h}_0^\beta, \mathcal{h}_0^\gamma)$ the extended identical imbeddings of $\mathcal{Z}_{\alpha, \delta}$ almost onto $\mathcal{Z}_{\alpha, \delta}$, $\mathcal{Z}_{\alpha, \delta}$ almost onto $\mathcal{Z}_{\alpha, \delta}$, and $\mathcal{Z}_{\alpha, \delta}$ almost onto $\mathcal{Z}_{\alpha, \delta}$ respectively, then $(\mathcal{h}_0^\beta) = (\mathcal{h}_0^\alpha) \neq (\mathcal{h}_0^\gamma)$ and we have the commutative diagram

$$
\begin{array}{ccc}
\mathcal{Z}_{\alpha, \delta}^\alpha & \overset{(\mathcal{h}_0^\alpha, \mathcal{h}_0^\beta)}{\longrightarrow} & \mathcal{Z}_{\alpha, \delta}^\beta \\
\mathcal{Z}_{\alpha, \delta}^\beta & \underset{(\mathcal{h}_0^\beta, \mathcal{h}_0^\gamma)}{\longrightarrow} & \mathcal{Z}_{\alpha, \delta}^\gamma \\
\mathcal{Z}_{\alpha, \delta}^\gamma & \overset{(\mathcal{h}_0^\gamma, \mathcal{h}_0^\delta)}{\longrightarrow} & \mathcal{Z}_{\alpha, \delta}^\delta
\end{array}
$$

where all the mappings are onto.

Clearly each $\mathcal{h}$ identifies some points for

$$
\mathcal{Z}_{\alpha, \delta}^\alpha \cap \mathcal{Z}_{\alpha, \delta}^\beta \subset \mathcal{Z}_{\alpha, \delta}^\alpha \cap \mathcal{Z}_{\alpha, \delta}^\beta
$$

and then

$$
\mathcal{Z}_{\alpha, \delta}^\alpha \cap \mathcal{Z}_{\alpha, \delta}^\beta \subset \mathcal{Z}_{\alpha, \delta}^\alpha \cap \mathcal{Z}_{\alpha, \delta}^\beta
$$

(see (2.8), (2.10))

In the case of operator-systems $(1.12)$ and $(1.12')$, in virtue of $(2.11)$ and the second part the Fundamental Theorem

$$
\mathcal{Z}_{\alpha, \delta}^\alpha \subset \mathcal{Z}_{\alpha, \delta}^\alpha \subset \mathcal{Z}_{\alpha, \delta}^\alpha \subset \mathcal{Z}_{\alpha, \delta}^\alpha.
$$

(3.4)

Now we consider the linear operator-systems $\mathcal{Z}_{\alpha, \delta}^\alpha$ (see $(1.15)$) and $\mathcal{Z}_{\alpha, \delta}^\alpha$ (see $(1.16)$). Since operators $aD_t$ are one-to-one in these operator-systems, the minimal ideals are null-ideals. Clearly the ideal $\mathcal{Z}_{\alpha, \delta}^\alpha \setminus \mathcal{Z}_{\alpha, \delta}^\alpha$ is not minimal in $\mathcal{Z}_{\alpha, \delta}^\alpha$. Indeed, the function

$$
\mathcal{Z}_{\alpha, \delta}^\alpha (I-P_1)(I-P_2)...(I-P_k)z^*,
$$

where $z^*$ is defined in $(2.9)$, belongs to $\mathcal{Z}_{\alpha, \delta}^\alpha (aD_t)^{(2,0,0,...)}X^{\mathcal{P}_T}$ and does not vanish identically. Similarly the ideal $\mathcal{Z}_{\alpha, \delta}^\alpha \setminus \mathcal{Z}_{\alpha, \delta}^\alpha$ is not minimal, because

$$
L_1L_2...L_n \mathcal{Z}_{\alpha, \delta} \subset \mathcal{Z}_{\alpha, \delta} (aD_t)^{(2,0,0,0,...)}X^{\mathcal{P}_T},
$$

and does not vanish identically.

Now let us examine the case of inclusion

$$
\mathcal{Z}_{\alpha, \delta}^\alpha \subset \mathcal{Z}_{\alpha, \delta}^\alpha \subset \mathcal{Z}_{\alpha, \delta}^\alpha
$$

where $\mathcal{Z}_{\alpha, \delta}^\alpha \setminus \mathcal{Z}_{\alpha, \delta}^\alpha$ is the null-ideal $(*)$. Then, in virtue of the Fundamental Theorem, the extension of identical imbedding of $\mathcal{Z}_{\alpha, \delta}^\alpha$ into $\mathcal{Z}_{\alpha, \delta}^\alpha$ is one-to-one. Therefore, there is an intrinsic extension of $\mathcal{Z}_{\alpha, \delta}^\alpha$ in $\mathcal{Z}_{\alpha, \delta}^\alpha$ and we can set

$$
\mathcal{Z}_{\alpha, \delta}^\alpha \setminus \mathcal{Z}_{\alpha, \delta}^\alpha \triangleq \text{algebraic closure of } \mathcal{Z}_{\alpha, \delta}^\alpha.
$$

(3.5)

Since $\mathcal{Z}_{\alpha, \delta}^\alpha \setminus \mathcal{Z}_{\alpha, \delta}^\alpha$ is the null-ideal, $\mathcal{Z}_{\alpha, \delta}^\alpha$ is the minimal extension of the linear space of periodic functions to that of distributions.

Now we must establish correspondence between the classical theories and our results. At first we translate the distribution theory into the operator-system language.

(* On the basis of the result of König [4] S. Lojasiewicz proved that this is also true in the general case.)
Let $D_k$ be the space of $k$-dimensional distributions of finite order. From Schwartz' point of view, $D_k$ consists of all the functionals

$$
T_{x}(\xi) = \lim_{\varepsilon \to 0} \frac{1}{\varepsilon} \int \frac{D^p\xi(\sigma) \sigma(\tau)}{\tau - \varepsilon} d\tau,
$$

$p = (p_1, p_2, \ldots, p_k)$, $|p| = p_1 + p_2 + \cdots + p_k$,

where $\xi$ runs over the space of infinitely derivable functions with compact carriers. The operation

$$(*)
$$

$$
D^p T_{x} = T_{D^p x}
$$

leads to an algebraically closed linear operator-system $D_k$ that consists of the semigroup $(D_k)$ of differential operators $D^p$ and the linear space of distributions $D_k$ with composition given by $(*)$. Let $X$ be the complex plane and let $a_0(t)$ be the functions of real argument which are equal to 1 identically, $a_i(t) = 1$ for all $t$ and $i < k$. Let as in (1.9)

$$
\Psi^{(\alpha)} = \Psi^{(\alpha)} (D_k, X^p).
$$

The transformation $b(\eta(D^p x)) = T_{x}$, where $d x \in r(\Psi^{(\alpha)} / \Gamma_{x})$, induces a simple homomorphism of $\Psi^{(\alpha)} / \Gamma_{x}$ onto $D_k$. By virtue of a result of König [4] the kernel of $(h)$ is the minimal ideal of $\Psi^{(\alpha)} / \Gamma_{x}$ and thus $(h)$ is an isomorphism. Therefore we can identify $\Psi^{(\alpha)} / \Gamma_{x}$ with $D_k$ and we shall name each of the operator-systems $\Psi^{(\alpha)} / \Gamma_{x}$, where $X$ is an arbitrary linear space, a **distributional operator-system**.

As the next step we show that, if $X$ is the complex plane, then for $a_0(t) = 1$ and $k = 1$, $r(\Psi^{(\alpha)} / \Gamma_{x})$ (we omit the index $a$, see (1.12)) has a non-trivial common part with the field of operators of Mikusiński [5]. This common part consists of all the operators of the form $a(t)^{n+1}$, where $a$ is an arbitrary complex valued continuous function on $(0, +\infty)$, $l = (1)$, i.e., $l$ is the function which is equal to 1 identically, and

$$
\begin{align*}
ht(t) &= \begin{cases} 
1 & \text{for } t \geq \lambda, \\
0 & \text{for } t < \lambda.
\end{cases}
\end{align*}
$$

The quotient $l_0 / a_l$ can be interpreted as a translation of $a$, i.e., the function

$$
\begin{align*}
b(t) &= \begin{cases} 
0 & \text{for } t < -\lambda, \\
a(t + \lambda) & \text{for } t \geq -\lambda.
\end{cases}
\end{align*}
$$

Let $D^n$ be the linear space that consists of all the quotients of the form $b / L$, where $b$ is a continuous function on $(-\infty, +\infty)$ with a carrier bounded from the left.

We denote by $C$ the algebraically closed linear map-system that consists of the whole field of Mikusiński's operators considered as a linear space $C$ and the semigroup of all the operators of the form $1 / f \in C$. The usual multiplication in $C$, i.e., that generated by the convolution, is taken as the composition.

Let

$$
h(t) = D^n x
$$

be a mapping where $x$ is a continuous function with a carrier bounded from the left, and $1 / f \in D^n$. This mapping induces a simple isomorphism of $C / \Gamma_{x}$ into $C / \Gamma_{y}$, where $y(x)$, $y(x)$ is bounded from the left, can be treated as one-dimensional distributions with carriers bounded from the left. The chief difference between the linear space of Schwartz distributions and the field of Mikusiński's operators is that the operator-system determined by the latter has a one-to-one composition, whereas the former generates an operator-system with the composition which is of the many-to-one type. Therefore, in the general case, the operator-systems $\Psi^{(\alpha)} / \Gamma_{x}$ and $\Psi^{(\alpha)} / \Gamma_{y}$ are called **operational** (see (3.3)-(3.4))

The operational operator-systems $\Psi^{(\alpha)} / \Gamma_{x}$ and $\Psi^{(\alpha)} / \Gamma_{y}$ are very similar. However they are quite different in relation to $\Psi^{(\alpha)} / \Gamma_{z}$. In fact, the simple homomorphism (h) defined in (3.3) does not imbed $\Psi^{(\alpha)} / \Gamma_{x}$ into $\Psi^{(\alpha)} / \Gamma_{y}$ isomorphically, while on the other hand $\Psi^{(\alpha)} / \Gamma_{z}$ contains $\Psi^{(\alpha)} / \Gamma_{y}$ as a proper subsystem. The periodic distributions can be obtained in the way determined by (3.5) for $a_0(t) = 1$.

The extension (3.5) is the minimal extension and, as will be shown later in the section on general map-systems, the operator-system yielded by (3.5) can be obtained as a quotient map-system of $\Psi^{(\alpha)} / \Gamma_{x}$ and its minimal ideal.

Now let us consider the operator-systems $\Psi^{(\alpha)} / \Gamma_{x}$ and $\Psi^{(\alpha)} / \Gamma_{y}$.

It can easily be seen that the elements of $r(\Psi^{(\alpha)} / \Gamma_{x})$ as well as $r(\Psi^{(\alpha)} / \Gamma_{y})$ are either like Schwartz distributions or like Mikusiński's operators, according to the variable chosen. That is why we shall call them briefly the **mixed operator-systems**.

**Proof of the Fundamental Theorem.** We notice at first that every linear operator system can be considered as an ordinary operator-system with an extended semigroup of operators by joining the operators of multiplication by scalars different from zero. The Fundamental Theorem proved for such an operator-system can immediately be transposed on the corresponding linear operator-system.

Hence it is sufficient to prove the Fundamental Theorem only for an ordinary operator-system.
Let $\mathfrak{A} = (S, X)$ be an operator-system and $\mathfrak{I}$ an ideal of $\mathfrak{A}$. We introduce in the set-theoretical product $S \times X$ a relation of equivalence as follows:

$$(A, x) = (B, y)$$

if and only if there are $A', B' \in S$ and $u, v, \in X$ such that

$$x = A'u, \quad y = B'v, \quad A \cong AA' = BB', \quad u - v \in \mathfrak{I}(D).$$

Let $(A, x) = (B, y)$ and $(B, y) = (C, z)$. Then there are $A', B', C' \in S$ and $u, v, w, s \in X$ such that

$$x = A'u, \quad y = B'v, \quad C \cong CC' = CC', \quad w - s \in \mathfrak{I}(E).$$

and

$$z = C's, \quad B \cong BB' = CC', \quad w - s \in \mathfrak{I}(E).$$

Let

$$x = (A'E)u', \quad y = (B'D)v', \quad y = (C'D)s'.$$

Then

$$A(EE'u' - u) = 0, \quad A \cong CC' \subset \mathfrak{I}(D),$$

$$B(B'E'v' - v) = 0, \quad B \cong CC' \subset \mathfrak{I}(D),$$

and hence

$$B'((Dw' - w)v) = 0, \quad D \cong CC' \subset \mathfrak{I}(D),$$

and further

$$E(w' - v' - (w - v) \in \mathfrak{I}(D), \quad D(w' - v' - (w - v) \in \mathfrak{I}(E).$$

Thus

$$(w' - v') \in \mathfrak{I}(ED), \quad (w' - v') \in \mathfrak{I}(ED),$$

and hence

$$(w' - v') \in \mathfrak{I}(ED), \quad (w' - v') \in \mathfrak{I}(ED).$$

Since $B'B'(w' - v') = 0$ and $BB'B'(w' - v') = 0$ and $w' - v' \in \mathfrak{I}(B'B'B') \subset \mathfrak{I}(D).$

Therefore we obtain

$$w' - v' \in \mathfrak{I}(ED).$$

Since

$$x = (A'E)u' \quad \text{and} \quad z = (C'D)s',$$

and

$$A(A'E) = C(C'D) = ED,$$

we finally have

$$(A, x) = (C, z).$$

And so the relation $=\,$ is transitive. Clearly it is also reflexive and symmetric.

**Lemma.** 1. If $(C, x) = (C', x')$ and $(C', y) = (C', y')$ then $(C, x + y) = (C', x + y')$.

2. If $(C, x + z) = (C, z + y)$, then $(C, x) = (C, y)$.

**Proof.** 1. There are $C'', C', D'', D' \in S$ and $u, v, w, s \in X$ such that

$$x = C'u, \quad y = (AD')s, \quad x' = C''u', \quad y' = (AD'')s'.$$

Then

$$C''(Bu - u) = 0, \quad C''(Bu - u) = 0, \quad D''(As - s) = 0, \quad D''(As - s) = 0,$$

and thus

$$Bu - u \in \mathfrak{I}(C'), \quad Bu - u \in \mathfrak{I}(C'), \quad As - s \in \mathfrak{I}(B), \quad As - s \in \mathfrak{I}(B),$$

which yields

$$Bu - u \in \mathfrak{I}(C'), \quad Bu - u \in \mathfrak{I}(C'), \quad As - s \in \mathfrak{I}(B), \quad As - s \in \mathfrak{I}(B).$$

Since $u - u' \in \mathfrak{I}(A)$ and $v - v' \in \mathfrak{I}(B)$, it follows that

$$w = w' \in \mathfrak{I}(AB), \quad s = s' \in \mathfrak{I}(AB).$$

Hence

$$w + s - (w + s) \in \mathfrak{I}(AB).$$

If $B \cong BC'' = AD'$ and $E \cong BC'' = AD''$ then

$$x + y = E(w + s), \quad x' + y' = E'(w' + s'),$$

and $(w + s) - (w + s') \in \mathfrak{I}(AB)$ where $AB = BE = E'C$. Hence $(C, x + y) = (C', x' + y')$.
The theory of extensions of map-systems

The natural homomorphism of \( \mathbb{M} \) into \( \mathbb{M}/3 \) is defined as follows:

\[
\bar{x} := \bar{x} \quad \text{for} \quad x \in X.
\]

The function \( \mathbb{S}^M \) where \( \mathbb{S}^M(A) = \{ x : x \in A \} \) is the minimal ideal of \( \mathbb{M}/3 \)

\[
\overline{\mathbb{S}}^{-1}\mathbb{S}^M := \{ x : x \in \mathbb{S}^M(A) \} = \{ x : x \in \mathbb{S}(A) \} = \{ x : x \in \mathbb{M}/3 \} = \mathbb{M}/3.
\]

Thus the first part of the Fundamental Theorem is proved. Now we are going to prove the second part. Let us assume that the condition of the second part of the Fundamental Theorem is fulfilled, i.e. that \( X \subset S^{-1}Y \). If

\[
A(h' x) = B(h' y)
\]

for \( A, B \in S' \) and \( x, y \in \mathbb{M}/3 \), then

\[
(A B)(h' x) = 0
\]

where \( x = Bx, y = Ay \), and \( u + v \in \mathbb{S}(A) \subset \mathbb{S}(A) \mathbb{S}(B) \). Hence

\[
(A B)(h' x) = 0 \quad \text{or} \quad H(A B)(h' x) = 0.
\]

Thus

\[
(h A B)(h' x) = (h A B)(h' x)
\]

and since \( x = Bx \) and \( y = Ay \),

\[
(h A B)(h' x) = (h A B)(h' x)
\]

Then we can define \( h \) as follows:

\[
h' z = (h A B)(h' x) \quad \text{in} \quad \mathbb{S}^M Z, \quad \text{where} \quad h = A(h' x) \mathbb{S}^M Z.
\]

Since \( h' \) is almost onto, \( h^* \) is defined on the whole \( \mathbb{M}/3 \). If \( z_i, z_j \in \mathbb{M}/3 \) then there are \( A \in \mathbb{M}/3 \) and \( x_i, x_\lambda \in \mathbb{M}/3 \) such that

\[
\bar{z}_i = A(h' x_i) \quad \text{and} \quad \bar{z}_j = A(h' x_j)
\]

and

\[
h^*(\bar{z}_i) = (h A B)(h' x_i) \quad \text{and} \quad h^*(\bar{z}_j) = (h A B)(h' x_j) = h^* z_i + h^* z_j.
\]

Thus \( h^* \) is a homomorphism. We set

\[
\mathbb{S} = \{ h A \mid A \in S \}
\]

where \( \mathbb{S} \) is simple if and only if \( \mathbb{S} \) is simple. If \( A \in \mathbb{M}/3 \) then there are \( B \in \mathbb{M}/3 \) and \( x \in \mathbb{M}/3 \) such that

\[
(x B x) = 0
\]

(19) In the sequel we will always write \( \mathbb{M}/3 \) instead of \( \mathbb{M}/3 \).
Hence
\[ H^*(A) = H(A'B)(h'k'x) = (HA)(HB)(h'k'x) \]
\[ = (HA')(HB')(h'k'x) = (A'H')(B'H'). \]

Therefore \( S^* \) is a homomorphism of \( W'/S' \) into \( W''/S''. \)

Clearly \( S^* \) satisfies condition (**).

Conversely, let \( S^* \) be an arbitrary homomorphism of \( W'/S' \) into \( W''/S'' \) satisfying the condition (**), and hence of the second part of the Fundamental Theorem.

Clearly \( H'A = HA \) for all \( A \in W' \). If \( x \in S'(A) \), then \( A(h'k') = 0 \).

Hence
\[ 0 = H^*A(h'k') = (A'A)(h'k'x) = (HA)(h'k'x) = (HA)(h'k'x), \]
and then
\[ h'k'x = 0 \text{ or } x \in S'(HA). \]

And thus (**') holds.

Now let \( S^* = (H, h') \) and \( S^*_f = (H, h'_f) \) be homomorphisms which both satisfy the condition (**'). Then for arbitrary \( x \in W' \) we have
\[ h'k'x = h'_f k'x. \]

Since for each \( x \in W'/S' \) there are \( A \in W' \) and \( x \in W' \) such that 
\[ x = A(h'k'), \]
we have
\[ h'k'x = hA'H'A(h'k'). \]

Hence
\[ S^* = S^*_f. \]

If \( S \) maps almost onto, then \( S^* \) maps \( W'/S' \) onto \( W''/S'' \). In fact let 
\[ x = A'(h'k'). \]

Then \( x' = (HA')(h'h'k') \)
\[ = (HA')(h'h'k'), \]
and so \( S^* \) is a mapping onto.

Finally, we notice that \( S' \subseteq S'' \) if and only if \( h^* \) is one-to-one.

In fact, let \( x \in W'/S' \). Then there are \( A \in W' \) and \( x \in W' \) such that
\[ x = A(h'k'). \]