Доказательство. На основании (13) доказательство, как легко видеть, сводится к доказательству равенства:

(14) \[ b_d (A \cup B) = b_d (A) + b_d (B). \]

Из \[ \dim A \wedge B < n - 2 \] следует (см. [4], стр. 88), что если \( f \in S^d_{U,B} \), \( f|A \rightarrow 1, f|B \rightarrow 1, \), то \( f \cdot 1 \) т. е. \( P_d (A, B) = 0 \), \( \{ p, (A, B) = 0 \} \). С другой стороны, предположение \( \dim A \wedge B < n - 2 \) влечет за собой, что нижнее \( f \in S^d_{U,B} \) на \( A \wedge B \) невозможно (см. [4], стр. 124), а отсюда следует равенство групп:

\[ B_d (A \wedge B) = B_d (A) \wedge B_d (B), \]

а значит и равенства:

\[ b_d (A \wedge B) = b_d (A) + b_d (B). \]

Отсюда в силу теоремы 2 следует равенство (14) и теорема Фрагмена-Брауэра тем самым доказана.
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On symmetric products

by

R. Molski (Warszawa)

1. Symmetric products. If \( M \) is a metric space, \( S^d M \) denotes the space of all closed, bounded and non-empty sets \( E \times \times X \) metrized by the formula

\[ q (E_1, E_2) = \max \{ \sup_{x \times E_1} q (x, E_1), \sup_{x \times E_2} q (x, E_2) \}. \]

Let \( E_1, E_2, \ldots, E_n \) be bounded and non-empty subsets of \( M \). By the symmetric product ([1] and [2]) of the sets \( E_1, \ldots, E_n \), we understand the subset \( E_1 \times \times \times E_n \) of \( S^d M \) composed of all sets \( \{ x_1, x_2, \ldots, x_n \} \) with \( x_i \in E_i \), for \( i = 1, 2, \ldots, n \). In case \( E_1 = \ldots = E_n = E \) the product \( E_1 \times \times \times E_n \) is called the \( n \)-th symmetric power of \( E \) and denoted by \( E^{(n)} \).

If \( U \) is a neighbourhood of \( x_i \) in \( E_i \) (\( i = 1, \ldots, n \)), then the set of all \( \{ x_1, x_2, \ldots, x_n \} \) of \( E_1 \times \times \times E_n \) such that \( U \cap \{ x_1, x_2, \ldots, x_n \} \neq \emptyset \) for \( i = 1, 2, \ldots, n \) is a neighbourhood of \( \{ x_1, \ldots, x_n \} \) in \( E_1 \times \times \times E_n \).

In the case, where \( E_i \) are disjoint sets, the symmetric product is identical with the Cartesian product.

Evidently, if \( h \) is a homeomorphism mapping \( M \) onto another space \( h (M) \), then the symmetric product \( E_1 \times \times \times E_n \) is homeomorphic with the symmetric product \( h (E_1) \times \times \times h (E_n) \).

Let \( Q_4 \) denote the \( m \)-dimensional Euclidean cube. It is known (cf. [2]), that for \( n = 1, 2, 3, Q_4 \) (i.e., the \( n \)-th symmetric power of the segment) is homeomorphic with \( Q_n \), but, for \( n > 4 \), \( Q_4 \) is not homeomorphic with any subset of the Euclidean space \( \mathbb{R}^d \). In this note it is shown that \( Q_4 \) is homeomorphic with \( Q_n \), but, for \( n > 3 \), \( Q_4 \) and \( Q_4^n \) are not homeomorphic with any subset of \( \mathbb{R}^d \).

2. An elementary lemma. We need the following

LEMMA. The set \( P \) of all points \( p \) lying in the Euclidean 4-space \( \mathbb{R}^4 \) and having the form

\[ p = (x_1, \ldots, x_4) \]

\[ p = (x_1, \ldots, x_4) \]

where \( x_i \) are integers, \( 0 \leq x_i \leq 2 \), and \( x_1 + x_2 + x_3 + x_4 = 2 \).

We denote by \( \{ x_1, \ldots, x_n \} \) the set composed of the elements \( x_1, \ldots, x_n \), and we denote by \( \{ x_1, \ldots, x_n \} \) the ordered system \( x_1, \ldots, x_n \).
3. Symmetric square of a 2-dimensional element. Using the last lemma we are able to prove the following

**Theorem 1.** The symmetric square of a 2-dimensional element is a 4-dimensional element.

**Proof.** Consider a system of polar coordinates \( r, \psi \) in the Euclidean plane and let \( Q_1 \) denote the disk defined by the inequality \( r < 1 \). Let \( p, q \) be two points of \( Q_2 \) and let

\[
\kappa = (r \cos \psi, r \sin \psi)
\]

be the centre of the segment \( pq \). Let \( \varphi, 0 < \varphi < \pi \), denote, for \( p = q \), the positive rotation angle from the axis \( \psi = 0 \) to the straight line \( L_{pq} \) joining \( p \) and \( q \), and let \( \alpha_{pq}, \beta_{pq} \) be the points of intersection of \( L_{pq} \) with the boundary of \( Q_2 \). Let

\[
d_{pq} = \frac{1}{2} \left[ |q(s, \alpha_{pq})| + |q(s, \alpha_{pq}) - e(s, \beta_{pq})| \right],
\]

\[
u = e(p, s) = e(q, s),
\]

\( \alpha_{pq} \) being the smaller of the numbers \( q(s, \alpha_{pq}) \) and \( q(s, \alpha_{pq}) \). From the definition of \( d_{pq} \) we have \( 0 < \nu < d_{pq} \), and observing that the distance from the point \( s \) to the boundary of \( Q_2 \) is \( \nu < 1 \), we have \( 1 - \nu < d_{pq} \). Setting, for every \( p, q \in Q_2 \),

\[
\Phi(p, q) = \begin{cases} 
(r \sin \psi, r \sin \psi, \frac{u(1-r)}{d_{pq}} \cos 2\varphi, \frac{u(1-r)}{d_{pq}} \sin 2\varphi) & \text{if } p \neq q, \\
(r \sin \psi, r \sin \psi, 0, 0) & \text{if } p = q,
\end{cases}
\]

we can easily see that \( \Phi \) is a 1-1 transformation of the symmetric square \( Q_2^2 \) onto a subset \( F \) of the Euclidean 4-space \( P^n \), composed of all points of the form \( (r \sin \psi, r \sin \psi, t \sin \omega, t \sin \omega) \) with \( 0 < t < 1 \), \( 0 < \psi < \pi \), \( 0 < \omega < 2\pi \), \( 0 < \omega < 2\pi \), is homeomorphic with the Cartesian product of two 2-dimensional elements. Setting

\[
\lambda(q \cos \psi, q \sin \psi, t \cos \omega, t \sin \omega) = (q \cos \psi, q \sin \psi, t \cos \omega, t \sin \omega),
\]

for every point \( (q \cos \psi, q \sin \psi, t \cos \omega, t \sin \omega) \) we obtain a homeomorphic mapping \( P \) onto \( Q \). Thus the proof of the lemma is finished.

Let us observe that the boundary of the set \( P \), i.e., a set homeomorphic with a 3-dimensional sphere, is composed of the elements of the form

\[
(q \cos \psi, q \sin \psi, (1-q) \cos \omega, (1-q) \sin \omega).
\]

---

1) By an \( n \)-dimensional element we understand every set homeomorphic with an \( n \)-dimensional Euclidean cube.
Let us observe that the boundary of \( Q^0_{\alpha} \), i.e., the set of points which is mapped by \( \Phi \) on the set of points of the form (3), is composed of the points \( (p,q) \) for which \( u = \theta_m \), i.e., for which at least one of the points \( p, q \) lies on the boundary of \( Q_x \). It follows that the symmetric square of an open 2-dimensional element is an open 4-dimensional element and we obtain the following

**Corollary.** The symmetric square of a closed 2-dimensional manifold is a closed 4-dimensional manifold.

**Theorem 2.** For \( n > 3 \), \( Q^0_{\alpha} \) is not homeomorphic with any subset of \( \mathbb{R}^2 \).

**Proof.** Let \( Q_{\alpha} \) denote the disk defined in the Euclidean plane by the inequality \( x^2 + y^2 < 1 \). Let \( U_1, U_2, ..., U_n \) be disjoint disks in \( Q_{\alpha} \) with centres at the points \( z^i = (0, (i - 1)(n - 1)) \) and the radius \( r_i = 1/3(n - 1) \).

Let us consider the subset \( W \) of \( Q_{\alpha}^0 \) defined by the formula

\[
W = \bigcup_{i=1}^{n} z^i \in U_{i+1} \cap W \cap U_{i+1}.
\]

Setting for every \( (x_1, ..., x_n) \in W \)

\[
g(x_1, ..., x_n) = (x_1, ..., x_{n-1}, \Phi(x_{n-1}, x_n)),
\]

where \( \Phi \) is the homeomorphism mapping \( U_{i+1}^0 \) onto the 4-dimensional element defined in theorem 1, we can easily see that \( g \) is a homeomorphism mapping \( W \) onto a 2n-dimensional element. The point \( \Phi(x_{n-1}, x_n) \) is an inner point of \( \Phi(U_{i+1}^0) \). It follows that the point

\[
g(x_1, x_2, ..., x_{n-1}, x_n)
\]

is an inner point of \( g(W) \). Now, let \( h \) be a homeomorphism mapping \( Q_{\alpha}^0 \) onto a subset of \( \mathbb{R}^{2n} \). Applying Brouwer’s theorem on the invariance of region in \( \mathbb{R}^{2n} \) (cf. [3]), we conclude that the point \( h(x_1, x_2, ..., x_{n-1}, x_n) \) is an inner point of \( h(W) \). Now let us consider the sequence \( \{p_k\} \) of points from the set \( Q_{\alpha}^0 \):

\[
p_k = \left( \sum_{i=1}^{n} z^i, \frac{1}{k} \sum_{i=1}^{n} x^i \right).
\]

We have \( p_k \in W \), and

\[
\lim_{k \to \infty} p_k = \left( \frac{1}{k} \sum_{i=1}^{n} x^i \right).
\]

Further \( h(p_k) \in \mathbb{R}^{2n} - h(W) \) and

\[
\lim_{k \to \infty} h(p_k) = h(x_1, x_2, ..., x_{n-1}, x_n),
\]

which is impossible since \( h(x_1, x_2, ..., x_{n-1}) = h(x_1, x_2, ..., x_{n-1}, x_n) \) is an inner point of \( h(W) \). This proves the theorem.

**4. Symmetric square of an \( n \)-element.** Let us prove the following

**Theorem 3.** For \( n > 3 \) the symmetric square of an \( n \)-element is not homeomorphic with any subset of the Euclidean space \( \mathbb{R}^n \).

We shall use the notions of homology theory and the theory of intersections of closed manifolds. The basic group used for homologies will be the cyclic group of order two.

With each closed manifold \( M_k \) we can associate a ring \( R(M_k) \). The commutative group of this ring is the direct sum of Betti groups of different dimensions. The product of a \( p \)-cycle and a \( q \)-cycle is a \( (p + q - n) \)-cycle defined as their intersection (see for instance [5], p. 205-206). Our proof is based on the following theorem proved by H. Hopf ([4], p. 173):

A necessary condition that the \( k \)-dimensional closed manifold \( M_k \) might be imbedded in the \((k+1)\)-dimensional Euclidean space \( \mathbb{R}^{k+1} \) is that the direct sum of their Betti groups mod 2 of different dimensions except zero be a direct sum of two subrings, \( R_k(M_k) \) and \( R_k(M_k) \) of \( R(M_k) \). (That means that the product in this rings is defined as an intersection).

We use this theorem in the proof of the following lemma (this proof exactly follows the route taken by Hopf in the case of projective spaces):

**Lemma.** The Cartesian product \( M_{m-1} = S^r \times P^{m-1} \) of the \( n \)-dimensional sphere \( S^r \) and the \((n - 1)\)-dimensional projective space \( P^{m-1} \) cannot be imbedded in the \( 2n \)-dimensional Euclidean space \( \mathbb{R}^{2n} \).

**Proof.** \( M_{m-1} \) is a \((2n - 1)\)-dimensional closed manifold. By the Künneth formula (cf. [5], p. 141) the homological structure of \( M_{m-1} \) is as follows: in each dimension the Betti basis consist of exactly one element. The element of the \( (n - 1) \)-dimension is the unit of the ring \( R(M_{m-1}) \). Let \( z \) denote a \((2n - 2)\)-element. It is easy to show that for every \( r \) the power \( z^r \) is the \((2n - r - 1)\)-element. If \( n > 1 \), then \( z \) has a positive dimension. Suppose that \( M_{m-1} \) can be imbedded in \( \mathbb{R}^{2n} \). From Hopf’s theorem it follows that \( z \) belongs to one of the two rings, \( R_z(M_{m-1}) \) and \( R_z(M_{m-1}) \), for instance to \( R_z(M_{m-1}) \). The ring \( R_z(M_{m-1}) \) contains with \( z \) every power of \( z \), in particular \( z^{m-1} \), which is a zero-dimensional element, in contradiction to the fact that \( R_z(M_{m-1}) \) contains only elements of positive dimension. Thus the proof of the lemma is finished.

**Proof of theorem 3.** Let \( Q \) be an \( n \)-dimensional ball with radius 1 lying in the Euclidean \( n \)-space \( \mathbb{R}^n \) and let \( Q_{\alpha} \) denote the concentric \( n \)-dimensional ball with radius \( \frac{1}{2} \). Consider the compact subset \( Z \) of \( Q_{\alpha}^0 \) composed of all points \((p,q)\) such that

\[
\frac{1}{2} < q(p,q) < \frac{1}{2}.
\]
and

(5) the centre $s$ of the segment $\overline{pq}$ belongs to $Q_0$.

It follows by (4) that for every point $(p,q) \in Z$ there exists exactly one straight line $L_{pq}$ passing through $p$ and $q$. Let

$$\Psi(p,q) = (s,4([p,q] - [s]),L_{pq})$$

for every $(p,q) \in Z$.

Evidently $\Psi$ is a 1-1 transformation of the set $Z$ onto the set of all systems $(s,4([p,q] - [s]),L_{pq})$. Since for every $s \in Q_0$ the straight lines $L \subset R^n$ passing through $s$ constitute a space homeomorphic with the $(n-1)$-dimensional projective space $P^{n-1}$ and $s$, $4([p,q] - [s])$ and $L_{pq}$ depend continuously on $(p,q)$, we infer that $\Psi$ maps $Z$ topologically onto the Cartesian product $Q_0 \times (0;1) \times P^{n-1}$. Since $Q_0 \times (0;1)$ is an $(n+1)$-dimensional element, we conclude that $Z \subset Q^{0\times (n+1)}$ contains topologically the Cartesian product $S^n \times P^{n-1}$ of the $n$-dimensional sphere $S^n$ and the $(n-1)$-dimensional projective space $P^{n-1}$. By the lemma $S^n \times P^{n-1}$ and consequently also $Q^{0\times (n+1)}$ are not homeomorphic with any subset of $R^{2n}$, which concludes the proof.
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On homotopically stable points and product spaces

by

Yukihiro Kodama (Tokyo)

§ 1. Introduction

Let $X$ be a topological space. A point $x_0$ of $X$ is called homotopically labile in $X$ whenever for every neighbourhood $U$ of $x_0$, there exists a continuous transformation $f(x,t)$ which is defined in the Cartesian product $X \times I$ of $X$ and of the closed interval $I = (0,1)$ and which satisfies the following conditions:

1. $f(x,t) \in X$ for every $(x,t) \in X \times I$
2. $f(x,0) = x$ for every $x \in X$
3. $f(x,t) = x$ for every $(x,t) \in (X-U) \times I$
4. $f(x,t) \in U$ for every $(x,t) \in U \times I$
5. $f(x,1) \neq x_0$ for every $x \in X$

A point $x_0$ of $X$ is called homotopically stable if it is not homotopically labile. K. Borsuk and J. W. Jaworowski [5] introduced this notion and studied the various properties of labile and stable points.

In this paper, we shall study first a certain characteristic property of homotopically labile points in ANR's for metric spaces. This shows that "homotopical stability" is equivalent to "$n$-homotopical stability for some integer $n$". The main theorem, which states that the homotopical lability or stability of a point in a product space is determined by the local connectivity groups at that point)1), is proved in § 4. This theorem gives a generalization of H. Noguchi's theorem [21] to the case of ANR.

Let $X$ and $Y$ be two topological spaces. The equality $\dim X \times Y = \dim X + \dim Y$ does not generally hold; for example, K. Borsuk [4] has proved that there exist 2-dimensional Cantor manifolds whose Cartesian product has dimension three. In § 5 we shall show that this equality holds in the following two cases:

1) For these definitions, see §§ 2 and 4.