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Introduction

In 1937 Banach and Mazur proposed a definition of computable functionals and computable real functions. This definition is synthetic in a certain sense. On the other hand, it is very natural to give an inductive definition of computable functionals, analogous to the inductive definition of the class of computable (general recursive) functions in the arithmetic of integers. Such a definition is considered in this paper. I prove some general properties and indicate some applications to the analysis. An other notion of computable functional was introduced by Kleene in [5].

§ 1 contains the definitions and some general remarks, in § 2 I prove some properties used in §§ 3 and 4. The aim of this paper is to prove the Uniformity Theorem contained in § 3. In § 4 I establish some consequences of the Uniformity Theorem in the computable analysis, i.e. the theorems stating that: the computable real functions are uniformly computable continuous in any segment, the maxima are computable numbers and the converse function to the one-one computable function is computable.

§ 1. Definition

The notion of computable functionals will be introduced by means of an inductive definition. Let \( N \) be the set of natural numbers (non-negative integers). Let \( \mathfrak{G} \) be the set of functions of one argument, defined

over the set \( N \) and assuming the values of \( N \). We shall consider the functionals

\[
\Phi(f_1, \ldots, f_n)(x_1, \ldots, x_k) = y
\]

on \( n \) arguments of the class \( \mathfrak{G} \) and \( k \) arguments of the class \( N \) assuming the values of the class \( N \). The class \( \mathcal{K} \) of computable functionals is the least class of functionals of this type that satisfies the following conditions:

A. \( \mathcal{K} \) contains as the initial functionals
1. the identity functional

\[
\mathsf{U}(x) = x,
\]

2. the constant functionals

\[
\begin{align*}
\mathsf{f}(x, y) &= x - y = \begin{cases} x - y & \text{if } x > y, \\
0 & \text{if } x = y.
\end{cases} \\
\mathsf{T}(x, y) &= x + y,
\end{align*}
\]

\[
\mathsf{S}(x) = 2^{x}.
\]

B. \( \mathcal{K} \) is closed under the following operations:
1. The operation of substitution. If \( \Phi, \psi \in \mathcal{K} \) and

\[
\begin{align*}
\chi \upharpoonright \{ f_1, \ldots, f_n \} \times \{ x_1, \ldots, x_k \} & = \Phi \upharpoonright \{ f_1, \ldots, f_n \} \\
\Phi \upharpoonright \{ f_1, \ldots, f_n \} \times \{ \psi \} & = \psi \upharpoonright \{ f_1, \ldots, f_n \} \\
\Phi \upharpoonright \{ f_1, \ldots, f_n \} \times \{ \mathsf{U} \} & = \Phi \upharpoonright \{ f_1, \ldots, f_n \} \times \mathsf{U}
\end{align*}
\]

then \( \chi \in \mathcal{K} \).

2. The operation of identification of the variables representing numbers and representing functionals. If \( \psi \in \mathcal{K} \) and

\[
\begin{align*}
\psi(x_1, \ldots, x_k) & = \Phi(x_1, \ldots, y_1, \ldots, y_n) \\
\chi(x_1, \ldots, x_k) & = \Phi(x_1, \ldots, y_1, \ldots, y_n)
\end{align*}
\]

then \( \psi, \chi \in \mathcal{K} \).

3. The operation of effective minimum. If \( \Phi \in \mathcal{K} \) and the following condition is satisfied:

\[
\prod_{f_1, \ldots, f_n} \prod_{n \in N} \prod_{m \in N} \sum_{x \in N} \Phi(f_1, \ldots, f_n)(x, n_1, \ldots, n_k) = 0
\]

then to the class \( \mathcal{K} \) belongs the functional \( \Psi \) defined as follows:

\[
\begin{align*}
\Psi(f_1, \ldots, f_n)(y_1, \ldots, y_k) & = \{ ax \mid \Phi(f_1, \ldots, f_n)(ax, n_1, \ldots, n_k) = 0 \}
\end{align*}
\]

\( f_1, \ldots, f_n \) is an abbreviation of \( f_1, \ldots, f_n \) and \( x \) is an abbreviation of \( x_1, \ldots, x_k \), etc.

\footnote{For the sake of formal convenience in the formulation of some theorems we shall often write the function arguments in different parentheses instead of those used for the number-arguments. Cf. properties 6 and 12 in § 2. To shorten the notation we shall often use gothic characters as abbreviations of complex of variables. If \( \Omega \) is an abbreviation of \( \Omega_1, \ldots, \Omega_n \) then \( \Omega \) is an abbreviation of \( \Omega_1, \ldots, \Omega_n \).}
where
\[(\mu \alpha)[A(f,\ldots,u,\ldots,x)]\begin{cases} \text{the smallest } \alpha \in \mathbb{N} \text{ such that } A(f,\ldots,u,\ldots,x) \\
\quad \text{if such an } \alpha \text{ exists,} \\
\quad \text{0 if there are no such } \alpha \text{ that } A(f,\ldots,u,\ldots,x).\end{cases}\]

The second possibility is excluded by condition (1). Hence condition (1) will be called the condition of effectiveness of the operation of minimum.

If we cancel in this definition the condition of effectiveness of the minimum operation, we obtain the definition of the class of elementary definable functionals (see [2]). Hence all computable functionals are elementary definable.

Similarly by means of operations 1-3 we can define the class of computable functionals of any higher type. The operation of identifying the variables must be extended to the higher types of variables.

The extension of the notion of computability to a higher type has several applications. We shall mention some of them.

a. The extension of the notion of recursive realizability to the higher types. S. C. Kleene and D. Nelson have introduced the concept of realizability of an elementary formula \(\beta\). This concept can be extended to the set of all formulae of the simple theory of types. Hence some theorems concerning the intuitionistic elementary number theory can be extended to the intuitionistic number theory containing the simple theory of types.

b. The classification of the elementary definable sets of integers can be extended to the sets of higher types \(\beta\). The definitions are analogous. For example a set of functions \(A\) is recursively denumerable if there exists a functional \(\Phi \in \mathcal{K}\) such that
\[f \in A \iff \sum_{\alpha \in \mathbb{N}} \Phi(f)(x) = 0.\]

A set or a relation is computable if there exists a functional \(\Phi \in \mathcal{K}\) such that
\[A(f) = \Phi(f) = 0 \quad \text{or} \quad \Phi(f, g, x, y, \ldots, z) = 0.\]

It is evident that the class of computable sets constitutes the Boolean field of sets:

\[(a = 0 \quad \text{and} \quad b = 0) \iff \mathbf{T}(a, \mathbf{T}[-(a, b), b]) = 0, \quad (a \neq 0) \iff (0^b = 0).\]

The classes of sets of higher degrees constitute rings of sets \(\beta\). The proofs of all properties are the same as in the case of the sets of integers. E. g.

\[\text{if the set } A \text{ and its complement } -A \text{ are recursively denumerable, then the set } A \text{ is computable \(\delta\). Indeed if}\]
\[f \in A = \sum_{\alpha \in \mathbb{N}} \Phi(f)(x) = 0, \quad f \notin A = \sum_{\alpha \in \mathbb{N}} \Psi(f)(x) = 0,\]

i. e. the following condition is satisfied:
\[\forall x \exists \alpha \exists \beta (\Phi(f)(x) = 0 \lor \Psi(f)(x) = 0)\]

(this is the condition of effectiveness of minimum), then the functional
\[\chi(f) = (\mu \alpha)[\Phi(f)(x) = 0 \lor \Psi(f)(x) = 0]\]

is computable and the set \(A\) is also computable because
\[f \in A = \Phi(f)(\chi(f)) = 0.\]

c. It is possible to define the subclasses of the class \(\mathcal{K}\) in the same way as the well known subclasses of the class of computable functions.

E. g. the class \(\mathcal{R}\) of primitive recursive functionals is the smallest class of functionals that contains the same initial functionals as the class \(\mathcal{K}\) and is closed under the operations: 1. of substitution, 2. of identification of the function and number variables, 3. of simple induction: i. e. if \(\Phi, \Psi \in \mathcal{R}\) and
\[\chi(f)(0, y) = \Phi(f)(y), \quad \chi(f)(x+1, y) = \Psi[f, \chi(f)(x, y)]\]

then \(\chi \in \mathcal{R}\). The class \(\mathcal{C}\) of elementary recursive functionals is the smallest class of functionals that contains the same initial functionals as the class \(\mathcal{K}\) and is closed under the operations: 1. of substitution, 2. of identification of function and number variables, 3. of limited induction: i. e. if \(\Phi, \Psi, \chi \in \mathcal{R}\) and
\[\chi(f)(0, y) = \Phi(f)(y), \quad \chi(f)(x+1, y) = \Psi(f, \chi(f)(x, y), \chi(f)(x, y))\]

then \(\chi \in \mathcal{C}\). The class \(\mathcal{G}\) of functionals is the smallest class of functionals that contains the same initial functionals as the class \(\mathcal{K}\) excepting the functional \(\mathbf{T}(x, y) = y\), and closed under the same operations as the class of elementary recursive functionals (cf. [1]).

\textit{()} \textit{It is the theorem proved by Kleene for the set of integers (see [3]), and by Post [12].}
It is evident that $G \subseteq \mathcal{C}$ and $C \subseteq \mathcal{R}$. The proof that $\mathcal{R} \subseteq \mathcal{K}$ is the same as for the computable functions. We shall show some properties of these classes in the sequel.

d. The applications to computable analysis will be considered in some detail in the following sections.

§ 2. Basic properties

1. For each computable function $f(x_1, \ldots, x_n)$ there exists a constant functional $\Phi \in \mathcal{K}$ equal to $f$, i. e.

$$\prod_{x_1, \ldots, x_n} \Phi(x_1, \ldots, x_n) = f(x_1, \ldots, x_n).$$

The class $\mathcal{E}$ of computable functions is the least class of functions, that contains the functions $x \mapsto y$, $x \mapsto x + 1$ and is closed under the same operations as the class $\mathcal{K}$ (cf. Robinson [13]).

2. The class $\mathcal{K}$ is closed under the scheme (2) of simple induction.

First we introduce the following computable functions and relations:

$$x < y \iff x - y = 0,$$

$$x = y \iff y = x = 0,$$

$$x \leq y \iff x \leq y \text{ or } x = y,$$

$$x = y = (\mu z)[z^2 = 2^z] \iff (\mu z)[z^2 = 2^z],$$

$$x + y = (\mu z)[z \leq x \mapsto z + y = 0],$$

$$x = y = z \mapsto x = y = z = 0,$$

$$\text{prime}(x) = \{x \neq 0 \land x \neq 1 \land x = (\mu y)[y < x \land \text{prime}(y)]\},$$

$$\text{exp}(x, y) = (\mu z)[y = 0 \text{ or } y = \text{exp}(x, y - 1)],$$

$$\text{Prim}(x) = (\mu y)\{\text{prime}(x) \mid \text{exp}(y, 2) = 2 \land \text{exp}(x, y - 1) \neq \text{exp}(x, y - 1)\}.$$

From the last definition it follows that

$$\text{Prim}(x) = \begin{cases} 0 & \text{when } \text{prime}(x), \\ 2^x \cdot 3^x \cdot 5^x \cdot \ldots \cdot z^x & \text{when } z = p_x \text{ (the } z\text{th prime number)} \end{cases}$$

hence

$$p_x = (\mu z)[\text{prime}(z) \land \text{exp}(\text{Prim}(z), z) = x + 2].$$

Now let us suppose that the functional $\chi$ is defined by means of scheme (2) of the preceding section, and $\Phi$, $\forall \subseteq \mathcal{K}$. Thus

$$\chi : (x, y) \mapsto \exp \left( (\mu z) \left[ \text{exp}(z, 2) \neq \Phi \right] (y) \right)$$

and therefore $\chi \in \mathcal{K}$. Hence the class $\mathcal{K}$ is closed under the operation of limited induction (3), and $\mathcal{B} \subseteq \mathcal{K}$.

3. The classes $\mathcal{E}$, $\mathcal{G}$, $\mathcal{R}$, $\mathcal{K}$ are closed under the operation of limited minimum. The relations of the classes $\mathcal{E}$, $\mathcal{G}$, $\mathcal{R}$, $\mathcal{K}$ are closed under the operations of propositional calculus and limited quantifiers.

The operation $(\mu x < x)[R(f) \langle x, u \rangle] = (\mu x)[x < x \land R(f) \langle x, u \rangle]$ of limited minimum can be defined by means of limited induction:

$$(\mu x < 0)[R(f) \langle x, u \rangle] = 0,$$

$$(\mu x < x + 1)[R(f) \langle x, u \rangle] =$$

$$x + 1 \text{ if } R(f) \langle x + 1, u \rangle \text{ and } (\mu x < x)[R(f) \langle x, u \rangle] = 0$$

$$\text{or } R(f) \langle 0, u \rangle \text{ or } (\mu x < x + 1)[R(f) \langle x, u \rangle].$$

The operation of limited quantifier can be expressed by means of limited minimum:

$$\sum_{x < y} R(\ldots x \ldots) = R(\ldots (\mu x < x)\{R(\ldots x \ldots)\} \ldots)$$

Let us now introduce some functions necessary in the sequel.

$$\text{Pa}(x, y) = (x + y)^2 + x,$$

$$\text{Fiz}(x) = \{x \mid \text{exp}(x, 2) \geq x\},$$

$$\text{Siz}(x) = \{x \mid \text{exp}(x, 2) \geq x\},$$

$$\text{Pa}(x, y) = (x + y)^2 + x,$$

$$\text{Fiz}(x) = \{x \mid \text{exp}(x, 2) \geq x\},$$

$$\text{Siz}(x) = \{x \mid \text{exp}(x, 2) \geq x\}.$$
where $Ez = \Phi x$ or $Ez$ is any other constant function that assumes any number infinitely many times, and $\mathcal{P} \in \mathcal{G}$ and $\mathcal{P}$ satisfies the condition of effectiveness*).

The proof is the same as in the case of computable functions.

5. If $\Phi \in \mathcal{K}$ and for given $g_1, f_1$,

$$[\sigma \gamma \times_{\mathcal{G}} 1 \Phi_{\gamma} \sigma (g_1, \ldots, g_n) = f(x_1, \ldots, x_n),$$

then $f$ is computable in $g$.

A function $f$ is said to be computable in $g_1, \ldots, g_k$ if $f$ belongs to the smallest class of functions that contains the initial functions; $g_1, \ldots, g_k$, $x \mapsto y$, $x^r$, $x + 1$, and is closed under the operations of substitution, of differentiation of the number variables and of effective minimum (cf., e.g., Kleene [5]).

The proof of property 5 is inductive. If $\Phi$ is one of the initial functionals of the class $\mathcal{K}$ then $f_\Phi$ is the initial functional of the class of functions computable in $g_1, \ldots, g_k$. If $\mathcal{P}$ and $\Omega$ possess property 5 and $\Phi$ is obtained from $\mathcal{P}$ and $\Omega$ by one of the operations 1, 2, 5, then $f_\Phi$ is obtained in the class of functionals computable in $g_1, \ldots, g_k$ by means of the same operation.

6. The class $\mathcal{K}$ is closed under the operation of functional substitution.

I.e., if $\Phi, \mathcal{P} \in \mathcal{K}$ and

$$\Phi(\gamma \times_\mathcal{K} \sigma \times_\mathcal{K} g) (x, y) = \sigma \gamma \times_\mathcal{K} \sigma \gamma \times_\mathcal{K} F(x, y),$$

then $F \in \mathcal{K}$ and similarly if $\chi$ is obtained by means of the substitution of the function $\Phi(\gamma \times_\mathcal{K} g_1, \ldots, g_k)$ in the functional $\mathcal{P}$, then $\chi \in \mathcal{K}$.

This stronger formulation is necessary for the sake of the following inductive theorem. If $\chi$ is an initial functional, then it is interesting to verify the theorem when $\chi = U$:

$$\mathcal{U}(F(g \times_\mathcal{K} \sigma \times_\mathcal{K} \gamma \times_\mathcal{K} g) (x, y) = \sigma \gamma \times_\mathcal{K} \sigma \gamma \times_\mathcal{K} g \times_\mathcal{K} g (x, y).$$

Now let us suppose that $\chi \in \mathcal{K}$ and that the equations (4) and (5) are satisfied. Let the functional $\Omega$ be obtained from $\mathcal{P}$ by substitution. E. g. $\sigma \in \mathcal{K}$ and

$$\Omega(\chi \gamma \times_\mathcal{K} g \times_\mathcal{K} g (y, u) = \sigma \gamma \times_\mathcal{K} \sigma \gamma \times_\mathcal{K} g \times_\mathcal{K} g (x, y)).$$


---

*) It is the analogue of Post-Markov Theorem. Cf. Grzegorczyk [1], Markov [6], Kleene [5].

Hence (5) implies that

$$\mathcal{O}(\sigma \gamma \times_\mathcal{K} g \times_\mathcal{K} g (y, u) = \sigma \gamma \times_\mathcal{K} \sigma \gamma \times_\mathcal{K} g \times_\mathcal{K} g (x, y)).$$

Thus the functional substitution can be reduced to the number-argument substitution. In other cases of substitution the proof is the same.

If $\Omega$ is obtained from $\mathcal{P}$ by means of the minimum operation:

$$\mathcal{O}(\chi \gamma \times_\mathcal{K} g \times_\mathcal{K} g (y, u) = \sigma \gamma \times_\mathcal{K} \sigma \gamma \times_\mathcal{K} g \times_\mathcal{K} g (x, y)),$$

then, according to (5),

$$\mathcal{O}(\chi \gamma \times_\mathcal{K} g \times_\mathcal{K} g (y, u) = \sigma \gamma \times_\mathcal{K} \sigma \gamma \times_\mathcal{K} g \times_\mathcal{K} g (x, y)) = \sigma \gamma \times_\mathcal{K} \sigma \gamma \times_\mathcal{K} g \times_\mathcal{K} g (x, y) = \sigma \gamma \times_\mathcal{K} \sigma \gamma \times_\mathcal{K} g \times_\mathcal{K} g (x, y) = 0.$$

The case is similar, if the functional $\Phi(\gamma \times_\mathcal{K} g) \phi_i$ is substituted for more function variables in the functional $\Omega$.

If $\Omega$ is obtained from $\mathcal{P}$ by means of the operation of identification of the function variables, then our property is obviously satisfied by $\Omega$ because the inductive hypothesis has a stronger form. The operation of identification of the number-variables also presents no difficulties.

7. For each $\Phi \in \mathcal{K}$ there exists $\chi \in \mathcal{K}$ such that if

$$\mathcal{F}(g) = \mathcal{F}(x, y) \text{ and } f(x) = \mathcal{F}(x, y),$$

then

$$\Phi(\mathcal{F}, \mathcal{F}(g_1, \ldots, g_k)) = \mathcal{F}(g_1, \ldots, g_k, \ldots, g_k).$$

Let us set

$$\mathcal{V}(g) \times_\mathcal{K} \mathcal{F}(g, y) = \mathcal{F}(g, y) \times_\mathcal{K} \mathcal{F}(y, y) = \mathcal{F}(g, y),$$

hence

$$\mathcal{V}(g) \times_\mathcal{K} \mathcal{F}(g, y) = \mathcal{F}(g, y) \times_\mathcal{K} \mathcal{F}(y, y).$$

From property 6 it follows that there exists a functional $\chi \in \mathcal{K}$ such that, according to (7),

$$\mathcal{O}(\mathcal{F}(g) \times_\mathcal{K} \mathcal{F}(g_1, \ldots, g_k)) = \mathcal{F}(g_1, \ldots, g_k) \times_\mathcal{K} \mathcal{F}(g_1, \ldots, g_k).$$

8. The functional $\mathcal{F}(g) \times_\mathcal{K} \mathcal{F}(g_1, \ldots, g_k)$ is said to be computable in the sense provided that $\mathcal{F}(g_1, \ldots, g_k)$ are computable functions and $\mathcal{F}(g_1, \ldots, g_k) = \mathcal{F}(g_1, \ldots, g_k)$.

The functionals of the class $\mathcal{K}$ are computable in the sense of Banach-Mazur.

* See Mazur [7].
If \( \Phi' \) is obtained from \( \Phi \in \mathcal{R} \) by means of the operation of identification of the variables, then \( \Omega_{\Phi'} \) is obviously obtained from \( \Omega_{\Phi} \) by means of the same operation.

If \( \Phi' \) is obtained from \( \Phi \in \mathcal{R} \) by means of the operation of effective minimum

\[
\Phi'(f_1, ..., f_n)(x_1, ..., x_n, y) = (uy)[\sum_{i=1}^{n} f_i(x_1, ..., x_n, y) = y],
\]

then

\[
\Omega_{\Phi'}(f_1, ..., f_n)(x_1, ..., x_n, y) = \max \left\{ \Omega_{\Phi}(f_1, ..., f_n)(x_1, ..., x_n, y) : y \leq u \right\}.
\]

Indeed if

\[
g(u) = f_i(u) \quad \text{for} \quad u < \Omega_{\Phi}(f_1, ..., f_n)(x_1, ..., x_n, y),
\]

then from (13) by the inductive hypothesis it follows that

\[
\Phi'(f_1, ..., f_n)(x_1, ..., x_n, y) = \Phi(g_1, ..., g_n)(x_1, ..., x_n, y).
\]

Formulae (11), (12), (15) imply that

\[
\Phi(g_1, ..., g_n)(x_1, ..., x_n, y) \neq 0 \quad \text{for} \quad y < \Phi'(f_1, ..., f_n)(x_1, ..., x_n, y)
\]

and

\[
\Phi(g_1, ..., g_n)(x_1, ..., x_n, y) = 0,
\]

but (16) and (17) mean that

\[
\Phi'(f_1, ..., f_n)(x_1, ..., x_n, y) = 0,
\]

which completes the proof.

Let us set

\[
F(f)(u) = \begin{cases} f(u) & \text{for} \quad x < n, \\ 0 & \text{for} \quad x > n, \end{cases}
\]

\[
A(m)(x) = A_n(x) = \exp(m + 1, p),
\]

\[
A(f)(u) = \left( \prod g_i^{(n)} \right) - 1.
\]

10. Each functional \( \Phi \in \mathcal{R} \) can be presented in the form

(A) \( \Phi(f_1, ..., f_n)(x) = \lim_{m \to \infty} g(\Lambda(f_1)(m), ..., \Lambda(f_n)(m), x), \)

i.e.,

\[
\Phi(f_1, ..., f_n)(x) = (uy)[\sum_{i=1}^{n} g(\Lambda(f_i)(m), ..., \Lambda(f_n)(m), x) = y]
\]

where \( g \in \mathcal{C}_{\Phi} \).

Fundamenta Mathematicae. T. XXII.
From property 9 and from the definition of \( \Gamma \) it follows that for
\[ m > \Omega \Phi, f_1, \ldots, f_s(x) \]
(18)
\[ \Phi(f_{\delta_1} \ldots, f_{\Phi_s}(x)) = \Phi(\Gamma(f_{\delta_1}(m)), \ldots, \Gamma(f_{\Phi_s}(m)))(x). \]
From property 8 it follows that there exists a function \( g \in \text{Com} \) such that
(19)
\[ g(y_1, \ldots, y_s, x) = \Phi(A g_1, \ldots, A g_s)(x). \]
On the other hand, the definitions of \( \Gamma, A, \Delta \) imply that
(20)
\[ \Delta(A f_1)(m)(x) = \Gamma(f_{\delta_1}(m))(x). \]
From (18), (19), and (20) we find that for \( m > \Omega \Phi, f_1, \ldots, f_s(x) \)
\[ g(A f_1(m), \ldots, A f_s(m), x) = f_{\delta_1}, \ldots, f_{\Phi_s}(x), \]
which completes the proof.

11. There exists a functional \( V \) which can be presented in the form (A) and which is not computable in the Banach-Mazur sense. Hence \( \Psi \notin \mathcal{K} \).
We put
\[ g(0) = 0, \quad g(n + 1) = 1, \quad \Psi(f) = \lim_{n \to \infty} g(A f(m)). \]
The functional \( V \) is well defined for any function:
- If \( \Pi_{x \in X} g(f(x)) = 0 \) then \( \Pi_{x \in X} g(A f(m)) = 0 \) and \( \Psi(f) = 0 \),
- If \( \sum_{x \in X} g(x) < \infty \) then \( \sum_{x \in X} \Pi_{x \in X} g(A f(m)) = 1 \) and \( \Psi(f) \neq 0 \).
Hence it is true that
(21)
\[ \Psi(f) = 0 = \Pi_{x \in X} g(f(x)). \]

Mazur [7] has pointed out that the functionals which satisfy the condition (21) are not computable in the Banach-Mazur sense. Thus from 8 it follows that \( \Psi \notin \mathcal{K} \).

The functionals of Banach and Mazur possess property 10 for \( f_1, \ldots, f_s \in \text{Com} \). It is a very interesting question whether any functional defined for all functions by means of the form (A) and computable in the sense of Banach and Mazur belongs to the class \( \mathcal{K} \).
Let us put
\[ \mathcal{K} = \{ f \in X \mid \Pi_{x \in X} g(x) < \infty \} \]
\[ r_{\Phi}(x_1, \ldots, x_s) = \{ x \in \Pi_{x \in X} g(x) < \infty \} \text{ if } g(u) = h(u) \]
for \( u < x \) then \( \Phi(g_1, \ldots, g_s)(x_1, \ldots, x_s) = \Phi(h_1, \ldots, h_s)(x_1, \ldots, x_s) \).
Condition (26) is obvious for \( r = 0 \) and for any \( s, t \) according to A and (a). Now let us suppose that condition (26) is satisfied for \( r \) and for any \( s \) and \( t \).

From (26) and C it follows that

\[
\prod_{r=0}^{\infty} P_{0}^{\text{Exp}(\mathcal{P}(f;r,n,a,s)\mathcal{N})} = A(\Phi(f)_{r}, [\nu(f);(s)], 1); \tag{27}
\]

hence from (27), B and (24) it follows that

if \( 0 < t \) and \( t = \text{Exp}(\mathcal{P}(f';(n,s)), \mathcal{P}(r+1,s)) \),

then \( t = 1 + \mathcal{P}(A(\Phi(f)_{r}, [\nu(f);(s)], 1)) \) and \( t = \Phi(f)_{r+1}(s) \),

which completes the inductive proof.

Thus, according to condition D, the functional \( \Phi(f)_{n}(a) \) can be defined as follows:

\[
\Phi(f)_{n}(a) = \text{Exp}(\mathcal{P}(f';(n,s)), \mathcal{P}(n+1)) - 1.
\]

The problem whether the general scheme of functional induction (i.e. the conditions (a) and (b)) leads out of the class \( \mathcal{K} \) remains open.

§ 3. Uniformity Theorem

For the applications to the analysis the following Uniformity Theorem is very important:

**Uniformity Theorem.** For each functional \( f \in \mathcal{K} \) there exists a functional \( \mathcal{a} \in \mathcal{K} \) such that for any \( x \in \mathcal{N} \) and \( f \in \mathcal{K} \) the following condition is satisfied:

\[
P_{0} = \mathcal{a}(x) \quad \text{if} \quad g_{0}(x) = \mathcal{a}(x) \quad \text{for} \quad u \not\in \mathcal{a}(x)(x)\]

then \( g_{i}(x) = \mathcal{a}(x) \quad \text{for} \quad u \not\in \mathcal{a}(x)(x)\)

where \( \mathcal{Z}(f) \) is the set of all functions \( g \in \mathcal{K} \) dominated by \( f \):

\[
g \in \mathcal{Z}(f) \iff \mathcal{Z}(f) = \prod_{x < \mathcal{a}(x)(x)} \mathcal{a}(x) = \mathcal{a}(x).
\]

Proof. To simplify the proof let us suppose that \( n = 1 \), i.e. that \( \Phi \) is a functional of one function-argument. The proof is topological. We define a mapping \( \mathcal{a}(g) \) of the set \( \mathcal{Z}(f) \) of functions upon the closed segment \([0,1] \):

\[
\mathcal{a}(g) = \sum_{k=0}^{\infty} \frac{g(k)}{k!(1+k)!} = \frac{g(0)}{0!} + \frac{g(1)}{1!} + \frac{g(2)}{2!} + \ldots
\]

Let us put

\[
T_{f} = \sum_{a=1}^{\infty} \mathcal{a}(g) \quad \text{or} \quad \sum_{a \in \mathcal{K}, a = \mathcal{a}(g)}
\]

From these definitions it follows that there are two cases:

(a) The function \( f \) assumes the values \( f(n) > 0 \) only for a finite number of arguments \( n, n_{k} \). Then the set \( T_{f} \) is finite.

(b) The function \( f \) assumes the values \( f(n) > 0 \) for infinitely many \( n \in \mathcal{N} \). Then \( T_{f} \) is the closed segment \( T_{f} = [0,1] \).

In any case \( T_{f} \) contains two numbers, 0 and 1. Obviously \( T_{f} \subset [0,1] \).

There are two kinds of numbers of the set \( T_{f} \): rational numbers in \( f \) and irrational numbers in \( f \).

The number \( a \in \mathcal{K} \) is irrational in \( f \) provided that there exists a function \( g_{a} \in \mathcal{Z}(f) \) such that \( a = \mathcal{a}(g_{a}) \) and \( 0 < g_{a}(n) < f(n) \) for infinitely many \( n \in \mathcal{N} \).

In the contrary case the number \( a \in T_{f} \) is said to be rational in \( f \). It is evident that the set \( T_{f} \) is finite if and only if all elements of the set \( T_{f} \) are rational in \( f \). If \( a \) is irrational in \( f \), then \( f(n) > 0 \) for infinitely many \( n \in \mathcal{N} \), hence \( T_{f} = [0,1] \). If \( T_{f} = [0,1] \), then the set of rationals in \( f \) is denumerable and if \( 1 < a < 0 \) is a rational number in \( f \), then there exist two functions \( g_{a}, a \in \mathcal{Z}(f) \) and an integer \( k_{a} \in \mathcal{N} \) such that \( a = \mathcal{a}(g_{a}) = \mathcal{a}(g_{a}) \) and

\[
g_{a}(x) = \begin{cases} 
    g_{a}(x) & \text{for} \quad x < k_{a}, \\
    g_{a}(x) + 1 & \text{for} \quad x = k_{a}, \\
    f(x) & \text{for} \quad x > k_{a},
\end{cases}
\]

(3)

\[
g_{a}(x) = \begin{cases} 
    g_{a}(x) & \text{for} \quad x < k_{a}, \\
    g_{a}(x) + 1 & \text{for} \quad x = k_{a}, \\
    0 & \text{for} \quad x > k_{a}.
\end{cases}
\]

(4)

If \( a \) is irrational in \( f \), then there exists exactly one \( g_{a} \in \mathcal{Z}(f) \) such that \( a = \mathcal{a}(g_{a}) \).

Now we shall show that there are two functions \( \mathcal{Z}(f), \mathcal{Z}(f') \in \mathcal{K} \) such that if \( T_{f} = [0,1] \) then for each \( 1 < a < 0 \) if \( a \) is rational in \( f \) then there exists such \( n \in \mathcal{N} \) that, for \( \mathcal{Z}(f)(x), \mathcal{Z}(f')(x) \),

\[
a = \mathcal{a}(\mathcal{Z}(f)(x)) = \mathcal{a}(\mathcal{Z}(f')(x)) \quad \text{and} \quad g_{a} = \mathcal{Z}(f')(x), \quad g_{a} = \mathcal{Z}(f)(x).
\]

The definitions of the functionals \( \mathcal{Z}(f), \mathcal{Z}(f') \) are recursive:

\[
\mathcal{Z}(f)(0, k, x) = 0, 
\]

(5)

\[
\mathcal{Z}(f)(n+1, k, x) = \begin{cases} 
    0 & \text{if} \quad \mathcal{Z}(f)(n, k, x) = \mathcal{Z}(f)(0, k, x), \\
    \mathcal{Z}(f)(n, k, x) & \text{if} \quad \mathcal{Z}(f)(n, k, x) = \mathcal{Z}(f)(n, k, x) + 1 \quad \text{in the contrary case}.
\end{cases}
\]

\[
\mathcal{Z}(f)(n+1, k, x+1) = \begin{cases} 
    \mathcal{Z}(f)(n, k, x) & \text{if} \quad x + 1 < k, \\
    \mathcal{Z}(f)(n, k, x+1) & \text{if} \quad x + 1 = k, \\
    \mathcal{Z}(f)(n, k, x) & \text{if} \quad x + 1 > k,
\end{cases}
\]

\[
\mathcal{Z}(f)(n+1, k, x+1) = \begin{cases} 
    \mathcal{Z}(f)(n, k, x) & \text{if} \quad x + 1 < k, \\
    \mathcal{Z}(f)(n, k, x) & \text{if} \quad x + 1 = k, \\
    \mathcal{Z}(f)(n, k, x) & \text{if} \quad x + 1 > k.
\end{cases}
\]
If the set $T_f$ is finite then for a number $1 \neq a \in T_f$ there exists such $x \in \mathcal{N}$ that $a = a(x)^{(f)}$ and $a(x)^{(f)} = x^*$ but $a(x)^{(f)} \neq a(x)^{(f)}$ and $a(x)^{(f)} \neq a(x)^{(f)}$. Namely, the number $a(x)^{(f)}$ is the immediate predecessor of the number $a(x)^{(f)}$. Indeed, according to (a), if $T_f$ is finite then there exists such a $x$ that

$$k_1 =\{x: a(x)^{(f)} = 0\}.$$

If $k_1 = 0$, then the set $T_f$ contains only one function $f$ and for all $x \in \mathcal{N}$, $f(x) = 0$, hence the set $T_f$ contains only two numbers: 0 and 1. If $k_1 > 0$ then the set $T_f$ contains more than two points. Namely, it is true that

$$\overline{I} = 1 + \prod_{i \in k_1} [i(i) + 1].$$

The numbers of the set $T_f$ can be presented in the form

$$a_i = \frac{t}{\prod_{i \in k_1} [i(i) + 1]} \text{ where } 0 < t < \prod_{i \in k_1} [i(i) + 1].$$

From the definitions of the functions $Y''$ and $Y''''$ it follows that

$$Y''''(f)(x) = x^*,$$

if $a_i = 0$ and $a_i = a(x)^{(f)}$, then $a_{i+1} = a(x)^{(f)}$, and

$$a_{i+1} = a(x)^{(f)}.$$
have the following property:

(22) \( h(u) = \varphi_u(u) \) for \( u < s'(r_a) \).

On the other hand, (12) and (13) imply that

(23) \( s'(r_a) = \varphi_u(u) \) for \( u < k_1 \).

Now if \( s'(r_a) < k_1 \) then from (22) and (23) it follows that

\( h(u) = \varphi_u(u) \) for \( u < s'(r_a) \).

(3) \( T_F = [0,1] \). Then \( \varphi_u(u) = \varphi_0(u) \) for \( u > 1 \). Hence it is evident that if \( a(k) \in O_\alpha \) and \( a(k) < r_n \), i.e. if

\[ r_n > a(k) > r_\alpha = \frac{1}{\prod_{i=0}^n (i+1)} \]

then \( h(u) = \varphi_u(u) = \varphi_0(u) \) for \( u < s'(r_a) \).

Now in order to prove (15) we set

\[ k_n = (a(u)) \left[ \frac{\varphi_0(u)}{\varphi_u(u)} \right] = \varphi_u(u) \] for \( u < x \) and we consider two cases: \( k_n = a(r_n) \) or \( k_n = a(r_\alpha) \).

If \( k_n = a(r_n) \) then \( \varphi_u(u) = \varphi_0(u) \) for \( u < s'(r_\alpha) \); hence from

(16) and (17) it follows that \( s'(r_n) = s'(r_\alpha) = s'(r_a) \). Then if \( a(k), a(g) \in O_\alpha \),

then, according to (18), \( h(u) = \varphi_u(u) = \varphi_0(u) \) for \( u < s'(r_\alpha) \) and by

(16) \( \varphi(k(x)) = \varphi(\varphi(x)) \).

If \( k_n < a(r_n) \) and \( a(k), a(g) \notin O_\alpha \) and \( h(u) = g(u) \) for \( u < s'(r_n) \), then

according to (20) and (21), it is possible only if \( c(k), c(g) \) \( r_n \) or \( a(k) < r_n \) and \( a(g) < r_n \). In the first case (20) implies that \( h(u) = \varphi_u(u) \) for \( u < s'(r_n) \) and by

(16) \( \varphi(k(x)) = \varphi(\varphi(x)) \).

In the second case (21) implies that \( h(u) = \varphi_u(u) = g(u) \) for \( u < s'(r_n) \) and by

(16) \( \varphi(k(x)) = \varphi(\varphi(x)) \).

Condition (15) is also proved for \( 1 \neq r_n \neq 0 \).

For \( r_n = 0 \) it is evident that if \( a(k), a(g) \in O_\alpha \) then \( h(u) = f(u) = g(u) \) for \( u < s'(r_\alpha) \); hence by

(16) \( \varphi(k(x)) = \varphi(\varphi(x)) \).

For \( r_n = 0 \) it is also evident that if \( a(k), a(g) \notin O_\alpha \), then, according to (17), (5) and (9), \( h(u) = \varphi_u(u) = g(u) = 0 \) for \( u < s'(r_n) \). Then by

(16) \( \varphi(k(x)) = \varphi(\varphi(x)) \).
Now we shall prove that the sequence of open sets $O_n$ covers the segment $[0,1]$. Let us distinguish two cases, (a) and (b).

(a) The set $T_f$ is finite. Then for a number $r_n = a_n$, it follows from (10) that if $s'(r_n) > k_n$, then $\prod_{i \neq n} \frac{|f(i)+1|}{|f(i)+1|}$; on the other hand, if $k_n > s'(r_n)$, then $\prod_{i \neq n} \frac{|f(i)+1|}{|f(i)+1|} < \prod_{i \neq n} \frac{|f(i)+1|}{|f(i)+1|}$. Similarly for $s'(r_n)$. Hence for each $r_n$,

$$\prod_{i \neq n} \frac{|f(i)+1|}{|f(i)+1|} < \prod_{i \neq n} \frac{|f(i)+1|}{|f(i)+1|}.$$

Thus by (11) and (18) it follows that, for $1 \neq r_n \neq 0$,

$$\mathcal{F}_n \left[ r_{n-1} < a < r_n \right] \subseteq O_n,$$

and

$$\mathcal{F}_n \left[ 0 < a < a_n \right] \subseteq O_n,$$

Also according to (11) the sets $O_n$ cover the segment $[0,1]$.

(b) $T_f = [0,1]$. Then it suffices to show that for each number $b$ irrational in $f$ there exists such an $n \in \mathcal{N}$ that $b \in O_n$. Indeed, let $b = \alpha(g)$ and $k_n = \Omega_{\mathcal{H}}(g)(x)$. It is evident that there exists a number $a = r_n$ irrational in $f$, such that according to (3)–(9)

$$g_n(u) = \mathcal{W}^{\alpha}(f \gamma_{n-1}(u)) = \Gamma(g)(k_n(u)).$$

Now we prove that $b \in O_n$. From (24) and (16) it follows that

$$g_n(u) = \mathcal{W}^{\alpha}(f \gamma_{n-1}(u)) = \Gamma(g)(k_n(u)).$$

Formulae (25) and (26) imply that

$$\Phi(g)(x) = \Phi^{\mathcal{W}^{\alpha}(f \gamma_{n-1}(x))}(x);$$

from (25), (26) and (27) it follows that

$$\prod_{i \neq n} \Phi^{\mathcal{W}^{\alpha}(f \gamma_{n-1}(x))}(x);$$

according to (16) and (17) from (28) it follows that $k_n > s'(r_n)$ and hence by (25)

$$g(u) = \mathcal{W}^{\alpha}(f \gamma_{n-1}(u))$$

for $u < s'(r_n)$.

Formulae (29) and (1) imply that

$$\frac{(b - r_n)}{\prod_{i \neq n} \frac{|f(i)+1|}{|f(i)+1|}}.$$

The number $b$ is irrational in $f$, hence

$$\prod_{i \neq n} \frac{|f(i)+1|}{|f(i)+1|};$$

from (30), (31) and (18) it follows that $b \in O_n$.

From the compactness of the segment $[0,1]$ it follows by means of the Borel-Lebesgue theorem that for any $x \in \mathcal{N}$ and for each function $f$ there exists such a $c \in \mathcal{N}$ that the finite set of open neighbourhoods $(O_n, \ldots, O_c)$ covers the segment $[0,1]$. This statement has the form of a condition of effectiveness of the minimum operation

$$\prod_{i \neq n} \prod_{c \in \mathcal{N}} \Sigma_{i \neq n} (O_n, \ldots, O_c) \text{ cover } [0,1].$$

Now we shall prove that the relation

$$R(f, x, \gamma) = (O_n, \ldots, O_c) \text{ cover } [0,1],$$

is computable, and hence the minimal $\gamma$ such that $R(f, x, \gamma)$ is given by means of a computable functional.

The first step is to show that the functional $\Omega_{\mathcal{H}}$ is computable. From property 9 of § 2 it follows that for the functional $\Phi \in \mathcal{K}$ there exists a functional $\Omega_{\mathcal{H}} \in \mathcal{K}$ such that

$$\prod_{i \neq n} \Phi^{\mathcal{W}^{\alpha}(f \gamma_{n-1}(x))}(x) \text{ if } g(u) = s(u) \text{ for } u \leq \Omega_{\mathcal{H}}(\gamma)(x),$$

then $\Phi^{\mathcal{W}^{\alpha}(f \gamma_{n-1}(x))}(x)$.

Formulae (16) and (34) imply that

$$\Omega_{\mathcal{H}}(\gamma)(x) \leq \Omega_{\mathcal{H}}(\gamma)(x);$$

Hence the functional $\Omega_{\mathcal{H}}$ can be defined as follows:

$$\Omega_{\mathcal{H}}(\gamma)(x) = \gamma \text{ if } g(u) = s(u) \text{ for } u \leq \Omega_{\mathcal{H}}(\gamma)(x).$$

The second step is to show that the relation $r_n = 0$ is computable. Indeed, from (6) it follows that $\Phi^{\mathcal{W}^{\alpha}(f \gamma_{n-1}(x))}(x) = 0$ for $x > k$. Hence according to (9) $\mathcal{W}^{\alpha}(f \gamma_{n-1}(x)) = 0$ for $x > k$. Also by (14) we have the equivalences

$$r_n = 0 = \prod_{i \neq n} \mathcal{W}^{\alpha}(f \gamma_{n-1}(x)) = 0 = \prod_{i \neq n} \mathcal{W}^{\alpha}(f \gamma_{n-1}(x)) = 0.$$
and the "less than" relation between rationals is computable. Namely, according to the above mentioned property, according to which

$$\Psi'(f)(n, x) = 0 \text{ for } x > \Phi(f)(n),$$

we can limit the operation of summation in (1). Hence

$$r_{n+1} = \Phi(r_{n+1}) = \sum_{i \in \mathbb{Q}} \Psi'(f)(n+1, x).$$

Putting

$$\Phi(f)(n) = \sum_{i \in \mathbb{Q}} \Psi'(f)(n, x) \prod_{i \in \mathbb{Q}} [(i+1)],$$

we find that

$$r_{n+1} = \Phi(f)(n) \prod_{i \in \mathbb{Q}} [(i+1)].$$

Hence for $$r_n \neq 0 \neq r_m, r_n \neq 1 \neq r_m$$ it is true that

$$O_{r_n} \text{ intersects } O_{r_m} \prod_{i \in \mathbb{Q}} [(i+1)].$$

Now we must define the permutations of the first $$n+1$$ numbers: 0, 1, 2, ..., n. Such a permutation can be represented by a number $$m$$ such that the following condition Per(m, n) is satisfied:

$$\text{Per}(m, n) = m \neq f + \prod_{i \in \mathbb{Q}} [(i) < (m)] \prod_{i \in \mathbb{Q}} [(i+1) = A_{m}(j) \mapsto i = j].$$

Now it is easy to verify that

$$\{O_{r_n}, ..., O_{r_m}\} \text{ cover } [0, 1] = \{x > 0 \wedge O_{r_n} \text{ intersects } O_{r_m}\} \text{ and } \text{Per}(m, n) \prod_{i \in \mathbb{Q}} [(r_{n+1} = 0 \wedge A_{m}(i) \neq 0) \wedge O_{r_n} \text{ intersects } O_{r_m} \text{ intersects } O_{r_{n+1}} \prod_{i \in \mathbb{Q}} [(i) < n \wedge O_{r_n} \text{ intersects } O_{r_{n+1}} \wedge (O_{r_{n+1}} \text{ intersects } O_{r_{n+1}})].$$

Hence the relation $$R$$ defined in (33) is computable and, according to (32), the following functional $$\Phi_f$$ is computable:

$$\Phi_f(\{x\}) = \mu \left[ O_{r_n}, ..., O_{r_m} \text{ cover } [0, 1] \right].$$

It is evident that for each finite set of rational numbers $$\{r_1, r_2, ..., r_n\}$$ such that $$r_1 = 1, r_2 = 0$$ the function: the least difference $$d = \min \{r_1 - r_2\}$$ for $$j, k < n$$ if $$r_j \neq r_k$$ can be expressed as a computable function. Hence the following functional $$\Phi_d$$ is computable:

$$\Phi_d(\{x\}) = \mu \left[ \frac{1}{\prod_{j \in \mathbb{Q}} [(i+1)]} \right].$$

Similarly the following functionals are computable:

$$\Phi_f(\{x\}) = \max \{x \mid f(x) \leq \Phi_f(\{x\})\},$$

$$\omega_d(\{x\}) = \max \{\Phi_d(\{x\}), \Phi_d(\{x\})\}.$$
Hence the functional \( r_\Phi \) can be defined as follows:

\[
r_\Phi(f(x)) = (\mu u \leq f(x)) [\prod_{m_1, \ldots, m_n \in \mathbb{N}} \wedge (n(u), m_n) = (n, f(u))] \\
\text{if } \prod_{m \in \mathbb{N}} \wedge (n(u), m_n) = (n, f(u)) \text{ and } \\
\prod_{m \in \mathbb{N}} \wedge (m_n(u) = A_n(u)),
\]

then \( \Phi(A_{m_1}, \ldots, A_{m_n})(x) = \Phi(A_{m_1}, \ldots, A_{m_n})(x) \),

where \( \omega_0 = \omega f(x) \).

The minimum operation and the quantifiers contained in this definition are limited, hence \( r_\Phi \).

**Functional Induction Theorem.** If \( \lambda, \nu, \eta, \gamma \in \mathcal{K} \) and

(a) \( \Phi(f(x)) = \gamma(f(x)) \),

(b) \( \Phi(f(x)) = \nu(f(x)) \),

(c) \( \Phi(f(x)) = \nu_0(f(x)) \),

for all \( f \in \mathcal{F} \) and \( x \in \mathcal{N} \), then the functional

\[
\Phi(f(x)) = \Phi(f(x))
\]

is computable.

Proof. If \( J \in \mathcal{K} \) then, according to the Corollary and to property 6 (2), the functional

\[
\nu(f(x)) = r_\Phi(J(f(x)) \]

is computable and satisfies condition (d) of property 12 (2). Hence, according to property 13, \( \Phi \in \mathcal{K} \).

**§ 4. Applications to the computable analysis**

There are many consequences of the Uniformity Theorem in the computable analysis. In the computable analysis we consider computable real numbers, real sequences and real functions. We assume the following definitions:

A real number \( a \) is computable (\( a \in \mathcal{K} \)) if there exists a function \( f \in \mathcal{C} \) such that for all \( n \in \mathcal{N} \)

\[
|a - f(n)| < \frac{1}{n+1}
\]

A real sequence \( (a_k) \) is computable (\( (a_k) \in \mathcal{K} \)) if there exists a function \( f \in \mathcal{C} \) such that for all \( n \in \mathcal{N} \)

\[
|a_k - f(k, n)| < \frac{1}{n+1} \quad \text{for any } k \in \mathcal{N}
\]

A real function \( \varphi \) is computable (\( \varphi \in \mathcal{K} \)) if there exists a functional \( \Phi \in \mathcal{K} \) such that for any \( f \in \mathcal{F} \) and \( x \in \mathcal{N} \):

\[
\varphi(x) = \Phi(f(x)) \]

provided that the function \( \varphi \) is defined on the numbers of the set \( \mathcal{Z} \).

Let \( \mathcal{C} \) be the set of computable numbers, sequences and functions defined in such a manner as are always non-negative. Functions are defined over non-negative real numbers. In order to define all computable numbers (sequences and functions), we shall replace in the above definitions the functions \( f(n) \) by \( f(k, n) \) by the differences of two functions \( f(n) - g(n) \), and similarly the functional \( \Phi(f) \) by the differences of two functionals \( \Phi(f) - \Phi(g) \). We can extend the notion of computability to the functions and functionals defined over the set of all integers. The following theorems can be interpreted in both manners.

In order to construct the computable analysis it seems very natural to consider the class \( \mathcal{K} \) of functions defined over the set \( \mathcal{N} \) and assuming the values of the set \( \mathcal{N} \) of all integers. For these functions and for the computable functionals defined over the functions of the class \( \mathcal{C} \), the Uniformity Theorem has the following form:

For each functional \( \Phi \in \mathcal{K} \) there exists a functional \( a_\Phi \in \mathcal{K} \) such that for any \( x \in \mathcal{N} \) and \( f_1, f_2 \in \mathcal{C} \), the following condition is satisfied:

\[
\Phi(f_1(x)) = \Phi(f_2(x)) \quad \text{for all } x \in \mathcal{N}
\]

where \( h \in \mathcal{S} \) if \( g(h) = h_1 \), then \( h \in \mathcal{S} \) if \( g(h) = h_2 \), then \( \Phi(h) = \Phi(h) \).

**Theorem 1.** If \( \varphi \in \mathcal{K} \) then \( \varphi \) is computable in the Banach-Mazur sense.

Proof. A real function \( \varphi \) is computable in the Banach-Mazur sense (see Mazur [7]) provided that for each computable sequence \( (a_k) \) the sequence of values of \( \varphi(a_k) \) is computable in the above-mentioned sense. Hence, if \( (a_k) \in \mathcal{K} \) then there exists a function \( f \in \mathcal{C} \) such that

\[
|a_k - f(a_k)| < \frac{1}{n+1} \quad \text{for all } x \in \mathcal{N}
\]

According to (1) we also have

\[
|\varphi(a_k) - f(a_k)| < \frac{1}{n+1}
\]
According to property $8$ the functional $\Phi \in \mathcal{K}$ is computable in the Banach-Mazur sense. I.e. for $g(k,n) = \Phi(f_k)(n)$ if $f \in \mathcal{C}$, then $g \in \mathcal{C}$. Thus

$$\left| \frac{g(a_k) - g(k,n)}{n+1} \right| < \frac{1}{n+1},$$

and also $\{g(a_k)\} \in \mathcal{K}$ according to the definition.

To shorten the proofs we set

$$A(a,f) = \prod_{n \in \mathbb{N}} a \left\lfloor \frac{f(n)}{n+1} \right\rfloor < \frac{1}{n+1}.$$

We shall apply the Uniformity Theorem in the above form to prove the following

**Theorem 2.** If $\varphi \in \mathcal{K}$ then $\varphi$ is computably uniformly continuous in any segment. I.e. for $\varphi \in \mathcal{K}$ there exists a functional $\omega_{\varphi} \in \mathcal{K}$ such that if $A(a_1,f), A(a_2,f)$, then for any real $c, e$

$$a_1 < b, c < a_2$$

and $|b - c| < \frac{1}{\omega_{\varphi}(f_k)(n), n+1}$, then $|\varphi(b) - \varphi(c)| < \frac{2}{n+1}$.

Proof. If $\varphi \in \mathcal{K}$ then there exists a functional $\Phi \in \mathcal{K}$ such that condition (1) is satisfied. For the functional $\Phi$ there exists the uniformity $\mathcal{K}$; a functional $\omega_{\varphi} \in \mathcal{K}$ such that condition (U) is satisfied for any $f_1, f_2 \in \mathcal{K}$. Let the function $\varphi$ be defined in the segment $[a,b]$. We set

$$\omega_{\varphi}(f_1(f), f_2(n)) = \omega_{\varphi}(f_1, f_2(n)).$$

Let $f_1, f_2$ be two functions such that $A(a_1, f_1), A(a_2, f_2)$. If $a_1 < b, c < a_2$ and

$$|b - c| < \frac{1}{\omega_{\varphi}(f_1, f_2(n)), n+1},$$

then there exist two functions $g_1, g_2 \in \mathcal{K}$ such that

$$A(b, g_1), A(c, g_2),$$

$$g_1(n) = g_2(n) \quad \text{for} \quad n < \omega_{\varphi}(f_1, f_2)(n),$$

$$g_1(n), g_2(n) < \frac{1}{\omega_{\varphi}(f_1, f_2)}.$$

From condition (U), (8) and (6) it follows that

$$\Phi(g_1(n)) = \Phi(g_2(n)).$$

From (1) and (4) it follows that

$$\left| \frac{\varphi(b) - \Phi(g_1, n)}{n+1} \right| < \frac{1}{n+1} \quad \text{and} \quad \left| \frac{\varphi(c) - \Phi(g_2, n)}{n+1} \right| < \frac{1}{n+1}.$$
From the fact that $\omega_*$ satisfies (U) and $\Phi$ satisfies (1) it follows that $\varphi, \omega_*$ satisfy (2); hence by Theorem 2, according to (2) and (16), we have

$$
|\varphi(d) - \varphi(\frac{x}{\omega(n+1)})| < \frac{1}{n+1}.
$$

From (10) and (1) it follows that

$$
|\varphi(\frac{x}{\omega(n+1)}) - \Phi(\mathcal{W}(x, \omega(n)))\rangle(n)| < \frac{1}{n+1}.
$$

Formulae (11) and (14) imply that

$$
\Psi(\zeta_1, \zeta_2)(n) > \Phi(\Psi(z, \omega(n)))\rangle(n).
$$

Let $z \in \mathcal{N}$ be such a number that $z$ satisfies (14) and

$$
\Psi(\zeta_1, \zeta_2)(n) = \Phi(\mathcal{W}(z, \omega(n)))\rangle(n).
$$

From (1) and (20) it follows that

$$
|\varphi(\frac{x}{\omega(n+1)}) - \Psi(\zeta_1, \zeta_2)(n)| < \frac{1}{n+1}.
$$

Formula (15) implies that

$$
\varphi(d) > \varphi(\frac{x}{\omega(n+1)}).
$$

From (17) and (18) it follows that

$$
|\varphi(d) - \Phi(\mathcal{W}(x, \omega(n)))\rangle(n)| < \frac{3}{n+1}.
$$

From (21) it follows that

$$
\varphi(\frac{x}{\omega(n+1)}) - \frac{\Psi(\zeta_1, \zeta_2)(n) - 1}{n+1}.
$$

Formulae (19) and (24) imply that

$$
\varphi(\frac{x}{\omega(n+1)}) > \Phi(\mathcal{W}(x, \omega(n)))\rangle(n) - \frac{1}{n+1}.
$$

From (22) and (23) it follows that

$$
\Phi(\mathcal{W}(x, \omega(n)))\rangle(n) + 3
$$

From (25) and (26) we obtain

$$
\varphi(d) - \frac{\Psi(\zeta_1, \zeta_2)(n)}{n+1} < \frac{3}{n+1}.
$$

Formulae (21) and (27) give

$$
\frac{\Psi(\zeta_1, \zeta_2)(n)}{n+1} < \frac{4}{n+1}.
$$

From (28) and (33) it follows that

$$
\varphi(d) - \frac{\Psi(\zeta_1, \zeta_2)(n)}{n+1} < \frac{7}{n+1}.
$$

Now we put

$$
\Psi(\zeta_1, \zeta_2)(n) = \left[\frac{\Psi(\zeta_1, \zeta_2)(n)}{14n+13} + \frac{7}{14n+13}\right].
$$

Formula (29) implies that

$$
\varphi(d) - \frac{\Psi(\zeta_1, \zeta_2)(n)}{14n+13} < \frac{1}{2(n+1)}.
$$

Hence

$$
\Psi(\zeta_1, \zeta_2)(n) < \frac{1}{2(n+1)} + \varphi(d) + \frac{1}{n+1}.
$$

and

$$
\frac{\Psi(\zeta_1, \zeta_2)(n)}{14n+13} + \frac{1}{2} < \frac{\Psi(\zeta_1, \zeta_2)(n)}{14n+13} + \frac{1}{2} < (n+1)\varphi(d) + 1.
$$

On the other hand, from (31) it follows that

$$
\varphi(d) - \frac{1}{n+1} < \frac{\Psi(\zeta_1, \zeta_2)(n)}{14n+13} - \frac{1}{2(n+1)};
$$

hence

$$
(n+1)\varphi(d) - 1 < \frac{\Psi(\zeta_1, \zeta_2)(n)}{14n+13} - \frac{1}{2}.
$$

From (30), (32) and (33) it follows that

$$(n+1)\varphi(d) - 1 < \varphi(\zeta_1, \zeta_2)(n) < (n+1)\varphi(d) + 1.
$$

This means that

$$
\varphi(d) - \frac{\Psi(\zeta_1, \zeta_2)(n)}{n+1} < \frac{1}{n+1},
$$

which completes the proof.


**Theorem 4.** If the function \( \varphi \in \mathcal{R} \) is defined over the segment \([a, b]\), \( \Lambda(a, f_1), \Lambda(b, f_2) \) and \( d \) is the unique number of the segment \([a, b]\) such that \( \varphi(d) = \max_{c \in [a, b]} \varphi(c) \), then \( d \) is computable in \( f_1, f_2 \).

**Proof.** We consider the partition of the segment \([a, b]\) by numbers of the form
\[
\frac{x}{c_0(n) + 1}, \quad \text{where} \quad c_0(n) = c_\varphi(f_1(n), f_2(n) + n + 1)
\]
and
\[
f_1(c_0(n)) \leq x < f_1(c_0(n + 1)).
\]

From Theorem 2 it follows that for any \( d \in [a, b] \) there exists an \( x \in \mathcal{N} \) which satisfies (35) and
\[
\left| \varphi(d) - \varphi\left(\frac{x}{c_0(n) + 1}\right) \right| < \frac{2}{n + 1}.
\]

Suppose that \( \varphi(d) = \max_{c \in [a, b]} \varphi(c) \); hence according to Theorem 3 there exists a functional \( \varphi \in \mathcal{R} \) such that \( \Lambda(\varphi(d), \varphi(f_1, f_2)) \), hence according to (36)
\[
\left| \varphi(f_1, f_2)(n) - \varphi\left(\frac{x}{c_0(n) + 1}\right) \right| < \frac{3}{n + 1}.
\]

On the other hand, from (1) it follows that
\[
\Lambda\left(\frac{x}{c_0(n) + 1}, \Phi\left(W[x, c_0(n) + 1]\right)\right).
\]

Thus according to (37) we obtain the following condition:
\[
\left| \varphi(f_1, f_2)(n) - \varphi\left(\frac{x}{c_0(n) + 1}\right) \right| < \frac{3}{n + 1}.
\]

The following functional is also computable:
\[
\xi(n) = \left(\max_{c \in [a, b]} f_1(c_0(n)) \leq x < f_1(c_0(n))\right) \land \left(\varphi(f_1, f_2)(n) - \Phi\left(W[x, c_0(n) + 1]\right) < \xi\right).
\]

If \( \varphi(d) \) is the unique maximum of the function \( \varphi \) in the segment \([a, b]\), then the following condition is satisfied:
\[
\left| \varphi(d) - \varphi\left(\frac{x}{c_0(n) + 1}\right) \right| < \frac{2}{n + 1}.
\]
From (42) and (48) we obtain
\[
\left| \frac{g(k)}{k+1} - d \right| < \frac{1}{k+1},
\]
which completes the proof.

**Theorem 5.** The computable real numbers constitute the field of numbers algebraically closed in the field of real numbers.

Proof. It is very easy to verify that the functions $+, -, \cdot, \div, \\uparrow, \\downarrow, \downarrow, \div, \\uparrow', \\downarrow'$ are computable functions of two arguments. Hence the set of computable numbers is a field of numbers, and any polynomial $\pi(x)$ with computable coefficients is a computable function. Similarly, the function $-|\pi(x)|$ is also computable and satisfies the conditions of Theorem 4. Hence $-|\pi(x)|$ assumes all maxima in computable points. But $-|\pi(x)|$ assumes a maximum if and only if $\pi(x) = 0$; thus the real roots of the polynomial $\pi$ are computable.

**Theorem 6.** If $\varphi \in \mathcal{K}$ and $\varphi$ is strictly monotonic in the segment $[a, b]$ and $A(a, \varphi), A(b, \varphi)$ then the function $\varphi^{-1}$ is computable in $f_1$.

Proof. The proof is similar to the proof of Theorem 4. First we consider the partial of the segment $[a, b]$ by numbers satisfying (34) and (35). Similarly to (39) we set
\[
(39') \xi\langle g, n \rangle = (\mu x) \left[ f_1(\omega(n)) < x < f_2(\omega(n)) \right] \left\{ \varphi(n) = \varphi\left(W[x, \omega(n) \rangle \rangle n \right) \right\} < 4; \]
the functional $\xi$ is computable because the operation of minimum is limited. From the fact that the function $\varphi$ is strictly monotonic it follows that:
\[
(40') \Pi_{x \in \mathbb{F}} \Pi_{n \in \mathbb{N}} \sum_{x \in \mathbb{F}} \omega(n) + 1 > 6(k+1) \quad \text{and} \quad \Pi_{n \in \mathbb{N}} \]
if $f_1(\omega(n)) < x < f_2(\omega(n))$ and $\varphi(n) - \varphi\left(W[x, \omega(n) \rangle \rangle n \right) < 4$
and $\varphi(n) - \varphi\left(W[y, \omega(n) \rangle \rangle n \right) < 4$, then
\[
\left| \frac{x - y}{\omega(n) + 1} \right| < \frac{1}{6(k+1)}.
\]

Let $\xi\langle g, k \rangle$ be the smallest $n \in \mathbb{N}$ such that $g, k, n$ satisfy condition (40').

Thus $\xi \in \mathcal{K}$. Now we put
\[
(41') \varphi^{-1}(g) = (\mu x) \left[ \frac{x}{k+1} - \xi\langle g, k \rangle \right] \left\{ \frac{2}{\omega(n) + 1} < \frac{1}{3(k+1)} \right\}.
\]

We shall prove that if $A(a, \varphi)$, then $A\left(\varphi^{-1}(a), \varphi^{-1}(b)\right)$ for $a < \varphi^{-1}(a) < b$. Indeed, suppose that $A(a, \varphi), a < \varphi^{-1}(a) < b$.

\[
(42') \quad A(a, \varphi), a < \varphi^{-1}(a) < b.
\]

\textsuperscript{a) Another proof of Theorem 5 is in Mazur (7).}
Both functions, \( \phi \) and \( \chi \), are computable. Indeed, let us consider the computable functionals

\[
\Phi(f)(n) = (\mu x)[f(n) - (x + 1) \cdot (n + 1)]
\]

\[
> [f(n) - x \cdot (n + 1)] < [f(n) - (x - 1) \cdot (n + 1)]
\]

(3)

\[
\Phi(f)(n) = [\Phi(f)(n) \cdot (n + 1)] - f(n)
\]

(4)

We shall prove that if \( A(a, f) \), then \( A(\phi(a), \Phi(f)) \).

Let us suppose that

\[
[f(n) - a] < \frac{1}{n + 1}
\]

for any \( n \in \mathbb{N} \).

From (3) and (5) it follows that

\[
\begin{align*}
\text{if } f(n) > [a] + \frac{1}{2}, & \quad \text{then } \Phi(f)(n) = [a] + 1, \\
\text{if } f(n) < [a] + \frac{1}{2}, & \quad \text{then } \Phi(f)(n) = [a].
\end{align*}
\]

Hence from (4) and (6) we obtain

\[
\Phi(f)(n) = \frac{[f(n) - a]}{n + 1}
\]

(7)

\[
\text{the smallest of two numbers}
\]

\[
\left\{ \left[ \frac{f(n)}{n + 1} - [a], [a + 1] - \frac{f(n)}{n + 1} \right] \right\}
\]

Now let us distinguish 6 cases:

A. \( a = \frac{f(n)}{n + 1} \).

From (7) and (1) it follows that

\[
\Phi(f)(n) = \frac{f(n) - a}{n + 1} = \phi(a).
\]

B. \( a = [a] + \frac{1}{2} \).

If \( n \) is odd, then \( a = \frac{f(n)}{n + 1} \), i.e. the case A, if \( n \) is even, then

\[
\frac{f(n) - a}{n + 1} = \frac{1}{2(n + 1)} \quad \text{and} \quad \frac{\Phi(f)(n) - \phi(a)}{n + 1} = \frac{1}{2(n + 1)}
\]

C. \( a < [a] + \frac{1}{2} < \frac{f(n)}{n + 1} < [a + 1] + \frac{1}{2} \).

Hence

\[
\frac{f(n) - a}{n + 1} = \frac{1}{2(n + 1)} \quad \text{and} \quad a - [a] = \frac{1}{2(n + 1)},
\]

\[
\Phi(f)(n) = \frac{f(n)(n + 1)}{n + 1} + \frac{1}{2} \quad \text{thus} \quad \phi(a) = \phi(f)(n) = \frac{1}{2(n + 1)}.
\]

Hence

\[
\frac{f(n)}{n + 1} - [a] = \frac{1}{2(n + 1)}
\]

and

\[
\frac{\Phi(f)(n) - \phi(a)}{n + 1} = \frac{1}{2(n + 1)}.
\]

which proves that \( \phi \in \mathcal{K} \).

It is evident that if \( \phi \in \mathcal{K} \) then \( \chi \in \mathcal{K} \), because \( (\phi^{n+1}) \cdot a < 1 \); thus it is easy to compute the value of \( \chi(a) \) with any estimation. The function \( \chi \) is well known to be non-differentiable at any point.

There remain some interesting problems concerning the computable real functions. E.g. whether the maximum of a computable function is always obtained in a computable point, whether the derived function of a differentiable computable function is computable, a similar problem concerning integration and others.\(^{32}\)

\(^{32}\) During the print S. Mazur and the author have remarked that the class \( \mathcal{K} \) of computable real functions of § 4 can be defined without use of computable functionals in a manner similar to the definition of recursive real function formulated by E. Specker in (14). Namely \( \phi \in \mathcal{K} \) if and only if there exists the functions \( f, g, h, \lambda \) of class such that:

1. \( \phi \) is continuous;
2. \( \phi > \lim_{n \to \infty} h(p, g, n) / f(p, g, n) \);
3. if \( n \geq f(k) \), then \( |k(p, g, n) / f(p, g, n) - h(p, g, n) / f(p, g, n)| < 1 / (k + 1) \);
4. if \( f(k) \leq g(p, q, n) < f(p, q, n) \), and \( |g(p, q, n) / f(p, q, n) - h(p, q, n) / f(p, q, n)| < 1 / (k + 1) \).
Continuous mappings of a certain family

by J. de Groot (Leiden, Holland)

1. We shall prove as a main result, using the axiom of choice (c denotes the potency of the system of real numbers):

**Theorem I.** There exists a family of 2^c subsets of the plane such that no set of the family can be mapped continuously (degenerate maps excepted)

in (or on) another set of the family.

This theorem is known if the “continuous maps in” are replaced by “topological maps in” or “continuous maps on” or even “continuous maps in, with c image-points” 1). While these theorems are true and have been proved in any complete separable space, this is clearly not the case with theorem I. In the discontinuum of Cantor D for example any subset of D having dimension 0 may be mapped continuously and non-degenerately in any subset of D, consisting of more than one point. Moreover it is clear that the family of theorem I must in any case consist of connected sets containing no arcs. On the other hand the other theorems are true both for (suitably selected) families of connected or not connected sets and (except in one case) for families containing arcs or no arcs.

From these considerations one might expect that a proof of theorem I might be rather difficult. This is, however, not the case if we add some topological features to the proof of a general set-theoretic theorem of Kuratowski 2). Our proof parallels therefore to a great extent the proof of Kuratowski, which enables him to establish the mentioned theorem in the case of “continuous maps in with c image-points”. On the other hand this proof is only an existence-proof using the axiom of choice. It is easy e. g. to define effectively two sets neither of which can be map-
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