Boolean representation through propositional calculus 2)

by
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By the boolean representation theorem we mean the proposition, first proved by Marshall Stone 1), that every boolean algebra is isomorphic to a boolean algebra of sets. By the Gödel-Malcev (functional) theorem we shall mean the metamathematical result stating that every formally consistent set of sentences of a first-order functional calculus is simultaneously satisfiable 3). Each of these two theorems has been proved with the aid of the axiom of choice 4), but neither one seems to be as strong as that axiom.

Although the boolean representation theorem and the Gödel-Malcev theorem appear to deal with very different subjects, the two have recently been shown to be quite closely related. Rasiowa and Sikorski 7) have given a proof of the Gödel-Malcev theorem using some of the same techniques which Stone employed in establishing the boolean representation theorem. By a slight change in their argument, it can be turned into a proof that the boolean representation theorem implies the Gödel-Malcev theorem. On the other hand, it has also been shown 5) that the boolean representation theorem follows from the Gödel-Malcev theorem. In short, the two theorems are equivalent. Furthermore, although it appears necessary to employ the axiom of choice in order to establish
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1) This work was supported in part by a grant from the National Science Foundation.

2) Gödel [2] and Malcev [3].

3) The Gödel-Malcev theorem is often stated for a first-order functional calculus containing only a countable number of symbols. This is the form in which it was first established by Gödel, and in this form it is not necessary to use the axiom of choice. It was Malcev, in the case of formulas of the propositional calculus, who first considered this theorem in connection with formal systems containing a non-denumberable number of symbols. The first statement or proof of the Gödel-Malcev theorem for first-order functional calculi with a non-denumberable number of symbols seems to occur in Henkin [4]. Subsequently, and independently, the theorem appeared and was proved in Robinson [6].

4) Henkin [5]. This paper contains some discussion of the relative strength of the axiom of choice and the Gödel-Malcev theorem.
either of these theorems, the equivalence of the two theorems can be established without recourse to the axiom of choice.

In this paper we shall show that the Boolean representation theorem follows, without the axiom of choice, from the Gödel-Malcev propositional theorem, i.e., from the metamathematical result that every formally consistent set of formulas of a propositional calculus is simultaneously satisfiable. On the surface, this appears to be a weaker statement than the Gödel-Malcev functional theorem. That, conversely, the Gödel-Malcev propositional theorem follows from the Boolean representation theorem, can easily be demonstrated by the methods of Rasiowa and Sikorski, as they themselves have indicated. In the last sections we consider the question of representing a Boolean algebra as a Boolean algebra of sets using fewer points than there are elements in the given algebra.

1. A Boolean algebra \( A = \langle A, -, +, \cdot, \bot, 0, 1 \rangle \), where \( A \) is a set, 0 and 1 are elements of \( A \), \(-\) is a unary operation on \( A \), \(+\) and \( \cdot \) are binary operations on \( A \), and \( \bot \) is a binary relation on \( A \). We assume that the reader is familiar with a set of axioms for Boolean algebras, as well as with the principal laws which relate the basic notions. A Boolean algebra of sets is a Boolean algebra in which \( I \) is a set, \( A \) is a family of subsets of \( I \), \( 0 \) is the empty set, \(-\) is the operation of complementation (relative to \( I \)), \(+\) and \( \cdot \) are respectively the operations of union and intersection, and \( \bot \) is the relation of inclusion.

A propositional calculus is a formal system containing among its primitive symbols a set of propositional symbols, parentheses, and the further symbols \( \neg, \lor, \land, \Rightarrow, \text{ and } = \), of which the first is a unary connective and the other four are binary connectives. We assume that the reader is familiar with a set of formal axioms for such calculi, as well as with the principal formal theorems which can be derived. We shall assume that the calculus is formalized with a single formal rule of inference, \textit{modus ponens}, which permits the inference of a formula \( \beta \) from the formulas \( \alpha \) and \( \alpha \Rightarrow \beta \).

Let \( \Gamma \) be any set of formulas of the propositional calculus. The class of formulas \textit{formally derivable} from \( \Gamma \) is the smallest class of formulas containing \( \Gamma \) and the formal axioms, and closed under \textit{modus ponens}.

To indicate that a formula \( \alpha \) is derivable from \( \Gamma \), we write \( \Gamma \vdash \alpha \). Thus, a set \( \Gamma \) of formulas is \textit{formally consistent} if and only if there is no formula \( \alpha \) such that \( \Gamma \vdash \alpha \) and also \( \Gamma \vdash \neg \alpha \).

\(^1\) See, for example, Stone [1].
\(^2\) See, for example, Hilbert and Bernays [8].

Now consider an arbitrary Boolean algebra \( A = \langle A, -, +, \cdot, \bot, 0, 1 \rangle \).

Our object is to find a Boolean algebra of sets, \( A = \langle A, -, +, \cdot, \bot, 0, 1 \rangle \), which is isomorphic to the given \( A \). To this end, we consider a propositional calculus which contains a propositional symbol \( p_x \) corresponding to each element \( x \) of \( A \) (distinct symbols corresponding to distinct elements). And we let \( \Gamma \) be the set containing all of the following formulas:

\[(i) \text{ } \neg p_x = p_{x'} \text{ for all } x \in A,\]
\[(ii) \text{ } p_x \lor p_y = p_{x+y} \text{ for all } x, y \in A,\]
\[(iii) \text{ } p_x \land p_{x'} = p_{x \cdot y} \text{ for all } x, y \in A,\]
\[(iv) \text{ } p_x = p_{x'} \text{ for all } x, y \in A \text{ such that } x = y,\]
\[(v) \text{ } \neg p_x,\]
\[(vi) \text{ } p_x.\]

\textbf{Lemma.} Let \( a \) be any element of \( A \) other than 0. Then the set \( \Gamma_a \) consisting of the above mentioned set \( \Gamma \) together with the additional formula \( p_a \), is formally consistent.

\textbf{Proof.} We define a function \( \psi \) which assigns to each formula of the propositional calculus an element of \( \Delta \), as follows:

\[(\psi(\neg \alpha)) = \neg \psi(\alpha) \text{ for each } \alpha \in \Delta,\]
\[(\psi(\alpha \lor \beta)) = \psi(\alpha) \lor \psi(\beta) \text{ for each } \alpha, \beta \in \Delta,\]
\[(\psi(\alpha \land \beta)) = \psi(\alpha) \land \psi(\beta) \text{ for each } \alpha, \beta \in \Delta,\]
\[(\psi(\neg \alpha)) = \neg \psi(\alpha) \text{ for each } \alpha \in \Delta,\]
\[(\psi(\alpha \Rightarrow \beta)) = \psi(\alpha) \Rightarrow \psi(\beta) \text{ for each } \alpha, \beta \in \Delta.\]

From the elementary laws of Boolean algebra, together with \((\psi(\neg \alpha)) = \neg \psi(\alpha)\) and \((\psi(\alpha \lor \beta)) = \psi(\alpha) \lor \psi(\beta)\), while from \((\psi(\neg \alpha)) = \neg \psi(\alpha)\), we infer \(\neg \psi(\alpha) \Rightarrow \neg \psi(\beta)\) for each \(\alpha, \beta \in \Delta\). From these facts, together with formulas (i)-(v), we easily conclude that \(\psi(\alpha) \Rightarrow \psi(\beta)\) for every \(\alpha, \beta \in \Delta\). Now we also have \(\psi(\alpha) \Rightarrow \psi(\beta)\) for each formula \(\alpha \) of the propositional calculus, for in fact \(\psi(\alpha) \Rightarrow \psi(\beta)\) for each such \(\alpha \) as we easily show by the elementary laws of Boolean algebras. Furthermore, modus ponens preserves the property of formulas to be mapped by \(\psi\) into an element of \(\Delta\) which includes \(\alpha\). That is, if \(\alpha \in \psi(\alpha)\) and \(\alpha \Rightarrow \psi(\beta)\), then also \(\alpha \Rightarrow \psi(\beta)\). (This follows from the Boolean law that \(\alpha \Rightarrow \beta\) implies \(\alpha \Rightarrow \beta\)). Hence we see that \(\alpha \in \psi(\alpha)\) for every formula \(\alpha \) derivable from \(\Gamma\).

Suppose, now, that \(\Gamma_a\) were not formally consistent. Then there would be a formula \(\alpha\) such that both \(\Gamma_a \vdash \alpha\) and \(\Gamma_a \vdash \neg \alpha\). Hence \(\alpha \in \psi(\alpha)\)
and \( a \leq \neg a \) for each \( a \). Using the boolean law that \( y \leq a \) and \( y \leq \neg x \) imply \( y = 0 \), we conclude that \( a = 0 \). But this contradicts the assumption of the lemma. Hence \( I \) must be formally consistent, and the lemma is proved.

Having demonstrated that \( I \) is formally consistent (for each \( a \neq 0 \)), we can apply the Gödel-Malcev (propositional) theorem and conclude that \( I \) is simultaneously satisfiable. This means that there exists a function \( \varphi_a \), assigning to each formula of the propositional calculus a truth-value, \( T \) or \( F \), such that:

1. \( \varphi_a(\neg a) = T \) or \( F \) according as \( \varphi_a(a) = F \) or \( T \), for each formula \( a \).
2. \( \varphi_a(a \lor b) = T \) if and only if \( \varphi_a(a) = T \) or \( \varphi_a(b) = T \).
3. \( \varphi_a(a \land b) = T \) if and only if \( \varphi_a(a) = T \) and \( \varphi_a(b) = T \).

In general, of course, there will be many such functions \( \varphi_a \) for each \( a \neq 0 \), and without the axiom of choice we do not know how to select a unique \( \varphi_a \) corresponding to each \( a \).

Let \( I_a \) be the set of all these functions \( \varphi_a \) (for all \( a \in A \), \( a \neq 0 \)). We associate to each element \( x \) of \( A \) a subset \( S(x) \) of \( I_a \) as follows: For each \( \varphi_a \in I_a \),

\[ \varphi_a \in S(x) \quad \text{if and only if} \quad \varphi_a(p_{ax}) = T. \]

Let \( A \) be the family of all sets \( S(x) \), \( x \in A \). Let \( \langle A, 1, +, =, \leq, 0 \rangle \) be the standard boolean set-theoretic concepts: complementation, union, intersection, inclusion, null set. We assert that \( A \) is an isomorphism between \( S \) and \( A \), the mapping \( S \) of \( A \) onto \( A \), such that \( S \) is an isomorphism between \( a \) and \( S(a) \).

To show that \( S(-x) = -S(x) \), we conclude as follows. By (2), we have \( \varphi_a \in S(-x) \) if and only if \( \varphi_a(p_{-a,x}) = T \). From (2), (4), and (i) we conclude that \( \varphi_a(p_{-a}) = \varphi_a(p_{-a,x}) \), so that from (2) and (2) it follows that \( \varphi_a \in S(-x) \). Hence, by definition of \( -S \) and \( S \),

\[ -S(x) = \neg S(x), \]

In an entirely similar manner we can show

\[ S(x + y) = S(x) \lor S(y), \quad S(x \cdot y) = S(x) \land S(y), \quad S(0) = 0, \quad S(I) = I. \]

In short, \( S \) is a homomorphism, and hence \( A \) is a boolean algebra of sets. It remains only to show that \( S \) is a one-one mapping, and for this it suffices to show that \( S(x) \neq 0 \) for every \( x \neq 0 \), \( x \in A \). But this is clear, for if \( x \neq 0 \) then by (2), (4), and the fact that \( p_{ax} \in I_a \), we see that \( \varphi_a \in S(x) \).

This concludes the proof of the boolean representation theorem from the Gödel-Malcev (propositional) theorem.

2. Since the proof of the Gödel-Malcev (propositional) theorem from the boolean representation theorem follows closely the line of argument of the Rasiowa-Sikorski theorem, we give it here only in brief outline. We suppose, then, that we are given a propositional calculus and a formally consistent set \( I \) of its formulas. Our object is to show that \( I \) is simultaneously satisfiable.

To do this we consider the binary relation \( \equiv \) defined on the formulas of the calculus, such that \( a \equiv b \) holds if and only if \( I \vdash a = b \). This is clearly shown to be an equivalence relation, so that the formulas of the calculus are partitioned into disjoint equivalence classes \( E(a) \), where \( E(a) \) is the set of all formulas \( b \) such that \( b \equiv a \).

Let \( A \) be the set of all these equivalence classes. It can be shown that there is an operation \( _{-} \) defined on \( A \) by the rule \( E(a) + E(b) = E(a \lor b) \). Similarly, we define \( E(a) \cdot E(b) = E(a \land b) \), \( E(a) \land E(b) = E(a \land b) \), \( E(a) \equiv E(b) \) if and only if \( I \vdash a = b \). Then from the elementary theorems of propositional calculus we can show that \( \langle A, +, \cdot, \equiv, \leq, 0, I \rangle \) satisfies the axioms for boolean algebras.

Applying the boolean representation theorem, we conclude that there exists a boolean algebra of sets, \( B \), such that \( \varphi \in \sigma(B) \). This assignment \( \varphi \) can be shown to satisfy simultaneously all formulas of \( I \).

3. In part 1 of this paper we started with an arbitrary boolean algebra \( A \) and associated with it a certain formally consistent set \( I \) of formulas of a propositional calculus. Let us call this set \( I^*(A) \) to show that it is dependent on and determined by \( A \). In part 2 we started with a formally consistent set \( I \) of formulas, and associated with it a boolean algebra \( A \), which we will now call \( A^*(I) \). These two constructions are related by the following theorems, whose proof we leave to the interested reader:

Any boolean algebra \( A \) is isomorphic to \( A^*(I^*(A)) \).

If \( I \) is any formally consistent set of formulas of a propositional calculus, and \( A \) any algebra of sets, then \( I \vdash a \) if and only if \( I^*(A^*(I)) \vdash _{\equiv} a \).


4. In part 1 we have shown how, starting with a Boolean algebra $\mathbf{a}$ we can find an isomorphic algebra of sets $\mathbf{a}_I$. The unit element $I_0$ of the latter has as its elements certain functions $\varphi_\varepsilon$, and it may well happen that the cardinality of $I_0$ is greater than that of the set $A$ of elements of the given algebra $\mathbf{a}$.

If we permit ourselves the use of the axiom of choice (as we shall freely do in the remainder of this paper), we can easily modify the construction of part 1 to ensure that in the representing algebra of sets, $\mathbf{a}_I$, the unit element $I_0$ has a cardinality not exceeding that of the given $A$. Namely, for each $\varepsilon \in A$, $\varepsilon \neq 0$, we select a single function $\varphi_{\varepsilon}$ which simultaneously satisfies all formulas of $\Gamma_\varepsilon$. We let $I_0$ be the set of non-zero elements of $A$. $S(\varphi_{\varepsilon})$ is then defined to be the subset of $I_0$ consisting of those elements $\varepsilon$ such that $\varphi_{\varepsilon}(p_\varepsilon) = \top$. Clearly, under this modified construction, the element $I_0$ will have exactly as many elements as there are elements in $A$ different from 0. Hence the cardinal of $I_0$ will be less than or equal to the cardinal of $A$ according as $A$ is finite or infinite.

Now there are certainly Boolean algebras $\mathbf{a}$ for which no representing algebra $\mathbf{a}_I$ can have a unit element $I_0$ whose cardinality is less than that of the given $A$ — for example, this is true whenever $A$ is denumerably infinite. On the other hand, for other algebras $\mathbf{a}$ such a representation is possible — for example, if $\mathbf{a}$ is itself a Boolean algebra of sets in which $A$ consists of all subsets of $I$. We may, therefore, seek some condition on the algebraic structure of a Boolean algebra $\mathbf{a}$ which will determine whether or not $\mathbf{a}$ admits a representation in which $I_0$ has smaller cardinality than $A$.

As the theorem below shows, such a condition can be described in terms of the concept of finite intersection property. A set $U$ of elements of a Boolean algebra is said to have the finite intersection property if, whenever $x_1, x_2, \ldots, x_n$ are a finite number of elements of $U$, $x_1 \wedge x_2 \wedge \cdots \wedge x_n \neq \bot$.

**Theorem.** Let $\mathbf{a} = (A, +, \cdot, \leq, 0, 1)$ be a given Boolean algebra. A necessary and sufficient condition for $\mathbf{a}$ to be isomorphic to some Boolean algebra of sets, $\mathbf{a}_I$, whose unit element has cardinality less than that of $A$, is the existence of a class $U$ satisfying the following conditions:

1) The close relation between our method of representing a Boolean algebra and that of Stone will be appreciated if it is observed that the set of functions $p_\varepsilon$ and the set of maximal ideals of $\mathbf{a}$ are in one-one correspondence. In fact, for each function $p_\varepsilon$, the set of all elements $\alpha$ of $A$ such that $\varphi_{\varepsilon}(p_\varepsilon) = \alpha$ is a maximal ideal not containing $\varepsilon$.

Now it is well known that there are denumerable Boolean algebras with a non-denumerable number of prime ideals; hence for such a denumerable algebra there will be a non-denumerable number of functions $p_\varepsilon$ associated with the corresponding propositional calculus.

(UI) Each element $u$ of $U$ is a subset of $A$ which has the finite intersection property.

(UII) Every element $x$ of $A$, other than 0, is in at least one element $u$ of $U$.

(UIII) The cardinal of $U$ is less than the cardinal of $A$.

Proof. Assume first the existence of a class $U$ satisfying (UI)-(UIII). As in part 1, we construct a propositional calculus which contains a propositional symbol $p_\varepsilon$ corresponding to each element $x$ of $A$; and we form the same set $\Gamma$ of formulas which is described there.

Now for each $u \in U$ let $\Gamma_u$ be the set of formulas obtained by adding to $\Gamma$ all of the formulas $p_a$ such that $a \in u$. We assert that $\Gamma_u$ is formally consistent.

For suppose (for some $u \in U$) that $\Gamma_u$ is inconsistent, so that $\Gamma_u \vdash \alpha$ and $\Gamma_u \vdash \neg \alpha$ for some formula $\alpha$. From the definition of formally derivable it follows that $\Gamma_u \vdash \neg \alpha$ and $\Gamma_u \vdash \neg \neg \alpha$, where $\Gamma_u$ is obtained from $\Gamma$ by adding some finite number of formulas $p_{a_1}, \ldots, p_{a_n} (a_1, \ldots, a_n$ being elements of $u)$. Now we construct the same function $\varphi$ described in the proof of the lemma of part 1, and continuing the argument presented there we show that $\alpha = \beta$ formally derivable in $\Gamma_u$. Hence, in particular, $\alpha = \neg \alpha \in \varphi(\alpha)$ and $\alpha = \neg \neg \alpha = \neg \varphi(\alpha)$, so that we must have $\alpha = \neg \alpha = \neg \neg \alpha = \bot$. This, however, contradicts (UI), since $a_1, \ldots, a_n$ are all elements of $u$. This contradiction establishes the formal consistency of $\Gamma_u$.

We then apply the Gödel-Malcev (propositional) theorem to infer the existence of a function $\varphi_u$ assigning a truth-value, $\top$ or $\bot$, to each formula of the propositional calculus, which satisfies simultaneously all formulas of $\Gamma_u$; and we use the axiom of choice to select one such function $\varphi_u$ corresponding to each $u \in U$. Finally, we take $I_0$ to be $U$, and for each $x \in A$ we let $\mathcal{S}(x)$ be the set of those elements of $I_0$ such that $\varphi_u(x) = \top$. As in part 1, we let $\mathbf{a}_I$ be the family of all these sets $\mathcal{S}(x)$; we let $u_1 + u_2 = u_3 \leq \bot$ be the standard boolean set-theoretic concepts, and we then show that $\mathcal{S}$ is a homomorphism of $\mathbf{a}$ onto the system $\mathbf{a}_I = (A, +, \cdot, \leq, 0, 1)$, which is thereby shown to be a Boolean algebra of sets. Finally, $\mathbf{a}_I$ is one-one because if $x \in A$, $x \neq 0$, then by (UI) there is a $u \in U$ such that $x \in u$, and this $u$ is in $\mathcal{S}(x)$ since $p_x$ is in $\Gamma_u$. The fact that $I_0$ has cardinality less than that of $A$ is simply the condition (UIII). This completes the proof of the sufficiency of the condition described in our theorem.

To show the necessity of our condition, we suppose that we have a Boolean algebra of sets $\mathbf{a}_I$ whose unit element $I_0$ has cardinality less than that of $A$, and that $\mathbf{a}_I$ is an isomorphism between $\mathbf{a}$ and $\mathbf{a}_I$. Our object is to show the existence of a class $U$ satisfying conditions (UI)-(UIII).
To this end, associate with each element \( j \) of \( I_1 \), the set \( w_j \) consisting of all elements \( x \) of \( A \) such that \( j \in S(x) \), and let \( U \) be the class of all such sets \( w_j \), \( j \in I_1 \). We assert that this class \( U \) satisfies the required conditions.

First let \( x_1, \ldots, x_n \) be any finite number of elements from one of the sets \( w_j \). Now \( S(\bar{x}_1), \ldots, S(\bar{x}_n) \neq \emptyset \) since \( j \in S(\bar{x}_1), \ldots, S(\bar{x}_n) \). But \( S \) is an isomorphism, so \( \bar{x}_1 \ldots \bar{x}_n \neq 0 \). Thus condition (\( U_i \)) is satisfied.

Next consider any \( x \in A, x \neq 0 \). Since \( S \) is an isomorphism, \( S(\bar{x}) \neq 0 \), and so there exists a \( j \) in \( S(\bar{x}) \). But then \( x \in w_j \), so condition (\( U_i \)) is satisfied.

Finally, (\( U_{ii} \)) is an immediate consequence of our assumption on the cardinality of \( I_1 \), since the cardinality of \( U \) clearly does not exceed that of \( I_1 \).

This completes the proof of our theorem.

5. We do not know whether the theorem of part 4 can be proven using the Gödel-Malcev (propositional) theorem without using the axiom of choice. However, without the axiom of choice we can show by Stone's method that the possibility of representing a given Boolean algebra \( A \) by a Boolean algebra of sets \( a \), whose unit element has smaller cardinality than that of \( A \), is equivalent to the existence of a non-empty class \( V \) satisfying the following conditions:

- (Vi) Every element \( v \) of \( V \) is a maximal ideal of \( A \).
- (Vii) The intersection of all the elements \( v \) of \( V \) is empty.
- (Viii) The cardinality of \( V \) is less than that of \( A \).

Using the axiom of choice, one can give a direct proof that the existence of a class \( U \) satisfying (\( U_i \)) is equivalent to the existence of a class \( V \) satisfying (Vi)-(Viii).
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On the existence of totally heterogeneous spaces

by

J. R. Büchi (Ann Arbor)

The main purpose of this note is to prove the existence of a set \( M \) of real numbers, which is heterogeneous in the sense that every Borel-function defined on a subset \( X \) of \( M \) into \( M \) is trivial. Some consequences and related facts are pointed out in notes at the end of the paper.

We first state the following fact:

(1) Let \( f \) be a real valued measurable function defined on a measurable set \( X \) of real numbers. Then the set \( D \) of all \( y \) for which \( f^{-1}(y) \) is of positive measure, is at most of cardinality \( \aleph_n \).

Now we prove,

Lemma 1. Let \( F \) be a class of real valued measurable functions, defined on measurable sets of real numbers, and suppose the cardinality of \( F \) is \( \aleph_n \). Then there exists a set \( M \) of real numbers, which is of cardinality \( \aleph_n \), such that the sets \( \{f(x)\mid x \in M \} \) \( f(x) \in M \), \( f(x) \neq x \) are at most of cardinality \( \aleph_n \), for all members \( f \) of \( F \).

Proof. Let \( \omega_0 \) be the first ordinal of cardinality \( \aleph_n \), By hypothesis the class \( F \) can be arranged into a \( \omega_0 \)-series \( \{f_i \mid i < \omega_0 \} \). Let \( D := \{x \mid f^{-1}(y) \) of positive measure \} and define a \( \omega_1 \)-series of real numbers \( x_i \) by the following induction.

Choose any real number \( x_1 \). If the \( x_i \) are already defined for all \( \eta < \xi \), then choose \( x_\xi \) such that the following conditions are satisfied:

(\( \xi \)) \( x_\xi \neq x_\eta \) for all \( \eta < \xi \),

(\( \xi \)) \( x_\xi \neq f_i(x_\xi) \) for all \( \eta < \xi \) and \( \nu < \xi \),

(\( \xi \)) \( f_i(x_\xi) \neq x_\eta \) or \( f_i(x_\xi) \neq D_i \) for all \( \eta < \xi \) and \( \nu < \xi \).

That such an element \( x_\xi \) exists one shows as follows. To realize (\( \xi \)) and (\( \xi \)) one has to avoid a set of cardinality less than \( \aleph_n \) only. As for the realization of (\( \xi \)) note first that in case \( x_\eta \in D_i \), the condition (\( \xi \)) is void. In the alternative case the pair \( (\eta, \nu) \) is such that \( x_\eta \in D_i \). Then, by definition of \( D_i, f^{-1}(x_\xi) \) is of measure 0. Therefore, for any pair \( (\eta, \nu) \),