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1. Introduction. Kuratowski 2) has proven that a topological graph is planar, i.e., that it can be mapped in a 1—1 continuous manner on the plane, if and only if it contains no subgraph having either of two specific forms. Whitney 3) has shown that a graph is planar if and only if it has a combinatorial “dual”. This paper establishes another combinatorial condition that a graph be planar. This condition may be stated in terms of ordinary combinatorial concepts:

Theorem I. A combinatorial graph is planar if and only if the graph contains a complete set of circuits such that no arc appears in more than two of these circuits.

A graph in the plane divides the plane into a number of regions, and each region is bounded by one or more circuits. These boundary circuits, with certain omissions, can be readily shown to form a complete set, and obviously no arc can appear on more than two of these boundaries. Hence the necessity of our condition is immediate (cf. § 5). The sufficiency proof is largely combinatorial in character. It is advantageous to first reduce the problem to the case of the non-separable graphs (cf. § 3) considered by Whitney. By removing a suitable arc (or arcs) from any non-separable graph we obtain a simpler non-separable graph. We first embed this simpler graph

in the plane, then show from the assumed condition that the remaining arc (or arcs) can be added in the plane (§§ 4, 5).

By strictly combinatorial means the criterion of Theorem I will be shown equivalent (Theorem II, § 8) to the existence of a dual. This is in turn known 1) to be equivalent (combinatorially) to the condition of Kuratowski.

2. Definitions. A combinatorial graph G consists of a finite set of elements a, b, ..., called “arcs”, and a finite set of “vertices” p, q, r, ..., such that each arc b joins exactly two vertices p and q. Then p and q are the ends of b or are on b, while b may be denoted by pq. We assume that each vertex is on at least one arc. Any set of arcs in G, together with all the vertices on these arcs, form themselves a subgraph of G. Each subgraph is determined by its arcs. If m = 1 and if p1, p2, ..., pm denote distinct vertices, then a subgraph G with arcs p1p1, p1p2, ..., pm−1pm−1pm is a circuit, a subgraph D with arcs p1p2, p2p3, ..., pm−1pm is a chain with ends p1 and pm, and the chain D is suspended if p1 and pm are the only vertices of D on three or more arcs of G. If A and B are subgraphs, then A ∩ B is the subgraph containing those arcs in both A and B, and A + B contains those arcs in either A or B, and G — A contains all arcs of G not in A.

If a graph G has R(G) edges, V (G) vertices, and P (G) connected pieces, then

\[ R(G) = P(G) - P(G), \quad V(G) = E(G) - F(G) + P(G) \]

are respectively the rank and nullity of G. A sum modulo 2 of circuits C1+C2+...+Cn is the subgraph containing all arcs present in an odd number of the Ci’s. The circuits C1, C2, ..., Cn form a complete set in G if every circuit in G can be expressed uniquely as a sum mod 2 of certain of the Ci’s. Every G contains at least one complete set of n = X(G) circuits.

A planar topological graph H consists of a finite number of arcs (1—1 bi-continuous images of line segments) in the plane intersecting, if at all, only at their endpoints. These arcs and their endpoints, considered as elements and possibly renamed, form a combinatorial graph H’. Any such combinatorial graph H’ is called planar, and H is a map of H’.

3. Non-separable graphs. Graph G is separable if it has two subgraphs F1 and F2 such that F1+F2=G, while F1 and F2 have no arcs and at most one vertex in common. If F1 and F2 have no common vertex, they are not connected; if they have one common vertex p, p is called a cut vertex of G. In either event G may be separated into F1 and F2. F1 is either non-separable, or can itself be separated into F3 and F4, and likewise for F2. Repetition of this finally yields subgraphs G1, G2, ..., Gm which are no longer separable. These non-separable components of G are always the same, no matter


We refer to this paper as Whitney II.

2) This exclusion of “isolated” vertices obviously does not affect Theorem I.
how the separation is carried out). On the other hand, two arcs among $a$ and $b$ in $G$ are cyclically connected if $a=b$ or if there is a circuit in $G$ containing both $a$ and $b$. It can be proven that the relation "a is cyclically connected to b" is symmetric and transitive and that it holds if and only if a and $b$ belong to the same non-separable component of $G$. This result gives an "invariant" definition of non-separable components, and so again proves their uniqueness.

**Theorem 3.1.** If $G$ is non-separable and has nullity greater than 1, and if $R$ is a circuit in $G$, then there is a chain $A$ which is suspended in $G$ and whose removal leaves a non-separable graph $G=A$ of nullity $N(G)-1$.

The proof proceeds by building up $G$ from a sequence of non-separable subgraphs $H_1 \subset H_2 \subset H_3 \subset \ldots \subset G$. As $N(G) > 1$, there is an arc $a_1$ not in $R$. Pick a circuit containing $a_1$ and an arc of $R$, and call this circuit $H_1$. If $H_{m-1} \subset G$ has been chosen, $H_m$ is constructed thus: First pick an arc $a_m$ in $G-H_{m-1}$ such that $a_m$ is not in $R$ unless $G-H_{m-1}$ contains only arcs of $R$. Since $G$ is non-separable, there is a circuit $D$ containing $a_m$ and an arc of $H_{m-1}$. Denote by $A_m$ the piece of $D$ containing $a_m$ and extending in each direction from $a_m$ to the first vertex of $H_{m-1}$. Then choose $H_m$ as $H_m = H_{m-1} + A_m$.

Each subgraph $H_m$ is non-separable, as we now show by induction. The circuit $H_1$ must be non-separable. If $H_{m-1}$ is non-separable, then the arcs of $A_m$ are cyclically connected to the rest of $H_m$ by the circuit consisting of $A_m$ and a chain $B$ in $H_{m-1}$ joining the ends of $A_m$ so that $H_m$ is non-separable.

We next prove that $R \subset H_m$ implies $H_m = G$. By the construction of $H_m$, $R \subset H_m$ is impossible. Hence let $m > 1$ be the smallest integer for which $R \subset H_m$. Then $R$ is not contained in $H_{m-1}$, and there is an arc $b$ of $R$ not in $H_{m-1}$. Denote by $E$ the piece of $R$ which contains $b$ and extends along $E$ in each direction from $b$ up to the first vertex of $H_{m-1}$. This chain $E$ is in $R$, while $R \subset H_m$, so that $E \subset H_m = H_{m-1} + A_m$. By construction, $E$ has no arcs on $H_{m-1}$, so $E \subset A_m$. $A_m$ was chosen to have its ends and no other vertices in common with $H_{m-1}$. $E$ has the same property. Thus $E$ is a subchain of $A_m$ with the same ends as $A_m$, so that $E$ must equal $A_m$.

Now if $G-H_{m-1}$ were not contained in $R$, $A_m$ would contain the arc $a_m$ not in $R$, so that $A_m$ cannot equal $E$, which is in $R$. Because of this contradiction, $G-H_{m-1}$ must be contained in $R$. But $H_m$ contains all of $H_{m-1}$ by construction and all of $R$ by assumption, and so contains all of $G$. Hence $R \subset H_m$ implies $H_m = G$ and $A_m \subset R$.

Each $A_m$ is a suspended chain in $H_m$, so that its addition to $H_{m-1}$ increases the number of arcs by 1 more than the number of vertices and so increases the nullity by 1 (cf. (1)). Thus $N(H_m) = m$.

The construction process finally stops with an $H_n = G$, and this $n$ must be $N(G)$. The last added chain $A = A_n$ is a suspended chain in $H_n = G$ and is contained in $R$ (see the paragraph above), while $G-A$ has nullity $n-1$, just as required in the Theorem.

Separable graphs can also be built up in a standard fashion:

**Theorem 3.2.** If $G$ is separable, then there is a non-separable component $H$ of $G$ such that $H$ and $G-H$ have at most one vertex in common.

**Proof:** Pick out any component $H_i$ of $G$. If $H_i$ does not have the desired property, there is a component $H_j$ in $G-H_i$ with a vertex $p_1$ in common with $H_i$. If $H_j$ does not have the desired property, there is a component $H_k$ in $H_j$ containing a vertex $p_2$ in common with $H_j$. Were $H_j = H_k$, then chains of $H_j$ and $H_k$ joining $p_2$ to $p_1$ would form a circuit contained in no one component, an impossibility. Hence $H_j$, $H_k$, and $H_i$ are distinct. If $H_j$ does not have the desired property, we find a new component $H_{j'}$, etc. The graph is finite, so the process must end with a component $H_m$ with but one vertex in common with $G - H_m$, as required.

**4. The Induction Process.** Consider a combinatorial graph $G$ which satisfies the condition of Theorem I. That is, assume that $G$ contains a complete set of circuits

$$C_1, C_2, \ldots, C_n; \quad n = N(G),$$

which contain no arc more than twice. We call such a set (2) a 2-fold complete set. The $C_i$ are independent, so that the sum

$$R = C_1 + C_2 + \ldots + C_n \pmod 2$$

is not zero. We call $R$ the rim of $G$. It has the following property:
Lemma 4.1. For a non-separable \( G \), the rim (3) is a circuit.

Suppose instead that \( R \) is not a circuit. It is then a cycle (i.e., each vertex is on an even number of arcs of \( R \)) and so contains a proper subcircuit \( D \). The representation of \( D \) in terms of the complete set \( (2) \) may be written, if the \( C_i \)'s are suitably renumbered, as

\[
D = C_1 + C_2 + \ldots + C_m \quad \text{(mod 2)}
\]

As \( D \neq R \), \( n \) exceeds \( m \). Hence neither of the graphs

\[
F_1 = C_1 + C_2 + \ldots + C_m, \quad F_2 = C_{m+1} + C_{m+2} + \ldots + C_n
\]

is void. We shall show that \( G \) separates into \( F_1 \) and \( F_2 \). An arc \( b \) of \( F_1 \cap F_2 \) must be in one of the first \( m \) \( C_i \)'s and in one of the last \( (n - m) \) \( C_i \)'s. Since \( (2) \) is a 2-fold set, \( b \) is in no more of the \( C_i \)'s. Thus \( b \) is in just one summand of \( D \) and in two summands of \( R \), mod 2, so that \( b \) is in \( D \) and not in \( R \), although \( D \subseteq R \). This contradiction shows that \( F_1 \) and \( F_2 \) have no arcs in common.

As \( G \) is non-separable, there is a circuit \( E \) containing an arc of \( F_1 \) and one of \( F_2 \). The representation of \( E \) in the complete set is

\[
E = \sum' C_i + \sum'' C_i \quad \text{(mod 2)}
\]

where the first sum runs over some of the indices from 1 to \( m \) and the second sum over some of the remaining indices. Since \( E \) contains edges of both \( F_1 \) and \( F_2 \), neither sum is void. The first sum \( E' = \sum' C_i \) (mod 2) is thus not equal to \( E \). But \( E' \) is contained in \( F_1 \), so that none of its arcs can be contained in the circuits \( C_{m+1}, \ldots, C_n \) of \( F_2 \). Therefore \( E' \subseteq F_1 \). The circuit \( E \) has a proper subcircuit \( E' \), an impossibility. Hence \( R \) is necessarily a circuit.

In a non-separable planar graph there must be a region boundary \( C \) which abuts on the outside boundary \( R \) only along a single chain. The corresponding combinatorial result can be stated thus:

Lemma 4.2. If \( G \) is non-separable and has nullity greater than 1, then there is a suspended chain \( A \) in \( G \) such that

(i) \( G-A \) is non-separable of nullity \( N(G)-1 \);
(ii) \( A \) is contained in \( R \) and in one and only one \( C_i \), say in \( C_n \);
(iii) \( C_1, C_2, \ldots, C_{n-1} \) form a 2-fold complete set for \( G-A \);
(iv) the ends \( p \) and \( q \) of \( A \) are on \( R' \), where

\[
R' = C_1 + C_2 + \ldots + C_{n-1} \quad \text{(mod 2)}
\]

(v) \( R' \) consists of two chains \( R-A \) and \( C_n-A \) joining \( p \) to \( q \).

Proof: Pick a suspended chain \( A \subseteq R \) as in Theorem 3.1. Then \( G-A \) is non-separable, as in (i). Since \( G \) is non-separable, each arc of \( A \), and hence all of \( A \), is contained in some circuit. Any circuit is a sum, mod 2, of the \( C_i \)'s, so that \( A \) is contained in some \( C_i \). By renumbering we can make \( A \subseteq C_n \). Since \( A \) is in \( R \) and at most two \( C_i \)'s, \( A \) can be in no other \( C_i \) as asserted in (ii). The circuits \( C_1, C_2, \ldots, C_{n-1} \) are thus in \( G-A \), and they are independent in \( G-A \) as in \( G \). Since there are at most \( n-1 = N(G-A) \) independent circuits in \( G-A \), these \( n-1 \) circuits form a 2-fold complete set in \( G-A \), as stated in (iii).

We next show \( A = C_n \cap R \). For suppose \( b \) were an arc in \( C_n \cap R \) but not in \( A \). Then \( b \) is in \( G-A \), hence is in a circuit \( D \) of \( G-A \). \( D \) is representable, by (iii), as a sum mod 2 of some of \( C_1, C_2, \ldots, C_{n-1} \). Yet \( b \) is in \( C_n \) and \( R \), hence can be in no other \( C_i \), and so is not in the representation of \( D \), contrary to \( b \in D \). No such edge \( b \) is possible, so that \( A = C_n \cap R \).

By (4), \( R' = R + C_n \) (mod 2), so that \( R' \) consists of all arcs in \( R \) or in \( C_n \), but not in both. Those in both are in \( R \cap C_n = A \), so that \( R' \) must consist of the arcs of \( R-A \) and of \( C_n-A \). As \( R' \) is a circuit, \( R-A \) (and also \( C_n-A \)) is a chain joining the ends \( p \) and \( q \) of \( A \). \( R-A \) is in \( R' \), so that its ends \( p \) and \( q \) are in \( R' \). This gives the last conclusions (iv) and (v) of the Lemma.

5. The Sufficiency Proof.

Theorem 5.1. A non-separable graph \( G \) with a 2-fold complete set (2) can be mapped on the plane in such a way that each \( C_i \) becomes the boundary of one of the finite regions into which \( G \) divides the plane, \( R \) becomes the boundary of the exterior region.

The proof will be by induction on the nullity \( N(G) \). To avoid irrelevant topology, we shall show more explicitly that \( G \) can be embedded in such a way that each arc of \( G \) becomes a broken line segment, while \( R \) becomes an equilateral triangle. In the first case, if \( N(G)=1 \), \( G \) is non-separable and so is simply a circuit (cf. Whitney 1, Theorem 10); hence it can be mapped on the plane. If \( N(G) > 1 \), then Lemma 4.2 yields a suspended chain \( A \) such that \( G-A \) is non-separable, has a 2-fold complete set, and has a smaller nullity. By the induction assumption, \( G-A \) can be mapped on the interior and boundary of a triangle, with \( R' \) on the boundary. By Lemma 4.2, \( R' \), the ends \( p \) and \( q \) of \( A \) are already on the boundary \( R' \), and
by (v) the remainder \( C_n - A \) of \( C_n \) is one of the arcs of this boundary joining \( p \) to \( q \). Hence we can add a new broken line segment \( A^* \) outside the triangle and with ends \( p \) and \( q \) in such a way that \( A^* \) and \( C_n - A \) together form the boundary of the new finite region. Then by (v) the boundary of the new exterior region is \( R = A^* + A \). The induction proof will be complete if we show that \( R \) can be made an equilateral triangle.

To do this, let \( G - A \) be mapped on the triangle with vertices \( r, s, \) and \( t \) in the figure. Consider first the case when the arc \( C_n - A \) on the edge of this triangle contains two vertices \( r \) and \( t \) of the triangle. Map \( A \) as the broken line \( pswq \) in the figure. To make the rim \( sswq \) a triangle, first shea1\( ^1 \) the half plane which contains \( s \) and has the edge \( pq \) until the new position \( ps' \) of \( ps \) is a prolongation of \( wp \). Then shear the half plane with the edge \( uq \) until \( uqv' \) is a straight line \( s'q'v' \). The new rim is now a triangle \( us'w' \). It may be made isosceles by a shear with edge \( v's' \), then equilateral by a compression toward this edge. As the shears used carry straight lines into broken lines, we do obtain a broken-line map of \( G \) on an equilateral triangle. The other cases, when \( C_n - A \) contains other vertices \( r, s, \) or \( t \) of the map \( G - A \), may be similarly treated.

**Theorem 5.2.** A graph \( G \) with a 2-fold complete set of circuits can be mapped on the plane in such a way that each arc becomes a broken line-segment.

If \( G \) is separable, it can be reduced to non-separable components \( H_1, H_2, ..., H_m \). Each component \( H_i \) which is not a single arc contains one or more of the given complete set of circuits (2), say the circuits \( C_1, C_2, ..., C_b \). These circuits form a complete set for \( H_i \); in the first place, they are independent (mod 2); secondly, any circuit \( D \) in \( H_i \) is expressible in terms of all the \( C_j \)'s in the form \( D = \sum C_j + \sum' C_j \) (mod 2), where the first sum runs over certain indices \( j \le k \), the second sum over certain indices \( j > k \). Then \( D = \sum C_j \) has arcs only in \( H_i \) and is equal to \( \sum' C_j \), which has arcs only in other components, and so must be void. \( D = \sum C_j \) (mod 2) is thus represented in terms of \( C_1, C_2, ..., C_b \), and these circuits are a 2-fold complete set for \( H_i \). Therefore \( H_i \) is planar, by Theorem 5.1. Furthermore it will suffice to prove the Theorem for a connected graph \( G \).

The proof proceeds by induction on the number of components. Choose one component, say \( H_m \), so that \( H_m \) and \( G - H_m \) have but one vertex \( p \) in common (Theorem 3.2), and make the induction assumption that \( G - H_n \), with components \( H_1, H_2, ..., H_{m-1} \), has already been mapped on the plane as a graph \( F \). If \( H_m \) has nullity zero, it is but a single arc and can be readily added to \( F \) in the plane. If \( N(H_m) > 0 \), then the vertex \( p \) appears in at least one of the, circuits \( C_j \) of the remaining component \( H_m \). If \( p \) is not already on the rim of \( H_m \), we can make this the case by using a new 2-fold complete set for \( H_m \) like the old one except that one \( C_j \) containing \( p \) is replaced by the rim of \( H_m \). Then \( p \) is on the new rim \( C_j \). By Theorem 5.1, map \( H_m \) on the plane as the graph \( H_m^* \), so that \( p \) becomes a point \( p_1^* \) on the outside boundary. But \( p \) also appears in the map of \( G - H_m \) as point \( p_1^* \); it remains to fit these maps together so that \( p_1^* \) and \( p_1^* \) will coalesce.

To do this, cut the plane of \( H_m^* \) into two half-planes by a line through \( p_1^* \) and shear each half plane until the boundary of \( H_m^* \) makes at \( p_1^* \) an angle \( \alpha \) smaller than the angle \( \beta \) between two of the adjacent (straight line) arcs which meet in the corresponding vertex \( p_1^* \) of the map of \( G - H_m \). Then shrink \( H_m^* \) until it can fit inside the region which contains the angle \( \beta \), place \( H_m^* \) in this region and let the points \( p_1^* \) and \( p_1^* \) coalesce, thus forming the desired cut vertex \( p^* \) in a planar map \( G = (G - H_m) + H_m \), all the transformations involved map the arcs of \( G \) into straight or broken line segments.

1) Another proof, using more topology, is indicated in Whitney I, Theorem 27.
This establishes the sufficiency of the criterion of Theorem I. It remains to verify its necessity. If each component of \( G \) has a 2-fold complete set of circuits, all these circuits together form a 2-fold complete set for \( G \); hence it suffices to consider the non-separable case.

Theorem 5.3. If \( G \) is a non-separable planar graph with \( N(G) > 0 \), then each finite region into which \( G \) divides the plane has as boundary a circuit of \( G \), and these circuits together form a 2-fold complete set, while their sum, mod 2, is the boundary of the external region.

For \( N(G) = 1 \) this is the Jordan curve Theorem: in general, it follows by a simple induction on \( N(G) \), using Theorem 3.1 and the fact that a cross-cut in the interior (exterior) of a Jordan curve cuts the interior (exterior) into two regions with suitable boundaries. This insures that each added arc is on the boundary of at most two regions.

6. A Combinatorial Construction of Duals. Whitney's condition for a planar graph, the existence of a combinatorial dual, must be equivalent to the existence of a 2-fold complete set of circuits. We shall establish this equivalence by combinatorial arguments, thus giving another proof for the criteria of Whitney and Kuratowski for planar graphs.

A graph \( G' \) is a dual of a graph \( G \) if there is a 1\-
1 correspondence between the arcs of \( G \) and those of \( G' \) such that, if \( H \) is any subgraph of \( G \) and \( H' \) the subgraph containing the corresponding arcs of \( G' \), then \( E(G' - H') = E(G') - N(H) \); (cf. (1)). A set \( S \) of arcs in \( G \) is a cut set if \( G - S \) has either more connected pieces or fewer vertices \(^1\) than \( G \), and if neither of these results would hold were \( S \) replaced by a proper subset of \( S \) (Whitney II, p. 76). A graph has a dual if and only if each of its components has a dual (Whitney I, Theorems 23 and 25), and has a 2-fold complete set of circuits if and only if its components have such sets, by the arguments of the preceding section. Hence we restrict our attention to the non-separable case.

Theorem II. A non-separable graph \( G \) has a combinatorial dual if and only if it has a 2-fold complete set of circuits.

\(^1\) Practically, this second case means that \( G - S \) is disconnected and has one piece which is an isolated vertex. We have excluded such vertices.

---

Planar Graphs

The trivial case when \( G \) is a single arc will be omitted. First, let \( G \) have the 2-fold complete set (2), with \( n > 0 \), and denote the rim \( R \) in (3) by \( C_{n+1} \). Since every arc is on at least one circuit, and on at most two circuits of the complete set, each arc is on exactly two of \( C_1, \ldots, C_{n+1} \). Construct a new graph \( G' \) with vertices \( p_1, \ldots, p_{n+1} \) corresponding to the circuits \( C_i \) and with arcs \( b_1, b_2, \ldots, b_i \) in 1-1 correspondence with the arcs of \( G \), such that an arc \( b_i \) has the ends \( p_i \) and \( p_i \) if the corresponding arc \( b_i \) in \( G \) is on the circuits \( C_i \) and \( C_i \).

We shall prove that this "circuit graph" \( G' \) is in fact a dual of \( G \), by means of a combinatorial analog of the Jordan curve Theorem:

Lemma 6.1. If \( D \) is a circuit in \( G \), then the corresponding subgraph \( D' \) in \( G' \) is a cut set in the circuit graph \( G' \).

Proof: \( D \) has a representation in terms of the complete set of \( C \)'s. Renumber the \( C \)'s so that the first \( k \) appear in this representation, and then use the definition (3) of \( C_{n+1} \) to obtain

\[ D = C_1 + C_2 + \ldots + C_k = C_{k+1} + C_{k+2} + \ldots + C_{n+1} \quad (\text{mod } 2). \]

There is a corresponding subdivision of the vertices of \( G' \) into two sets \( p_1, \ldots, p_k \) and \( p_{k+1}, \ldots, p_{n+1} \). By the representation (5), \( D' \) consists of all the arcs of \( G' \) which have one end in the first set of vertices and the other end in the second. Thus in \( G' - D' \) no vertex of the first set is connected to any vertex of the second. However, the vertices of the first set are all connected to each other in \( G' - D' \). For were some of the vertices, say \( p_1, p_2, \ldots, p_l \), connected by no arc of \( G' - D' \) to the remaining vertices, then the sum \( E = C_1 + \ldots + C_l \) (mod 2) of the corresponding circuits of \( G \) would contain no arc also contained in \( C_{l+1}, \ldots, C_k \) and so would contain only arcs in \( D \). Thus \( E \) would be a proper subcycle of the circuit \( D \), a contradiction. Similarly the vertices of the second set are all connected to each other in \( G' - D' \). The addition of any single arc of \( D' \) connects the first set of vertices to the second, so that \( D' \) is a cut set, as asserted in the Lemma.

To show \( G' \) a dual of \( G \) it suffices \(^1\) (Whitney II, Theorem 2) to show that a circuit in \( G \) always corresponds to a cut set of arcs in \( G' \), and conversely. The first half is the above Lemma. For the

\(^1\) At this point we could alternatively parallel the argument of Whitney I, Theorem 29, that a planar graph has a dual, replacing the Jordan curve Theorem by the above Lemma.
converse, let $S'$ be a cut set in $G'$. Since by the proof of the Lemma the cut set $D'$ cuts $G'$ into two pieces, $G'$ itself must be connected. Therefore $S'$ cuts $G'$ into two "pieces". Let the first contain the (re-numbered) vertices $p_1, \ldots, p_k$; the second, the vertices $p_{k+1}, \ldots, p_n$. Then the corresponding circuits in $G$ give a cycle

$$D = C_1 + C_2 + \ldots + C_k = C_{k+1} + C_{k+2} + \ldots + C_n$$

(mod 2)

Every arc on $D$ belongs to one of the first $k$ $C$'s and to one of the remaining $C$'s, and so corresponds to an arc in $G'$ connecting the first set of vertices to the second set. This arc must belong to the cut set, so that $D \subset S$. But the cycle $D$ must contain a subset $D_i$ which is a circuit. The corresponding set $D_i'$ is, by Lemma 6.1, a cut set in $G'$, although $D_i \subset S'$. By definition a cut set has no proper subset which is a cut set, so that $S$ must be identical with the circuit $D_i$, and cut sets do correspond to circuits. This shows $G'$ to be a dual of $G$.

Conversely, let $G$ have a dual $G'$. To find a 2-fold complete set of circuits, note first that the non-separability of $G$ implies 1) that of $G'$. By the definition of a dual, the nullity $n$ of $G$ is the same as the rank $V(G') - 1$ of $G'$ (cf. (1)), so that $G'$ has $n+1$ vertices $p_1, p_2, \ldots, p_n$. The set $D_i$ of all arcs on any one vertex $p_i$ is a cut set in $G'$, for its removal deletes $p_i$. Consequently the corresponding set of arcs $D_i$ in $G$ must be a circuit, by the Theorem of Whitney quoted previously. These circuits $D_1, D_2, \ldots, D_{n+1}$ contain each arc of $G$ exactly twice, so that their sum is zero (mod 2). No other relation mod 2 is possible. For suppose instead that

$$D_1 + D_2 + \ldots + D_m = 0$$

(mod 2); $m < n+1$.

Then any arc of $G$ on one of these $D_i$'s is on another one, so that any arc of $G'$ with a first end on one of $p_1, \ldots, p_n$ has a second end on another one of these vertices, and $p_1, \ldots, p_n$ are not connected to the remainder of $G'$. This contradicts the non-separability of $G'$. Thus $D_1, \ldots, D_n$ are independent (mod 2), are $n = V(G)$ in number, and so form a 2-fold complete set of circuits. Theorem II is established.