Therefore by Lemma 2

\[ m U > \frac{1}{416} \frac{c^2}{4M^2} mG \]

\[ > \frac{1}{1664} \frac{c^2}{M^2} mE_1. \]

As \( U \) is included in \( H \) we conclude from (10) that

\[ m(E_1 \times U) > 0 \]

which is impossible since by the definition of \( E_1 \) no point of \( E_1 \)
can belong to a rectangle of diameter \(< \delta \) on which mean value
of \( f_1(x,y) \) is \( \geq M \). Thus the first of the sets (9) cannot have a
positive measure. Similarly it can be proved that the second of them
is also of measure zero, and in this way the proof of the theorem
is completed.

Note on the differentiability of multiple integrals.
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§ 1.

Let \( f(x_1, x_2, \ldots, x_n) = f(P) \) be an \( L \)-integrable function defined
in the cell

\[ 0 \leq x_i \leq 1 \quad (1 \leq i \leq k). \]

We shall say that the integral of the function \( f \) is strongly differen-
tiable at the point \( P_0 \), if

\[ \lim_{\delta \to 0} \frac{1}{|I|} \int f(P) \, dP \]

exists and is finite; here \( I \) denotes any cell with sides parallel to
the axes, contained in \( S \), and containing \( P_0 \); \( |I| \) denotes the measure,
and \( \delta(I) \) the diameter of \( I \). The limit (1) will be called the strong
derivative of the integral of \( f \) at the point \( P_0 \).

The following results have recently been established 1).

**Theorem A.** There is a function \( f(P) \in L \) such that its integral
is nowhere strongly differentiable.

1) Theorem A was proved by S. Saks, *Théorie de l'intégrale*, Warsaw,
by Busemann and Peiffer, *Fund. Math.* 22 (1934), 226–256. Theorem B, for
bounded functions, was proved by Saks, *Théorie de l'intégrale*, p. 239, Busemann
of the class \( L^p, p > 1 \), by A. Zygmund, *Fund. Math.* 22 (1934), 140–149 (see also
Corrigenda at the end of this paper).
Theorem B. If \( f(P) \in L^p \), \( p > 1 \), the strong derivative of the integral of \( f(P) \) exists almost everywhere, and is equal to \( f(P) \).

The object of this paper is to generalize and complete the above results, and to apply the generalizations to the theory of multiple Fourier series.

Given a function \( f(P) \in L^1 \), we write

\[
\begin{align*}
    f^*(P_a) &= \sup \left\{ \frac{1}{|I|} \int |f(P)| \, dP \right\}, \\
    f_*(P_a) &= \limsup_{|S| \to 0} \left\{ \frac{1}{|I|} \int |f(P)| \, dP \right\}.
\end{align*}
\]

We shall require the following lemmas due to Hardy and Littlewood.

**Lemma A.** If the function \( f(x) \), \( 0 \leq x \leq 1 \), belongs to \( L^p \), \( p > 1 \), so does the function

\[
f^*(x) = \sup_{\frac{1}{n} \leq x < \frac{1}{n-1}} \frac{1}{\xi_n - \xi_{n-1}} \int_{\xi_n}^{\xi_{n-1}} |f(u)| \, du,
\]

and

\[
\int \frac{1}{f^*(x)} \, dx \leq C_p \int |f(x)|^p \, dx,
\]

where \( C_p = 2 \left( \frac{p}{p-1} \right)^p \).

**Lemma B.** If \( f(x) \log^+ |f(x)| \), \( 0 \leq x \leq 1 \), is integrable, so is \( f^*(x) \), and

\[
\int f^*(x) \, dx \leq A \int |f| \log^+ |f| \, dx + B,
\]

where \( A \) and \( B \) are absolute constants.

§ 2.

We shall first consider the case \( k = 2 \), and shall write \( x, y \) for \( x_1, x_2 \). The latter \( S \) will denote the square

\[
0 \leq x \leq 1, \quad 0 \leq y \leq 1.
\]


---

**Differentiability of multiple integrals**

From Lemma A we deduce the following

**Theorem 1.** If \( f(P) \in L^p \), \( p > 1 \), then \( f^*(P) \in L^p \), and

\[
\int |f^*(P)|^p \, dP \leq C_p \int |f(P)|^p \, dP,
\]

with \( C_p = C_2 \), where \( C_p \) is the constant of Lemma A.

We put

\[
g(x, y) = \sup_{\frac{1}{n} < x < \frac{1}{n-1}} \frac{1}{\xi_n} \int_{\xi_n}^{\xi_{n-1}} |f(x, u)| \, du
\]

and

\[
h(x, y) = \sup_{\frac{1}{n} < x < \frac{1}{n-1}} \frac{1}{\xi_n} \int_{\xi_n}^{\xi_{n-1}} g(u, y) \, du.
\]

It will be shown in a moment that \( g(x, y) \) is integrable, so that \( h(x, y) \) is finite at almost every point of \( S \). Using Lemma A, we may write

\[
\int g^*(P) \, dP \leq \int \frac{1}{y} \int \frac{1}{y} g^*(P, y) \, dy \leq \int \frac{1}{y} \cdot C_p \int |f(x, y)|^p \, dy = C_p \int |f(P)|^p \, dP.
\]

Hence \( g \in L^p \), and therefore

\[
\int h^p(P) \, dP \leq C_p \int g^p(P) \, dP \leq C_2 \int |f(P)|^p \, dP.
\]

Observing that, if \( \xi_n < x < \xi_{n-1}, \eta_n < y < \eta_{n-1} \), then

\[
\left( \frac{1}{\xi_n - \xi_{n-1}} \right) \left( \frac{1}{\eta_n - \eta_{n-1}} \right) \int \int |f(u, v)| \, du \, dv \leq \left( \frac{1}{\xi_n - \xi_{n-1}} \right) \left( \frac{1}{\eta_n - \eta_{n-1}} \right) \int g(u, y) \, du \, dv \leq h(x, y),
\]

we obtain that

\[
f^*(P) \leq h(P),
\]

which, together with (8), completes the proof of (5).
Theorem B is an easy consequence of Theorem 1 1).

The following theorem contains Theorem B as a special case.

**Theorem 2.** If \( f(P) \log^+ |f(P)| \) is integrable over the square \( S \), then, at almost every point \( P \), the integral of \( f \) is strongly differentiable, and the derivative is equal to \( f(P) \).

The proof will be based on the following

**Lemma C.** Under the hypothesis of Theorem 2, the function \( f_*(P) \), defined by the equation (3), is integrable, and

\[
\int_S f_*(P) \, dP \leq A \int_S |f(P)| \log^+ |f(P)| \, dP + B,
\]

where \( A \) and \( B \) are the constants of Lemma B.

For, if \( g(P) \) is defined by the equation (6), then, by Lemma B,

\[
\int_S g(x, y) \, dy \leq A \int_S |f(x, y)| \log^+ |f(x, y)| \, dy + B.
\]

Integrating this inequality with respect to \( x \), we obtain

\[
\int_S g(P) \, dP \leq A \int_S |f(P)| \log^+ |f(P)| \, dP + B.
\]

It follows that, for almost every value of \( y \), \( g(x, y) \) is integrable as a function of \( x \). Since, at almost every point \( (x, y) \),

\[
\limsup_{\varepsilon \to 0} \frac{1}{\varepsilon} \int_B g(u, y) \, du = g(x, y),
\]

the first inequality in (9) gives

\[
f_*(P) \leq g(P),
\]

which, in view of (12), gives (11).

1) See A. Zygmund, loc. cit.

Theorem 1 can also be established by the argument which had previously been used to prove Theorem B (see Zygmund, loc. cit.). That argument is independent of Lemmas A and B, and may even be applied to obtain those lemmas.

**Differentiability of multiple integrals**

Passing to the proof of Theorem 2, we observe, that applying (11) to the function \( \lambda f \), where \( \lambda > 0 \) is a constant, we obtain

\[
\int_S f_*(P) \, dP \leq A \int_S |f(P)| \log^+ |\lambda f(P)| \, dP + \frac{B}{\lambda}.
\]

Given an \( \varepsilon > 0 \), we take \( \lambda \) so large that \( B / \lambda < \frac{1}{\varepsilon} \), and put

\[
f(P) = \varphi(P) + \psi(P),
\]

where \( \varphi \) is a continuous function, and

\[
\int_S |\varphi(P)| \, dP < \varepsilon,
\]

\[
A \int_S |\psi(P)| \log^+ |\psi(P)| \, dP + \frac{B}{\lambda} < \varepsilon.
\]

Applying the inequality (13) to the function \( \psi(P) \), we obtain from (15)

\[
\int_S \varphi_*(P) \, dP < \varepsilon.
\]

This, together with (14), shows that the set \( E(\varepsilon) \) of points \( P \) where either \( |\psi(P)| > \sqrt{\varepsilon} \) or \( \psi_*(P) > \sqrt{\varepsilon} \) is of measure \( < 2 \sqrt{\varepsilon} \).

Since

\[
\frac{1}{|I|} \int_1 f(P) \, dP - f(P_{0}) = \frac{1}{|I|} \int_1 \varphi(P) \, dP - \varphi(P_{0}) +
\]

\[
+ \frac{1}{|I|} \int_1 \psi(P) \, dP - \psi(P_{0}),
\]

where \( P_{0} \in I \), we see that, outside the set \( E(\varepsilon) \),

\[
\limsup_{\alpha \to 0^+} \frac{1}{|I|} \int_1 |f(P)| \, dP - f(P_{0}) | < \varphi_*(P_{0}) + |\psi(P_{0})| < 2 \sqrt{\varepsilon}.
\]

Since the number \( \varepsilon \) may be as small as we please, and the measure of \( E(\varepsilon) \) tends to \( 0 \) with \( \varepsilon \), the theorem follows.

**Theorem 3.** Under the hypothesis of Theorem 2, the function \( f^*(P) \) belongs to \( L^a \) for every \( 0 < a < 1 \).
Differentiability of multiple integrals

Lemma E. Let \( f(x) \) be a function defined over the interval
\( 0 \leq x \leq 1 \), and let \( f^*(x) \) be given by (4). Then, if \( |f| \cdot (\log^+ |f|)^r \) is integrable over \((0, 1)\), so is \( f^* \cdot (\log^+ f)^{-r} \), and

\[
\int_0^1 \int_0^x f^*(x,y) \, dy \, dx \leq A_0 \int_0^1 |f| \cdot (\log^+ |f|)^r \, dx + B,
\]

where \( A_0 \) and \( B \) depend on \( r \) only.

This result is true for every positive \( r \), but the special case just enunciated is sufficient for our purposes. Let
\[
\varphi(x) = x (\log^+ x)^{-1}.
\]

It is well-known that it is enough to prove the lemma in the case when the function \( f(x) \) is non-negative and non-increasing \(^5\). Then, the left-hand side of (17) is equal to

\[
\int_0^1 \varphi \left( \frac{1}{x} \right) \int_0^x f(t) \, dt \, dx \leq \int_0^1 \frac{dx}{x} \int_0^x \varphi(f(t)) \, dt,
\]

by Jensen's inequality. Since \( f(t) \) is a non-increasing function of \( t \), the right-hand side of (18) does not exceed, in view of Lemma B,

\[
A \int_0^1 \varphi \left( f \right) \log^+ \varphi(f) \, dx + B = A \int_0^1 f \cdot (\log^+ f)^{-r} \cdot (\log^+ f) \cdot (\log^+ f)^{-1} \, dx + B \leq A r \int_0^1 f \cdot (\log^+ f) \, dx + B,
\]

and the lemma is established.

The proof of the following theorem may be left to the reader.

Theorem 5. Under the hypothesis of Theorem 4, the function \( f^*(x) \) belongs to \( L^a \) for every \( 0 < a < 1 \).

If \( f^* \cdot (\log^+ f)^a \) is integrable, so is the function \( f^* \).

\(^5\) If \( 0 < r < 1 \), we must replace \( \log^+ f^* \) by \( \log (2 + f^*) \).

\(^5\) Hardy and Littlewood, loc. cit. Hardy, Littlewood and Pólya, Inequalities, p. 291.
Let \( f(P) \) be an integrable function defined in the \( k \)-dimensional cell \( S \). The fundamental theorem of the Lebesgue theory of integration asserts that the integral of \( f \) is differentiable, in the ordinary sense, at almost every point \( P_0 \), and the value of the derivative is equal to \( f(P_0) \). By ordinary differentiability we mean the existence of the limit \( (1) \), where, however, the ratios of any two sides of the cell \( I \) containing \( P_0 \) do not exceed a finite number, which may vary from point to point.

The following result completes Theorem 4 as well as Theorem A.

**Theorem 6.** Let \( \alpha_1(t), \alpha_2(t), \ldots, \alpha_k(t) \) be arbitrary non-decreasing functions defined to the right of \( t = 0 \), vanishing and continuous for \( t = 0 \), and positive for \( t > 0 \). If the cells \( I \) containing the point \( P_0 \) are of the form
\[
\xi_i^0 \leq x_i \leq \xi_i^0, \quad \xi_i^0 - \xi_i^0 = \alpha_i(t), \quad i = 1, 2, \ldots, k,
\]
then the limit \( (1) \) exists and is equal to \( f(P_0) \) at almost every point \( P_0 \).

So far as we are aware, this theorem has never been stated explicitly, although its proof is similar to that of the Lebesgue theorem mentioned at the beginning of this paragraph. This is not surprising, since Theorem 6 becomes interesting only in connexion with Theorem A, which result was obtained only very recently.

We shall not give the proof of Theorem 6 here, for this would be a mere repetition of the usual proof of the Lebesgue theorem. It is sufficient to observe that the Vitali covering lemma, which plays the most fundamental part in the argument, remains valid for cells \( I \) of the form just considered, and the proof is similar 1).

We leave it to the reader to fill in the details of the proof.

1) See e.g. the proof in Carathéodory's "Realte Funktionen", p. 299 sqq.

The sequence \( W(P_1), W(P_1), \ldots \) of that proof (I. c., p. 301) may now be arranged in the ascending order of magnitude of the sides parallel to the \( \alpha \)-axis.

Once Theorem 6 has been established, it is not difficult to see that it holds even when the cells \( I \) do not contain the point \( P_0 \), provided the ratio \(|I|/|I| \) does not exceed a number \( \alpha(P_0) \), where \( I' \) is the smallest cell with sides parallel to the axes, having \( P_0 \) as centre, and containing \( I \).

We add that Theorem 6 is a special case of a more general theorem concerning the differentiability of functions of bounded variation.

The following theorem is an intermediate result between Theorems 4 and 6.

**Theorem 7.** Let \( f(P) \) be a function in the \( k \)-dimensional cell \( S \), and let \( \alpha_1(t), \alpha_2(t), \ldots, \alpha_k(t) \) \((2 \leq r \leq k)\) be \( r \) functions having the properties enunciated in Theorem 6. Suppose that \( f \cdot \log^+ (|f|)^{-r} \) is integrable over \( S \). Then, at almost every point \( P_0 \), the limit \( (1) \) exists and is equal to \( f(P_0) \), provided the cells \( I \) contain the point \( P_0 \) and are of the form
\[
\xi_i^0 \leq x_i \leq \xi_i^0, \quad \xi_i^0 - \xi_i^0 = \alpha_i(t), \quad (i = 1, 2, \ldots, k),
\]
then the limit \( (1) \) exists and is equal to \( f(P_0) \) at almost every point \( P_0 \).

Let us suppose, for example, that \( k = 3, \ r = 2 \), and write \( x, y, z \) for \( x_1, x_2, x_3 \), and \( \alpha(t), \beta(t) \) for \( \alpha_1(t), \alpha_2(t) \). Let \( f_0(x_0, y_0, z_0) = = f_0(P_0) \) denote the expression (5), where \( I \) is of the form (20) \((k = 3, \ r = 2)\). It is sufficient to show that
\[
\tag{21}
\int_S f_0(P) \, dP \leq A \int_S |f(P) \log^+ |f(P)| \, dP + B,
\]
with \( A \) and \( B \) independent of \( f \), for then Theorem 7 may be obtained by an argument similar to that used in the proof of Theorem 4.

Let
\[
\tag{22}
g(x, y, z) = \sup_{v \in [x-x]} \frac{1}{v} \int_{-v}^{v} f(x, y, w) \, dw.
\]

Since
\[
\int_S g(x, y, z) \, dx \leq A \int_S |f(x, y, z)| \log^+ |f(x, y, z)| \, dx + B,
\]
we see that the function \( g \) is integrable over \( S \), and
\[
\tag{23}
\int_S g(P) \, dP \leq A \int_S |f(P) \log^+ |f(P)| \, dP + B.
\]

A moment's consideration shows that
\[
\tag{23}
f_0(x_0, y_0, z_0) \leq g_0(x_0, y_0, z_0),
\]
where
\[
g_0(x_0, y_0, z_0) = \limsup_{v \in [x-x]} \frac{1}{v} \int_{-v}^{v} g(u, v, z) \, du \, dv \left( \varepsilon_i^0 - \varepsilon_i^0 = \alpha(t) \right).
\]
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Let the numbers \( C_n > 0 \) be chosen in such a manner that
\[
\sum_n 1/C_n < \frac{1}{2} \varphi(1).
\]

By our assumption, there exists, for every \( n \), a bounded and measurable set \( E_n \) and a number \( a_n, 0 < a_n < 1 \), such that
\[
|a_n(E_n)| > C_n \varphi\left(\frac{1}{a_n}\right)|E_n|.
\]

We write \( a_n(E_n) = H_n \), and choose, for every \( n \), a sequence of sets \( H_n^* \) of diameter \(< 1/n\), which are homeothetic to \( H_n \), cover \( S \) except for a null set, and satisfy the condition
\[
\sum_k |H_n^*| < 2|S| = 2^1.
\]

Let \( E_n^* \) be the set derived by the same homeothetical application by which \( H_n \) is carried over in \( H_n^* \) From
\[
|H_n| > C_n \varphi\left(\frac{1}{a_n}\right)|E_n|
\]

it follows that
\[
|H_n^*| > C_n \varphi\left(\frac{1}{a_n}\right)|E_n^*|.
\]

This result is due to Saks and to Bussemann and Feller. Saks has shown that, for every function \( \varphi \) satisfying the hypothesis of Theorem 8, there is an integrable function \( f(x,y) \in L_\varphi \) such that
\[
\limsup_{n \to \infty} \frac{1}{a_{n+1}} \int f(x,y) dxdy = +\infty
\]
at every point \((x,y)\) (cf. this volume of Fundamenta, p. 235 eqn). The argument of the test is due to Bussemann and Feller.
Now put
\[ f_n(P) = \frac{1}{\alpha_n} \]
in the set
\[ S \sum_k E_n^k, \]
and
\[ f_n(P) = 0 \]
at the remaining points of \( S \), and let
\[ f(P) = \sup f_n(P). \]

Then
\[
\int_S \varphi(f(P)) \, dP \leq \sum_n \int_S \varphi(f_n(P)) \, dP \leq
\]
\[
\leq \sum_n \sum_k \varphi \left( \frac{1}{\alpha_n} \right) |E_n^k| \leq \]
\[
\leq \sum_n \sum_k \varphi \left( \frac{1}{\alpha_n} \right) \frac{|H_n^k|}{C_n} \varphi \left( \frac{1}{\alpha_n} \right) \]
\[
\leq 2 |S| \sum_n \frac{1}{C_n} < \varphi(1),
\]
and so \( f \) belongs to \( L_\varphi \). On the other hand, for every \( n \), almost every point \( P \) of \( S \) lies in at least one of the sets \( H_n^k \), and hence (by the definition of \( \sigma_n(E_n^k) = H_n^k \)) in a rectangle \( I_n \) such that \( |I_n E_n^k| > \alpha_n |I_n| \); also the diameter of \( I_n \) tends to 0 as \( n \to \infty \), since \( I_n \) is contained in \( H_n^k \), and the diameter of \( H_n^k \) is \( < 1/n \). Since \( f(P) \geq 1/\alpha_n \) for \( P \) belonging to \( S E_n^k \), we find
\[
\frac{1}{|I_n|} \int_{I_n} f(P) \, dP \geq \frac{1}{|I_n|} \frac{1}{\alpha_n} |I_n E_n^k| \geq \frac{1}{|I_n|} \frac{1}{\alpha_n} \alpha_n |I_n| = 1.
\]

Supposing that the differentiability theorem holds for \( f \), we obtain \( f(P) \geq 1 \) for almost every point, and so
\[
\int_S \varphi(f(P)) \, dP \geq \varphi(1),
\]
which is in contradiction with (28), and so proves the lemma.

The proof of Theorem 8 in the case \( k = 2 \) is now immediate.

**Differentiability of multiple integrals**

If for \( E \) we take the square \( (S) \) \( 0 \leq x \leq 1, \ 0 \leq y \leq 1 \), then \( \sigma_2(E) \) contains the subset
\[ 1 \leq x \leq 1/\alpha, \quad 0 \leq xy \leq 1/\alpha. \]

Hence
\[ \sigma_2(E) \geq \int_1^{1/\alpha} \frac{dx}{x} = \frac{1}{\alpha} \log \frac{1}{\alpha} |E|, \]
and so
\[ \frac{1}{\alpha} \log \frac{1}{\alpha} \leq C \varphi \left( \frac{1}{\alpha} \right) \]
for all \( \alpha \). Hence \( \varphi(t) \geq d \log^+ t \), and this is the desired result.

From Theorem 8 we obtain the following

**Corollary.** Let \( \varepsilon(t), \ 0 \leq t < \infty \), be any bounded positive function tending to 0 as \( t \to \infty \). Then there is a function \( f(P) \) such that \( f \cdot ( \log^+ |f| )^{k-1} e (|f|) \) is integrable, and yet the differentiation theorem does not hold for \( f \).

Considering, for simplicity, the case \( k = 2 \), we obtain from Theorem 2 and Lemma F the following elementary proposition.

**Theorem 9.** For any \( 0 < \alpha < 1 \) there is a constant \( C(\alpha) \) such that, with the notation of Lemma F,
\[ |\sigma_n(E)| \leq C(\alpha) |E| \]
for any bounded and measurable set \( E \). If \( C(\alpha) \) is chosen as small as possible, we have
\[ 0 < \liminf_{\alpha \to 0} \frac{C(\alpha)}{\frac{1}{\alpha} \log \frac{1}{\alpha}} \leq \limsup_{\alpha \to 0} \frac{C(\alpha)}{\frac{1}{\alpha} \log \frac{1}{\alpha}} < \infty, \]
so that \( \frac{1}{\alpha} \log \frac{1}{\alpha} \) is the exact order of \( C(\alpha) \) as \( \alpha \to 0 \).

The inequality (29), without the order result, was proved by Busemann and Feller (l. c.) and Riesz (l. c.), who on it based the proof of the differentiation theorem for bounded functions. It is, perhaps, worth while to mention that (29), without the exact order of \( C(\alpha) \), is an immediate consequence of Theorem 1. In fact, since instead of a given set \( E \) we may consider homothetic sets, let
us assume that $E$ and $\sigma(E)$ are contained in the square $(S)$ $0 \leq x \leq 1$, $0 \leq y \leq 1$. Let $f(P) = 1$ in $E$, and $f(P) = 0$ in $S - E$. Then the set $\sigma(E)$ is precisely the set of points where $f^*(P) > \alpha$. Hence, from (5)

$$|\sigma(E)| \leq A \alpha^{-n} |E|.$$

§ 6.

The methods which we used to prove the differentiability of multiple integrals, can also be applied to the problem of summability of multiple Fourier series. For simplicity we restrict ourselves to the case of double Fourier series.

Let $K_a(x) \geq 0$ denote the Fejér kernel. If $f(x, y)$ is a function of period $2\pi$ with respect to each of the variables $x, y$, the Fejér means of the Fourier series of $f(x, y)$ are

$$\sigma_m(x, y) = \sigma_m(x, y; f) = \frac{1}{2\pi} \int_{-\pi}^{\pi} \int_{-\pi}^{\pi} f(u, v) K_m(x - u) K_m(y - v) du dv.$$

(30)

Theorem 10. If $f \log^+ |f|$ is integrable, then $\sigma_m(x, y)$ tends to $f(x, y)$ at almost every point as $m, n \to \infty$.

Theorem 11. For every increasing function $\varphi(t)$, $0 \leq t < \infty$, satisfying the conditions

$$\varphi(0) = 0, \lim \inf_{t \to \infty} \frac{\varphi(t)}{\log t} = 0,$$

there is a function $f(x, y)$ belonging to $L_p$, and such that $\sigma_m(x, y)$ does not converge almost everywhere $1$).

Theorem 10 could be deduced from Theorem 2, but it is much simpler to base it on the following

Lemma G. Let $h(x)$, $0 \leq x \leq 2\pi$, be a function such that $h \log^+ |h|$ is integrable. If $s_m(x) = s_m(x; h)$ denote the Fejér sums of the Fourier series of $h(x)$, and $s^*(x) = \sup |s_m(x)|$, then

$$\int_{-\pi}^{\pi} |s^*(x)| dx \leq A^* \int_{-\pi}^{\pi} |h \log^+ |h|| dx + B^*,$$

where $A^*$ and $B^*$ are absolute constants $2$).

1) Hence it is not difficult to deduce the existence of a function $f(x, y)$ such that $\sigma_n(x, y)$ diverges almost everywhere.


In the case of $f(x, y)$ everywhere continuous, the expression $\sigma_m(x, y; f)$ tends to $f(x, y)$ as $m, n \to \infty$ $1$). Hence, arguing as in the proof of Theorem 2, we see that, in order to establish Theorem 10, it is sufficient to show that

$$\int_{-\pi}^{\pi} \int_{-\pi}^{\pi} \sigma_m(x, y) dx dy \leq A \int_{-\pi}^{\pi} \int_{-\pi}^{\pi} \left( f \log^+ |f| \right) dx dy + B,$$

where $A$ and $B$ are absolute constants, and

$$\sigma_m(x, y) = \lim_{m, n \to \infty} \sigma_{m, n}(x, y).$$

Let, for fixed $y$,

$$g(x, y) = \sup_m \sigma_m(x; |f|).$$

Integrating this equation with respect to $x$, applying Lemma G, and then integrating with respect to $y$, we obtain

$$\int_{-\pi}^{\pi} \int_{-\pi}^{\pi} \sigma_m(x, y) dx dy \leq 2\pi A^* \int_{-\pi}^{\pi} \left( f(x, y) \log^+ |f(x, y)| \right) dx dy + 2\pi B^*.$$

From (30) we have

$$|\sigma_m(x, y)| \leq \frac{1}{2\pi} \int_{-\pi}^{\pi} K_m(y - v) dv \int_{-\pi}^{\pi} |f(u, v)| K_m(x - u) du$$

$$\leq \frac{1}{2\pi} \int_{-\pi}^{\pi} K_m(y - v) g(x, v) dv.$$

By the classical result of Lebesgue, the last expression tends to $g(x, y)$ at almost every point $(x, y)$; hence

$$\sigma_m(x, y) \leq g(x, y) \quad \text{almost everywhere},$$

and (32) follows from (34) and (33).

The existence of $\lim \sigma_m(x, y)$ may be described as summability $(C, 1, 1)$. Let $K(x)$ be the $(C, a)$ kernel. Replacing the product $K_a(x - u) K_a(y - v)$ in (30) by $K_a(x - u) K_a(y - v)$, we obtain expressions $\sigma_m(x, y)$ which may be called the Cesáro sums of

order \( \alpha, \beta \) of the Fourier series of \( f(x, y) \). Without essential changes, the argument given above shows that almost everywhere

\[
\sigma_{m,n}^{a,b}(x, y) \to f(x, y)
\]

as \( m, n \to \infty \), provided that \( \alpha > 0, \beta > 0 \). We omit the details of the proof. Similarly we can prove that, under the hypothesis of Theorem 10, the Fourier series of \( f(x, y) \) is summable almost everywhere by Abel's method to the value \( f(x, y) \).

Passing to the proof of Theorem 11, we observe that, on account of Theorem 8, there is a function \( f(x, y) \) of \( L_p \), whose integral is not differentiable (in the strong sense) at every point of a set \( E \) of positive measure. This function is non-negative, and so at almost every point of \( E \) we have

\[
(35) \quad f(x, y) \leq \liminf_{h, k \to 0} \frac{1}{h + k} \int_{x-h}^{x+k} \int_{y-h}^{y+k} f(u, v) \, du \, dv < \limsup_{h, k \to 0} \frac{1}{h + k} \int_{x-h}^{x+k} \int_{y-h}^{y+k} f(u, v) \, du \, dv.
\]

The first inequality in (35) follows from the fact that, for every \( \epsilon > 0 \), we can find a bounded function \( g(x, y) \) satisfying the inequalities

\[
(36) \quad f(x, y) - \epsilon < g(x, y) < f(x, y)
\]

except in a set of measure \( < \epsilon \), and from the fact that the differentiation theorem holds for bounded functions. We may of course suppose that the second inequality of (36) is satisfied everywhere.

Taking \( \epsilon \) small enough, and substracting \( g \) from \( f \), we obtain a positive

\[
\sigma_{m,n}^{a,b}(x, y) \geq \frac{1}{m^2} \int_{x-1/m}^{x+1/m} \int_{y-1/m}^{y+1/m} f(u, v) K_m(u-x) K_m(v-y) \, du \, dv \geq C \frac{1}{4h^2} \int_{x-h}^{x+h} \int_{y-h}^{y+h} f(u, v) \, du \, dv,
\]

where \( C > 0 \) is an absolute constant, and putting \( m = [1/k], \ n = [1/h], \) where the number \( k, h \) are those of the inequality (38), we obtain from (30) and (39) that

\[
(40) \quad \sigma_{m,n}^{a,b}(x, y) \geq \frac{1}{m^2} \int_{x-1/m}^{x+1/m} \int_{y-1/m}^{y+1/m} f(u, v) K_m(u-x) K_m(v-y) \, du \, dv \geq C \frac{1}{4h^2} \int_{x-h}^{x+h} \int_{y-h}^{y+h} f(u, v) \, du \, dv,
\]

\( C \), denoting a positive absolute constant. Supposing that the number \( \mu \) of (38) exceeds \( 1/C \), we deduce from (38) and (40) that

\[
(41) \quad \limsup_{m,n \to \infty} \sigma_{m,n}^{a,b}(x, y) > f(x, y)
\]

at almost every point of \( E_1 \). This shows that, at almost every point of \( E_1 \), \( \sigma_{m,n}^{a,b}(x, y) \) does not tend to \( f(x, y) \). Since, in view of (30),

\[
\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} f(x, y) \, dx \, dy = f(x, y) \, dx \, dy \, dy = f(x, y) \, dx \, dy \, dx
\]

where \( F(u, v) = \int_{-\infty}^{\infty} f(x, y) \, dx \), \( v = 0 \), the sequence \( \sigma_{m,n}^{a,b}(x, y) \) tends to mean to \( f \). From this and (41) we deduce that the sequence \( \sigma_{m,n}^{a,b}(x, y) \) diverges almost everywhere in \( E_1 \), and Theorem 11 follows.

It is easy to see that, for the functions \( f(x, y) \) mentioned in footnote 1) on p. 226, we have \( \limsup_{m,n} \sigma_{m,n}^{a,b}(x, y) = 0 \) at every point \((x, y)\).

We add that the function

\[ \sigma^*(x, y) = \sup_{m,n} \sigma_{m,n}(x, y) \]

satisfies theorems analogous to Theorems 1, 2 and 5. The same may be said of the Abel and (C, α, β) (α > 0, β > 0) means.

Corrigenda to the paper "On the differentiability of multiple integrals" by A. Zygmund (Fundamenta Mathematicae, vol. 25, p. 145–149).

Prof. Banach kindly called my attention to the fact that the proof of the lemma on p. 146 is incomplete, for the argument on p. 146, line 15, is valid in the case \( k = 1 \) only. The proof may be completed in various ways, and, in particular, as follows.

We have to show, that, given any functions \( h = h(x, y), k = k(x, y) \), the expression

\[ \mu(u, v) = \int_0^1 \int_0^1 L_1(u - w) L_2(y - v) \, dw \, dy \]

satisfies an inequality \( L_p[\mu] \leq A_\delta \), where \( A_\delta \) depends on \( g \) only. In the first place, we observe that, given any function \( g = g(x) \), the function \( \lambda(u) = \int_0^1 L_p(u - w) \, dw \) belongs to every \( L_p \), and the integral of \( L_p(u) \) over \( 0 \leq u \leq 1 \) does not exceed a constant \( B_\delta \). This is an analogue, for the one-dimensional space, of the result which we have to prove; the proof follows by an argument similar to that of the second section of the paper. Assuming this, let us consider any of the terms of the sum \( \sum_{k=1}^n \left( \int_0^1 L_p(u) \, du \right) \) on p. 116, line 9. Suppose that \( k = l \), e.g. \( k = 1, 2, \ldots, 1 \), \( l = 1 \), \( l = 2 \), integrating first with respect to \( x_1, x_2, \ldots, x_q, y_1, y_2, \ldots, y_q \), and then with respect to \( x_1, x_2, \ldots, y_1, y_2 \), we obtain

\[ \int_0^1 \int_0^1 \dots \int_0^1 \int_0^1 \int_0^1 \int_0^1 \int_0^1 \mu^{r-1}(x_1, y_1) \, dx_1 \, dy_1 \, dx_2 \, dy_2 \, \dots \, dx_q \, dy_q. \]

Applying Hölder’s inequality with the three exponents \( q/(q - 2), q, q \), we see that the integral does not exceed \( \mu^{r-1}[\mu]^q B_\delta \). If \( k = l \), e.g. \( k = 1, l = 1 \), the integral is equal to \( \int_0^1 \mu^{r-1}(x_1, y_1) \, dx_1 \, dy_1 \leq \mu^{r-1}[\mu] \). Collecting the terms, we finally obtain

\[ \mu^{r-1}[\mu] \leq C_\delta \left( \mu^{r-1}[\mu] + \mu^{r-2}[\mu] \right) , \]

where \( C_\delta \) depends on \( g \) only. It is plainly sufficient to consider the case when \( h(x, y) \) and \( k(x, y) \) have a positive minimum. Then \( L_1[\mu] \) is finite, and so does not exceed the largest root of the equation \( \nu - C_\delta (\nu^{1-1} + \nu^{2-1}) = 0 \). This completes the proof.

On the strong derivatives of functions of intervals.

By

S. Saks (Warszawa).

Introduction. Given a set of \( 2p \) numbers \( a_1 \leq b_1, a_2 \leq b_2, \ldots, a_p \leq b_p \), the set of points \( (x_1, x_2, \ldots, x_p) \) such that \( a_i \leq x_i \leq b_i \) for \( i = 1, 2, \ldots, p \), will be denoted as the interval \( [a_1, b_1; a_2, b_2; \ldots; a_p, b_p] \) of the \( p \)-dimensional space \( \mathbb{R}^p \). If \( F(I) \) is an additive function of intervals and \( I_\alpha \) an interval in \( \mathbb{R}^p \), then \( V(F; I_\alpha) \) will denote the total (absolute) variation of \( F \) over \( I_\alpha \). If \( F(I) \) is a function of intervals of bounded variation then it may be extended as a completely additive function of sets to the family of all sets measurable \(^1\) (B); accordingly, in this case, \( V(F; A) \) for any set \( A \) measurable \((B) \) will mean the total variation of \( F \) over \( A \).

If \( (x_1, x_2, \ldots, x_p) \) is a point in the space \( \mathbb{R}^p \) and \( F(I) \) a function of intervals, then the lower and upper limits of the quotient \( F(I)/\text{mes} I \), where \( I \) is an arbitrary interval containing \( (x_1, x_2, \ldots, x_p) \) and \( d(I) \to 0 \), will be called the lower and upper strong derivatives of \( F(I) \) at the point \( (x_1, x_2, \ldots, x_p) \), and denoted by \( F^*_-(x_1, x_2, \ldots, x_p) \) and \( F^*_+(x_1, x_2, \ldots, x_p) \) respectively. In the case when they are equal, we shall write \( F^*(x_1, x_2, \ldots, x_p) \) for their common value, which will be called the strong derivative \(^2\) of \( F(I) \) at the point considered. \( F^*(x_1, x_2, \ldots, x_p) \) will as usually denote the derivative of \( F(I) \) in the ordinary sense. In the case


\(^2\) Some problems concerning the strong derivative of additive functions of intervals have been recently discussed in a series of papers published in these Fundamenta; see the list at the end of this note.