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Abstract. We show that index pairs of an isolated invariant set of a dynamical system with discrete time exist but, contrary to the continuous case, they do not provide a homotopic invariant of the isolated invariant set. Nevertheless the relationship between the fixed point index and index pairs extends from the continuous case to the discrete case.

Introduction. Since the publication of the paper on isolated invariant sets by C. Conley and R. Easton [6] a series of articles appeared in which various kinds of closely related topological indices of isolated invariant sets were constructed (the cohomological index, the homotopy index, the Morse index). The results of these articles, usually designated as the Conley index theory because of the significant role played by C. Conley in its development, has become an important tool in the qualitative study of differential equations (see [1], [7], [8], [9] for instance). The prime root of this theory is the famous Wazewski Retract Theorem (see [33] or [17, Ch. X, § 2–3]). The foundations of the theory, in a locally compact setting, were established in the papers of R. Churchill [4] and J. Montgomery [21] (the cohomological index), in the book [5] of C. Conley (the homotopy index and the Morse index) and in the paper of H. Karlander [19] (the Morse index). Later, K. Rybakowski [27], [28] generalized the theory to the case of a non-locally compact space, which admitted direct applications in partial differential equations and functional differential equations. The more recent papers concerning the development of the Conley theory are [30] and [15]. The paper [24] contains some work towards generalizing the Conley theory to the case of non-compact invariant sets.

As pointed out by K. Rybakowski in [27, § 4, Remarks] there is a series of similarities between the homotopy index and the fixed point index (for the definition of the fixed point index see [10], [11, Ch. VII, § 5] or [16]). The fixed point index is defined for an isolated set of fixed points. It is used to establish the existence of fixed points in a similar way as the Conley index is used to establish the existence of invariant sets. Like the homotopy index, the fixed point index satisfies the additivity property and the homotopy property.
The aim of this paper is to show that the above similarities are not only formal. First we show that the notion of index pair, which plays the fundamental role in the construction of the homotopy index, can be extended to the case of a discrete time semi-dynamical system given by a continuous map and the theorem on existence of index pairs can be proved. Recently J. Robbin and D. Salamon [26] obtained independently a similar result for diffeomorphisms. We give examples that the homotopy type \([M(N, \{N\})]\) of an index pair \((M, N)\) depends not only on the invariant set inside \(M\) but also on the pair \((M, N)\). This shows that there is no direct way of carrying over the Conley theory from the continuous to the discrete case, though indirect generalization are possible (see Robbin and Salamon [25] and the author's forthcoming paper [26]). The discrete version of the Conley theory is interesting in applications to difference equations (see [5, § IV, 8.2]).

We show that the formula expressing the fixed point index of the translation operator of the flow in terms of the Euler characteristic of the index pair – known in the case of special index pairs called isolating blocks (see [22], [23], [32]) – does have a counterpart in the discrete case. Namely, we will show that the fixed point index of a given mapping in a neighborhood of an isolated invariant set \(X\) equals the Lefschetz number of a certain map associated with every index pair of \(X\). This enables us to generalize the results concerning the fixed point index in [21], [22] and [28] to the case of semiflows with compact attractor on arbitrary ANR’s.

The results of this paper are closely related to some similar results of Fenske and Peitgen in [12] and of Fleisk in [13] and in some sense generalize those results. The formulae on fixed point index in [12] and [13] concern ejective fixed points, whereas analogous formulae in this paper apply to isolated invariant sets, which allow simultaneous attraction and repulsion and include ejective fixed points as a very special case.

Similarly to [12] we consider in this paper a broad class of maps of compact attraction (see the definition below) in order to ensure applications in non-locally compact spaces.
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1. Preliminaries. The set of real numbers will be denoted by \(\mathbb{R}\) and the set of natural numbers by \(\mathbb{N}\), \(\mathbb{Z}\) and \(\mathbb{Z}^+\) will stand for non-negative and non-negative integers respectively. \((X, \phi)\) will denote a fixed metric space. For a subset \(A\) of \(X\) we will use the notation \(\text{int}(A), \text{cl}(A), B\) for the interior, the closure and the boundary of \(A\) respectively. If \(f\) maps an open subset \(U\) of \(X\) into \(X\), then \(\text{Fix}\) \(f\) will stand for the set of fixed points of \(f\). The homotopy type of a pointed space \((X, x_0)\) will be denoted by \([X, x_0]\). The singular homology functor with rational coefficients on the category of topological pairs will be denoted by \(H_*\). \(H_*(f)\) for a map \(f: (X, A) \to (Y, B)\) will be briefly denoted by \(f_*\). Assume \(Y\) is another metric space. The map \(f: X \to Y\) is said to be compact \(iff\ there is a compact set \(K \subseteq Y\) such that \(f(x) \subseteq K\). It is said to be locally compact \(iff\ for every point \(x \in X\) there exists a neighborhood \(U\) of \(x\) such that \(f|_U\) is compact. The map \(f: X \to Y\) is of compact attraction \(iff\ it is locally compact and there exists a compact \(A \subseteq X\) such that for every \(x \in X\)

\[
ed(f(x)) |_{x \in A} \subseteq Z^* \cap A \neq \emptyset.
\]

We have the following easy to prove

Remark 1. Assume \(f: X \to Y\) is of compact attraction. Then \(\text{Fix}\ f\) is compact.

If \(Y \subseteq X\) is closed and \((f(Y)) \subseteq Y\), then \(f|_{Y}\) \(Y \to Y\) is also of compact attraction.

Assume \(\phi = [\phi_t]\) is an endomorphism of a graded vector space \(E\) over the field of rational numbers and \(N(\phi) := \bigcup \{ \phi^{-n}(0) | n = 1, 2, \ldots \}\). Recall (see [12]) that \(\phi\) is a Leray endomorphism \(iff\ \exists E' = \text{End}(\mathbb{Q}(\phi))\) of finite type. For such a \(\phi\) we define its trace \(\text{tr}\phi\) by \(\text{tr}\phi := \text{tr}\phi'\), where \(\phi' = E' \to E'\) is an induced map. We define also the Lefschetz number of \(\phi\) by

\[
\Lambda(\phi) := \sum_{s=0}^{m} (-1)^s \text{tr}\phi_s.
\]

If \(f: (X, A) \to (Y, A)\) is a continuous map of a pair \((X, A)\) of topological spaces into itself such that \(f_*\) is a Leray endomorphism, then \(\Lambda(f)\) is said to be a Lefschetz map and in such a case the Lefschetz number of \(f\) is given by \(\Lambda(f) := \Lambda(f_*)\).

Remark 2 (see [3], (1.3)). If \(\phi\) and \(\psi\) are two endomorphisms of graded vector spaces \(E\) and \(F\) respectively and there exist morphisms \(h: E \to F\) and \(g: \text{End}(\mathbb{Q}(\phi)) \to F\) such that \(\phi = gh\) and \(\psi = hg\), then \(\phi\) is a Leray endomorphism \(iff\ \psi\ is a Leray endomorphism and in that case \(\Lambda(\phi) = \Lambda(\psi)\). Note that the assumptions of this remark are in particular satisfied if there exists an isomorphism \(g: E \to F\) such that \(\phi = g\psi\), i.e. if \(\phi\) and \(\psi\) are conjugate.

For a map \(f: (X, A) \to (X, A)\), \(f_*: X \to X\) and \(f_j: A \to A\) will denote the restrictions of \(f\) to \((X, A)\) and \((A, A)\) respectively. The following remark follows directly from Remark 1, Lemma (4.1) in [12] and Theorem 2.1 in [14].

Remark 3. Assume \(X\) and \(A\) are metric ANR’s and \(A\) is a closed subset of \(X\).

If \(f: (X, A) \to (X, A)\) is a map of compact attraction then \(f, f_2, f_3\) are Lefschetz maps and

\[
\Lambda(f) = \Lambda(f_2) = \Lambda(f_3).
\]

The notion of the Lefschetz number is strongly related to the notion of the fixed point index. The fixed point index is an integer-valued function \(I_d\) defined on a certain subclass of all admissible maps, i.e. continuous maps \(f: U \to X\), where \(U\) is open in \(X\) and \(\text{Fix}\ f\) is compact (see [10] for the detailed axiomatic definition of the fixed point index). We will use the fixed point index defined on the class of all locally compact admissible maps \(f: U \to X\), where \(X\) is a metric ANR. The existence of such an index is proved in [16], Theorem (12.1).
Assume $U$ is open in $X$ and $f$: $U \to X$ is locally compact. We will say that an open set $V \subseteq X$ isolates the fixed points of $f$ iff $\text{Fix}_f \cap V$ is compact. In such a situation $f|_V$ is a locally compact admissible map, thus $\text{Ind}(f|_V)$ is defined. It will be convenient to introduce the notation

$$\text{ind}(f, V) := \text{Ind}(f|_V).$$

We give below three properties of the fixed point index which will be useful for us. For the list of all properties of the fixed point index of locally compact admissible maps see [16], $(X, X^*)$ denote metric ANR's.

(1) (additivity). Assume $f$: $U \to X$ is a locally compact map, $V_1, V_2$ and $V$ isolate the fixed points of $f$, $V \cap \text{Fix} f \subseteq V_1 \cup V_2 \subseteq V$, $V_1 \cap V_2 \cap \text{Fix} f = \emptyset$. Then

$$\text{ind}(f, V) = \text{ind}(f, V_1) + \text{ind}(f, V_2).$$

(2) (commutativity). Assume $U \subseteq X$ and $U' \subseteq X'$ are open and $f$: $U \to X'$ and $g$: $U' \to X$ are continuous. If $U$ is locally compact and $g$ is admissible then both $f|_U$ and $g|_{U'}$ are admissible and

$$\text{ind}(f|_U, g^{-1}(U)) = \text{Ind}(f|_U) = \text{Ind}(g|_{U'}) = \text{ind}(gf, f^{-1}(U')).$$

(3) (normalization). The normalization property in the form quoted here is proved in [12], (3.5). If $f$: $X \to X$ is a map of compact attraction, then $f_0$ is a Leray endomorphism and

$$\text{ind}(f, X) = A(f).$$

We note that the following remark is a straightforward consequence of (1).

Remark 4. Assume $f$: $U \to X$ is locally compact and $V \cap \text{Fix} f = \emptyset$ for some open $V$. Then $\text{ind}(f, V) = 0$. If $V_1$ and $V_2$ isolate the fixed points of $f$ and $V_1 \cap V_2 \cap \text{Fix} f = \emptyset$, then

$$\text{ind}(f, V_1) = \text{ind}(f, V_2).$$

2. Index pairs for discrete dynamical system. Let $(X, d)$ denote a fixed metric space. We will consider a fixed continuous map $f$: $X \to X$.

The sequence $\sigma$: $Z \to X$ will be called the left solution to $f$ through $x$ iff $f(\sigma(i-1)) = \sigma(i)$ for every $i \in Z$ and $\sigma(0) = x$.

For a given set $N \subseteq X$ the sets

$$\text{Inv}^+ N := \{x \in X \mid \forall i \in Z^+ \ f^i(x) \notin N\},$$

$$\text{Inv}^- N := \{x \in X \mid \exists i : Z^- \to N \text{ a left solution to } f \text{ through } x\},$$

$$\text{Inv} N := \text{Inv}^+ N \cap \text{Inv}^- N$$

will be called the positively invariant, the negatively invariant and the invariant part of $N$ (relative to $f$) respectively. We will say that $N$ is positively invariant, negatively invariant or invariant iff $N = \text{Inv}^+ N$, $N = \text{Inv}^- N$, $N = \text{Inv} N$ respectively.

The following three remarks are easy to prove.

Remark 5. $\text{Inv} N$ is invariant, i.e. $\text{Inv} \left(\text{Inv} N\right) = \text{Inv} N$. It is the largest invariant subset of $N$.

Remark 6. If $N$ is closed then $\text{Inv}^+ N$ is closed.

We will say that a closed set $N \subseteq X$ satisfies the Rybakowski condition iff for every pair of sequences $\{x_n\}_{n=1}^\infty \subseteq N$ and $\{m_n\}_{n=1}^\infty \subseteq Z^-$ such that

$$\{f^n(x_n)\}_{n=1}^\infty = 0, 1, \ldots, m_n \in N$$

and $m_n \to \infty$, the sequence $\{f^n(x_n)\}_{n=1}^\infty$ is precompact, i.e. relatively compact.

Remark 7. If $N$ satisfies the Rybakowski condition then $\text{Inv}^- N$ and $\text{Inv}^+ N$ are compact. If $\{x_n\}$ and $\{m_n\}$ satisfy the assumptions of the Rybakowski condition then every cluster point of $\{f^n(x_n)\}$ belongs to $\text{Inv}^- N$.

Assume $K$ is a closed invariant set. If $K$ is the largest invariant set in some its neighborhood $N$, then $K$ is called an isolated invariant set and $N$ is said to isolate $K$. If $N$ is closed, it is called an isolating neighborhood for $K$. If additionally $N$ satisfies the Rybakowski condition then $N$ is said to be an isolating neighborhood of $K$.

Let $\text{Inv} N$ be an isolated invariant set of $f$ of Rybakowski type. Notice that if $K$ is an isolated invariant set then $\text{Fix} f_n K$ is an isolated set of fixed points.

We have the following

THEOREM 1. If $f$: $X \to X$ is a locally compact map then every compact isolated invariant set of $f$ is of Rybakowski type.

Proof. Let $K$ be a compact isolated invariant set of $f$ and $M$ be an isolating neighborhood for $K$. For every $p \in K$ choose a closed neighborhood $W_p \subseteq M$ of $p$ such that $f$ restricted to $W_p$ is compact. Using compactness of $K$ find a finite collection $P$ of points in $K$ such that $K \subseteq W := \bigcup \{W_p : p \in P\} \subseteq M$. Then $W$ is obviously an isolating neighborhood for $K$ and $f(W) \subseteq K$, for some compact $K \subseteq X$. Assume $\{x_n\}_{n=1}^\infty \subseteq W$ and $\{m_n\}_{n=1}^\infty$ satisfy the assumptions of the Rybakowski condition. Then, for almost all $n$ we have $f^{m_n}(x_n) = f^{(m_n-1)}(x_n) \subseteq K$. This shows that the sequence $\{f^{m_n}(x_n)\}$ is precompact, which finishes the proof. $

DEFINITION 1. We will say that the function $L$: $E \to [0, \infty]$ grows along trajectories of $f$ on $E$ iff

$$L(x) > 0, f(x) \in E \Rightarrow L(f(x)) > L(x).$$

Similarly we will say that $L$: $E \to [0, \infty]$ decreases along trajectories of $f$ on $E$ iff

$$L(x) > 0, f(x) \in E \Rightarrow L(f(x)) < L(x).$$

DEFINITION 2. Assume $K$ is an isolated invariant set, $U$ is an isolating neighborhood and $\varphi, \gamma$: $U \to [0, \infty]$. We will say that the pair $(\varphi, \gamma)$ is a Lasunov pair for $K$ iff

$$\gamma \text{ decreases along trajectories of } f \text{ on } U,$$

$$\varphi \text{ decreases along trajectories of } f \text{ on } U,$$

$$K \subseteq \varphi^{-1}(0) \cap \gamma^{-1}(0).$$
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for every neighborhood $W$ of $K$ there exists an $\varepsilon > 0$ such that the set

$$H(\varepsilon, \varphi, \gamma) := \{ x \in U \mid \varphi(x) < \varepsilon, \gamma(x) < \varepsilon \}$$

satisfies the condition

$$\text{cl} H(\varepsilon, \varphi, \gamma) \subseteq W.$$  

We will say that $(\varphi, \gamma)$ is a continuous Lyapunov pair for $K$ iff $(\varphi, \gamma)$ is a Lyapunov pair for $K$ and both $\varphi$ an $\gamma$ are continuous.

We have the following

**Theorem 2.** For every non-empty isolated invariant set $K$ of Rybakowski type there exists an open neighborhood $V$ of $K$, which admits a continuous Lyapunov pair for $K$.

The proof of the above theorem is modelled on the proof of a similar theorem on the existence of isolating blocks for flows by K. Rybakowski (see [27], Theorem 2.1). However, some changes are necessary to cope with the discontinuity caused by the discrete character of the semidynamical system $f$. For this reason we include the proof but postpone it to the last section.

**Definition 3.** Assume $K$ is an isolated invariant set and $(M, N)$ is a pair of closed subsets of $X$ such that $N \subseteq M$. The pair $(M, N)$ will be called an index pair for $K$ or briefly an index pair iff the following conditions are satisfied:

$$\begin{align*}
(8) & \quad x \in N, f(x) \in M \Rightarrow f(x) \in N, \\
(9) & \quad x \in M, f(x) \notin M \Rightarrow x \in N, \\
(10) & \quad K := \text{Inv}(M \setminus N) \subseteq \text{int}(M \setminus N).
\end{align*}$$

We will say that the pair $(M, N)$ is a weak index pair for $K$ iff it satisfies (8), (9) and

$$\text{Fix} f \cap \text{int}(M \setminus N) \subseteq \text{int}(M \setminus N).$$

We note the following obvious

**Remark 3.** Every index pair is also a weak index pair.

We will say that the index pair (weak index pair) $(M, N)$ is regular iff the following conditions are satisfied:

$$\begin{align*}
(11) & \quad \text{there exists a set } U \text{ open in } M \text{ such that } N \subseteq U \text{ and } f(U \setminus N) \subseteq N, \\
(12) & \quad \text{cl}(f(N \setminus M) \cap \text{cl}(M \setminus N) = \emptyset.
\end{align*}$$

Similarly to the case of a semiflow we have the following

**Theorem 3.** Assume that $K$ is a non-empty isolated invariant set which admits a continuous Lyapunov pair on some neighborhood of $K$. Then for every neighborhood $U$ of $K$ there exists a regular index pair $(M, N)$ for $K$ such that $M \subseteq U$.

The proof of Theorem 3 presented below depends essentially on Theorem 2. A much shorter proof of Theorem 3 in the smooth case can be found in [26] and in the locally compact case in [25].

**Proof.** Let $(\varphi, \gamma) : V \to [0, \infty] \times [0, \infty]$ be the continuous Lyapunov pair for $K$. Put $W := U \cap V \cap f^{-1}(V) \cap f^{-2}(V)$. Find $\varepsilon > 0$ such that $\text{cl} H(2\varepsilon, \varphi, \gamma) \subseteq W$ and denote $M := \{ x \in V \mid \varphi(x) < \varepsilon, \gamma(x) \leq \varepsilon \},$ $N := \{ x \in M \mid \gamma(f(x)) \geq \varepsilon \},$ $H := H(2\varepsilon, \varphi, \gamma)$. We will show that $(M, N)$ is a regular index pair for $K$. It is easy to see that $M, N$ are closed.

Assume $x \in N$ and $f(x) \notin M$. Then $\gamma(f(x)) = \varepsilon$ and we get from (4) that $\gamma(f(x)) = \gamma(f(x)) = \varepsilon$, i.e., $f(x) \notin M$. Assume in turn that $x \in M$ and $f(x) \notin M$.

Then $\varphi(f(x)) = \varphi(x) < \varepsilon$, thus it must be $\gamma(f(x)) = \varepsilon$ with $x \in N$ and (8), (9) are proved.

We have $K = \text{Inv} K \subseteq \text{Inv}(M \setminus N) \subseteq \text{Inv}(V) \subseteq K$ and we get from (6) that $K \subseteq \{ x \in V \mid \gamma(x) < \varepsilon, \varphi(x) < \varepsilon, \gamma(f(x)) < \varepsilon \} \subseteq \text{int}(M \setminus N)$, which proves (10).

Put $U_0 := M \setminus \{ x \in W \mid \gamma(f(x)) \geq \varepsilon \}$. Then $U_0$ is open in $M$. Take $x \in N$. Then $\gamma(f(x)) > \gamma(f(x)) \geq \varepsilon$, hence $x \in U_0$, which shows that $N \subseteq U_0$. Assume $x \in U_0 \setminus N$. Let $y = f(x)$. Then $\varphi(y) < \varphi(x) < \varepsilon$ and $\gamma(y) = \gamma(f(x)) < \varepsilon$, thus $y \notin M$. We have also $\gamma(f(y)) = \gamma(f(x)) \geq \varepsilon$, hence $y \in N$. This proves (11).

In order to prove (12) assume it is not true. Then there exists $y \in \text{int}(M \setminus N) \cap \text{cl}(f(N \setminus M))$ and consequently $\gamma(f(y)) < \varepsilon$ and $\gamma(y) \geq \varepsilon$. Thus $\gamma(f(y)) > \gamma(y) \geq \varepsilon$, a contradiction.

Since $(M, N)$ is obviously a regular index pair for $\emptyset$, from the above theorem and Theorems 1 and 2 we get the following corollaries:

**Corollary 1.** For every isolated invariant set $K$ of Rybakowski type and every neighborhood $W$ of $K$ there exists a regular index pair $(M, N)$ such that $M \subseteq W$ and $K = \text{Inv} M$.

**Corollary 2.** Every compact isolated invariant set $K$ of a locally compact map (in particular of a map of compact attraction) admits regular index pairs arbitrarily close to $K$.

3. Two examples. The theorem on the existence of index pairs for isolated invariant sets of flows forms the basis for the construction of the theory of homotopic analysis for isolated invariant sets (cf. [5], [27]). One of the essential theorems of the theory asserts that the homotopy type of the pointed space $(M \setminus N, N)$ of any index pair $(M, N)$ depends only on the isolated invariant sets inside $M$. The following examples show that the similar theorem in case of a discrete dynamical system is not true.

**Example 1.** Let $X = R \cup \{-\infty\} \cup \{\infty\}$ and $f : X \to X$ be given by

$$f(x) := \begin{cases} 
  x + 1 & \text{for } x \in R, \\
  x & \text{otherwise}.
\end{cases}$$
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Then \( f \) is continuous. For every \( n \in \mathbb{N} \) put \( N_n := [n, n + 1/2] \) and 
\[
M_n := \bigcup \{N_i | i = 0, 1, 2, \ldots, n\}.
\]
One can easily verify that for every \( n \in \mathbb{N} \), \((M_n, N_n)\) is an index pair for \( f \) such that \( M_n \setminus N_n \) isolates the empty set. On the other hand \([M_n/N_n, [N_n]]\) equals the homotopy type of a pointed set of \( n \) elements.

**Example 2** (Smale’s Horseshoe). Assume \( X = S^2 = \mathbb{R}^2 \cup [\infty], I := [0, 1] \), 
\( X : = I \times I \subseteq X \). Put 
\[
C_n := \{a_1/5 + \ldots + a_n/5^n + a/(5^{n+1}) | a_i \in \{1, 3\}, i = 1, 2, \ldots, n, n \in I\} \subseteq I,
\]
\( N_n := I \times \text{cl}(I \setminus C_n) \).

Assume \( f : X \to X \) is a continuous map such that \( f \) maps two rectangles \( R_0 \) and \( R_1 \) linearly onto rectangles \( S_0 \) and \( S_1 \), as indicated in Fig. 1. Assume also that \( f \) maps 
\( Q := (R_0 \cup R_1) \) into \( X \setminus Q \) and \( X \setminus Q \) into \( X \setminus (S_0 \cup S_1) \). (Compare [31] or [18]).

\[
K := \text{Inv} Q \subseteq \bigcap \{C_n | n = 1, 2, \ldots\}.\]

One can easily verify that for all \( n \in \mathbb{N} \), \((Q, N_n)\) is an index pair for \( K \) and that \([Q/N_n, [N_n]]\) equals the homotopy type of the wedge sum of \( 2^n \) copies of a pointed circle.

**4. The fixed point index and the index maps.** By the above examples we cannot expect that it is possible to extend directly the Conley index theory to dynamical systems with discrete time. Nevertheless some analogues of Conley index in the discrete case have been constructed recently (see [25] and [26]). The aim of this paper and this section, however, is to show that index pairs carry information about the fixed point index.

We begin with the following

**Lemma 1.** Assume \((M, N)\) is a weak regular index pair for \( f \). Then \( f \) maps the pair \((M, N)\) into the pair \((M \cup f(N), N \cup f(N))\) and the inclusion \(i_{M,N} : (M, N) \to (M \cup f(N), N \cup f(N))\) induces a homomorphism in homology.

**Proof.** Assume \( y \in f(M) \), i.e. \( y = f(x) \) for some \( x \in M \). By (9) \( f(x) \notin M \) implies \( x \notin N \), hence \( y \notin M \cup f(N) \), which proves the first part of the lemma. The second part follows easily from (8), (12) and from the excision property of homology theory (see [11], III. 7.4). ■

**Let \( f_{M,N} : (M \cup f(N), N \cup f(N))\).** The above lemma enables us to define an endomorphism \( i_{M,N} : H_n(M, N) \to H_n(M, N) \) by \( i_{M,N} := (i_{M,N})^\infty \). We will call this map the *index map* of the pair \((M, N)\).

The main result of this paper is the following:

**Theorem 4.** Assume \( X \) is a metric ANR and \( f : X \to X \) is a map of compact attraction. If \((M, N)\) is a regular weak index pair for \( f \) and \( M, N \) are ANR’s then \( i_{M,N} \) is a Leray endomorphism and

\[
\text{Ind}(f, \text{int}(M \setminus N)) = A(i_{M,N}).
\]

A similar formula can be found in [12], Corollary (4.4). It concerns, however, a very special case of an effective fixed point.

**Corollary 3.** Under the assumptions of the above theorem, if additionally \( f_{M,N} \) is homotopic to \( i_{M,N} \), then the relative Euler characteristic of the pair \((M, N)\) exists and

\[
\text{Ind}(f, \text{int}(M \setminus N)) = \chi(M, N).
\]

Note that in case of \( f \) being a translation operator of a semiflow one can always find index pairs \((M, N)\) for which \( f_{M,N} \) is homotopic to \( i_{M,N} \). We omit details, because they are based on the technique of isolating blocks not discussed here.

Corollary 3 generalizes Theorem 4.1 in [22], Theorem 2.1 in [23] and Theorem 4.4 in [32], where analogous results are proved, in the locally compact setting, for special index pairs called isolating blocks. Similar formulae, concerning the very special case of repulsing isolated invariant sets can be found in papers of Fenske and Peitgen [12], Proposition [5.3] and Fenske [13], Theorem 1. In the smooth setting the counterpart of Corollary 3 for Hopf index is the main result of McCord [20]. Also the result of Rybakowski for gradient vector fields [29] Theorem 1), which expresses the Brouwer degree of the field in terms of Betti numbers of Conley index can be viewed, by [32] Theorem 5.1, as a very special case of Corollary 3.

In the course of proof of Theorem 4, we will need the following lemma, which is closely related to Lemma (4.3) in [12].

**Lemma 2.** Assume \( X, A \) are metric ANR’s and \( A \) is a closed subset of \( X \). If \( f : (X, A) \to (X, A) \) is a map of compact attraction, such that there exists some open neighborhood \( U \) of \( A \) mapped by \( f \) into \( A \), then

\[
\text{Ind}(f, (X, A)) = \text{Ind}(f, A) = A(f).
\]

**Proof.** Put \( V := X \setminus A, W := X \setminus U \). We have then

\[
\text{Fix } f \cap V = \text{Fix } f \cap W, \quad \text{Fix } f \cap U = \text{Fix } f \cap A, \quad \text{Fix } f \cap U \cap V = \emptyset.
\]
This shows that $U$ and $V$ isolate the fixed points of $f$ and, by (1) and (3), $A(f_2) = \text{ind}(f, X) = \text{ind}(f, U) + \text{ind}(f, P)$. Let $I: A \to U$ be the inclusion. Since $f(U) \subseteq A$, we get from (2) and (3)

$$\text{ind}(f, U) = \text{ind}(i \circ f|_U, U) = \text{ind}(f|_U \circ i, U \cap A) = \text{ind}(f|_A, A) = A(f_2).$$

Thus $\text{ind}(f, X \cap A) = A(f_2) - A(f_2)$. The remaining equality follows from Remark 3.

5. Proof of Theorem 4. Let $I : [0, 1]$. Put

$$Y := M \times [0, 1] \cup N \times [0, 1].$$

Let $U$ be an open neighborhood of $M$ in $M \times [0, 1]$ such that $f(U \cap N) \subseteq M \times [0, 1]$. Let $W := (M \times U) \cup [0, 1]$ and $Z := N \times [0, 1]$ be closed and disjoint subsets of $Y$. Let $x : Y \to I$ be continuous and such that $x|_M = 0$, $x|_N = 1$. We will show that the mapping $g$ given by $g(x, t) := (f(x, a(x, t)))$ maps $Y$ into $Y$.

Indeed, if $(x, t) \in W$ then $x \in M \times N$, thus by (9) $f(x) \in M$, i.e. $g(x, t) = (f(x), 0) \in M \times [0, 1] \subseteq Y$. If $(x, t) \in Z$ then $g(x, t) = (f(x), 1) \in X \times [0, 1] \subseteq Y$. If $(x, t) \in W \cap Z$ then $x \in M \times N$, thus $f(x) \in M$, i.e. $g(x, t) = (f(x), a(x, t)) \in N \times [0, 1] \subseteq Y$.

In fact, we proved even more, namely that $g$ is a mapping of the pair $(X, Y)$ into itself. We will prove that $g$ is a map of compact attraction. Let $(x, t) \in Y$. There exists a neighborhood $V$ of $x$ and a compact $K \subseteq X$, such that $f(V) \subseteq K$. Then $g(Y \cap K) \subseteq K$ which shows that $g$ is locally compact. Assume $C$ is a compact set in $X$ such that for every $x \in C$ the set $C \subseteq C$ is an ANR. We will prove that $g$ is of compact attraction. Put $P := N \times [0, 1] \cup M \times [0, 1] \cup Z$ and $Q$ is closed subsets of $Y$. If $Q$ is an ANR by Theorem (7.2) in [2]. Since $M \times [0, 1]$, $N \times [0, 1]$ are ANR's and $M \times [0, 1] \cap N \times [0, 1] = \emptyset$ we infer from Theorem (6.1) in [2] that $P$ is also an ANR. An easy computation shows that $(P, Q)$ is a regular inclusion pair for $g$. Put $R := \text{int}(M \times N), R' := \text{int}(M \times N \times [0, 1]), \beta : R \to x \mapsto (x, 0) \in R', V := f^{-1}(R), V' := V \times [0, 1]$. Then

$$\text{Fix} f \cap R = \text{Fix} f \cap V, \quad \text{Fix} g \cap R = \text{Fix} g \cap V'$$

and Remark 4 together with (2) applied to $g$ with $R$ and $R'$ show that

$$\text{ind}(f, \text{int}(M \times N)) = \text{ind}(g, \text{int}(P \cup Q)).$$

Consider now the following commutative diagram

$$\begin{array}{ccc}
H_4(Y, Z) & \xrightarrow{\partial} & H_4(Y, Z) \\
\downarrow j_2 & & \downarrow j_1 \\
H_4(P, Q) & \xrightarrow{\partial \cap g} & H_4(P \cup g(Q), Q \cup g(Q)) \\
\downarrow j_3 & & \downarrow j_4 \\
H_4(M \times N) & \xrightarrow{(\text{int}(M \times N))} & H_4(M \times N, N \cup f(N)) \\
\downarrow j_5 & & \downarrow j_6 \\
H_4(M \times N) & \xrightarrow{\partial} & H_4(M \times N, N \cup f(N))
\end{array}$$

in which $j_1 : (P, Q) \to (Y, Z)$ and $j_2 : (P \cup g(Q), Q \cup g(Q)) \to (Y, Z)$ are inclusions and $j_3 : (P, Q) \to (P \cup g(Q), Q \cup g(Q))$. Then $j_1$ is a projection.

One can easily verify that the mapping $(M \times N) \to (x, 0) \in (P, Q)$ is the homotopy inverse of $P_1$, thus $P_1$ is an isomorphism. Since $(\text{int}(M \times N), (\text{int}(M \times N))$ are isomorphisms, we see that $(\text{int}(M \times N), (\text{int}(M \times N))$ are isomorphisms. This shows that $g_*$ and $P_1$ are conjugate and since $g_*$ is a Lefschetz map, we see by Remark 2 that $P_1$ is also a Lefschetz map and

$$\text{ind}(g, \text{int}(P \cup Q)) = \text{ind}(g, \text{int}(Y, Z)) = A(g_*).$$

"Proof of Theorem 2. For a subset $A \subseteq X$ define the mapping

$$\omega_A : A \to \{x \in Z^+ | f(x) \in A \} \text{ if } x \in Z^+ \text{ otherwise.}$$

We shall need the following two easy to prove remarks.

Remark 9. If $A$ is open then $\omega_A$ is lower semi-continuous (l.s.c.) and at every point $x$ of discontinuity of $\omega_A$, $f^{\omega_A}(x)$ is not $B$. If $A$ is closed then $\omega_A$ is upper semi-continuous (u.s.c.) and at every point $x$ of discontinuity of $\omega_A$, $f(x)$ is not $A$.
Remark 10. Assume $F: X \times Z^+ \to R$ is continuous, $A \subseteq X$, $\omega: A \to Z^+ \cup \{\infty\}$ is l.s.c. at $x_0 \in X$ and

$$F_1: A \ni x \mapsto \sup \{F(x, n) | n \in Z^+, n \leq \omega(x)\} \in [0, \infty],$$

$$F_2: A \ni x \mapsto \inf \{F(x, n) | n \in Z^+, n \leq \omega(x)\} \in [0, \infty].$$

Then $F_1$ is l.s.c. and $F_2$ is u.s.c. at $x_0$.

For every open set $U \subseteq X$ such that $\text{Int} \, U$ is compact define the function

$$G_U: X \ni x \mapsto \gamma(x, U)(g(x, \text{Int} \, U) + q(x, X \setminus U))$$

we assume $q(x, \emptyset) = 1$ and the function

$$\gamma_U: U \ni x \mapsto \inf \{G_U(f(x), (n+1)) | n \in Z^+, n \leq \omega(x)\}.$$

For every closed set $N \subseteq X$ define the function

$$F_X: X \ni x \mapsto \min\{1, q(x, \text{Int} \, N \cup \text{bd} \, N)\}$$

and the function

$$\varphi_N: N \ni x \mapsto \sup \{(2n+1)F_X(f(x))(n+1) | n \in Z^+, n \leq \omega_N(x)\}.$$

**Lemma 3.** Assume $K$ is a non-empty isolated invariant set of Rybakowski type and $U$ is open such that $N := \text{cl} \, U$ is an isolating neighborhood of Rybakowski type for $K$. Then there exists $V \subseteq U$, an open neighborhood of $K$ such that $(\varphi_N, \gamma_U)$ is a Lyapunov pair for $K$, $\gamma_U|_V$ is continuous and $\varphi_N|_V$ is u.s.c.

**Proof.** In order to simplify the notation, we will drop the subscripts $U$, $N$ in $G_U$, $\gamma_U$, $F_X$, $\varphi_N$ throughout the proof.

First we shall show that $\gamma$ and $\varphi$ are u.s.c. The upper semi-continuity of $\gamma$ follows directly from Remark 10. Assume $\gamma$ is not u.s.c. at some $x_0 \in N$. Then there exists a sequence $\{x_n\}_{n=1}^\infty \subseteq N, x_n \to x_0$ such that $\gamma(x_0) > \mu \geq \gamma(x_n)$ for some $\mu$ and all, $n \in N$. Hence there exists also a sequence $\{x_n\} \subseteq Z^+$ such that

$$x_n \leq \omega(x_0)$$

and $(2n+1)(x_0+1)^{-1}F(f(x_0)) > \mu > 0.$

It cannot be $m \to \infty$, since otherwise by Rybakowski condition, $(f^m(x_0))$ admits a subsequence tending to some $x \in \text{Int} \, N$ and we get in the limit $0 = 2F(x) \geq \mu > 0$, a contradiction. Thus, one can pick a constant subsequence from $\{x_n\}$, say $\{x_0\}$. It follows from the upper semi-continuity of $\omega$, that $m \leq \omega(x_0)$, so we get in the limit $(2n+1)(x_0+1)^{-1}F(f^{x_0}(x)) > \mu > \phi(x_0)$, again a contradiction.

Assume $\gamma$ is not l.s.c. in every neighborhood of $K$. Then there exists a sequence $\{x_n\}_{n=1}^\infty \subseteq U$ such that $\gamma$ is not lower semi-continuous at $x_n$ and $\gamma(x_n, K) \to 0$. Since $K$ is compact, we may assume that $x_m \to x_0$ for some $x_0 \in K$. Thus, by l.s.c. of $\omega_U$, $\lim \omega_U(x_0) = \omega_U(x_0) = \infty$. It must be also $\omega_U(x_0) = \infty$, since otherwise $\gamma(x_0) = 0$ and then $\gamma$ is continuous at $x_0$. The lower semi-continuity of $\gamma$ at $x_0$ means that there exists a sequence $\{x_{n,m}\}_{m=1}^\infty$ tending to $x_0$ with $m \to \infty$ and a constant $\mu_0 < \gamma(x_0)$ such that $\gamma(x_{n,m}) < \mu_0$ for all $m \in Z^+$. Thus there exists also a sequence of integers $\{k_{n,m}\}_{m=1}^\infty$ such that

$$(17) \quad (k_{n,m}+1)^{-1}G(f^{k_{n,m}}(x_0), x_0) < \mu_0 < \gamma(x_0) \quad \text{and} \quad k_{n,m} = \omega_U(x_{n,m}).$$

Without loss of generality we may assume that for each $n \in N$ there exists $l_n := \lim k_{n,m} = Z^+ \cup \{\infty\}$. We have $l_n > \omega_U(x_0)$, because otherwise passing in (17) to the limit as $m \to \infty$, we get

$$(l_n+1)^{-1}G(f^{l_n}(x_0), x_0) \leq \mu_0 < \gamma(x_0),$$

which contradicts $l_n \leq \omega_U(x_0)$.

Thus we may assume that $k_{n,m} \geq \omega_U(x_0)+1$ for all $n$. We know from Remark 9 that

$$(18) \quad f^{\omega_U(x_0)}(x_0) \in U.$$

For each $n \in N$ choose $m = m(n)$ such that $y_n := x_{n,m}$ satisfies

$$(19) \quad \varphi^m(y_n) < \omega_U(x_0) + 1.$$ 

Put $k_n := k_{n,m(n)}$ and $l_n := \omega_U(x_{n,m(n)})$. We get from (17) and the definition of $\gamma$ that

$$(20) \quad (k_n+1)^{-1}G(f^{k_{n,m(n)}}(y_n), y_n) < (k_n+1)^{-1}G(f^{k_{n,m(n)}}(x_0)).$$

Obviously $j_n \to \infty$ and the Rybakowski condition implies that the sequence $f^{k_n}(y_n)$ is precompact. Hence we can assume that $f^{k_n}(y_n) \to x \in \text{Int} \, N$. Since $\omega_U(f^{k_n}(x_0)) \geq k_n \to \infty$, we get from the u.s.c. of $\omega_U$ that $\omega_U(x) = \infty$, i.e. $x \in \text{Int} \, N$. Thus $x \in K$ and consequently

$$(21) \quad \lim_{n \to \infty} G(f^{k_n}(x_0)) = G(x, \infty) = 0.$$ 

The sequence $\{f^{\omega_U(x_0)}(x_0)\} \subseteq U$ is also precompact, thus we can assume it tends to some $x \in \text{Int} \, N$. By (18) and (19) $x \in U$. If the sequence $(k_n - \omega_U(x_0), x_0)$ is unbounded then, by the second inequality of (21), $\omega_U(x_0) = \infty$ and $x \in K \cap \text{bd} \, U$, a contradiction. Thus assume the sequence is bounded. Then without loss of generality we can assume that $\omega_U = \omega_U(x_0) + p + 1$ for some constant $p \in Z^+$, because $k_n \geq \omega_U(x_0) + 1$. From (20) we get

$$G(f^{k_n}(x_0)) < (k_n+1)^{-1}G(f^{k_n-1}(x_0)) < (k_n+p+3)(k_n+1)^{-1}G(f^{k_n}(x_0))$$

hence (21) implies that $\lim G(f^{k_n}(x_0)) = 0$. There is also $\omega_U(x_0) \geq p$ and $G(f^{p}(x)) = G(f^{\lim f^{\omega_U(x_0)+1}(x_0)}) = \lim G(f^{k_n}(x_0)) = 0$.

Thus $f^{k_n}(x) \subseteq K$ and $x \in K$, which contradicts $x \in \text{bd} \, U$. Hence $\gamma$ is continuous in some vicinity of $K$.

Choose $V$ an open neighborhood of $K$ which is small enough to ensure that $\gamma|_V$ is continuous and $\text{Int} \, V \subseteq U$. In order to show that $(\varphi|_V, \gamma|_V)$ satisfies the assertion of the lemma we have to prove that it is a Lyapunov pair.
In order to show (5) assume $\gamma(x) > 0$ and $f(x) \in V$ for some $x \in V$. Then $a_\gamma(x) < \infty$ and $a_\gamma(f(x)) < \infty$. Thus there exists $n \in \{0, 1, \ldots, a_\gamma(f(x))\}$ such that

$$\gamma(f(x)) = G(f^{n+1}(x))(1+n) > G(f^n(x))(1+(n+1)) \geq \gamma(x),$$

because $G(f^{n+1}(x)) > 0$. This shows that $\gamma$ grows along trajectories of $f$ on $V$.

Assume $\varphi(x) > 0$ and $f(x) \in V$ for some $x \in V$. Let $\{l_n\}_{n=1}^{\infty} \subseteq \{0, 1, \ldots, a_\gamma(f(x))\}$ be a sequence such that

$$\varphi(l_n) < \infty.$$

As previously the Rybakowski condition excludes the case $l_n \to \infty$ and we can assume that $\{l_n\}$ is constant, i.e. for some $k \in \{0, 1, \ldots, a_\gamma(f(x))\}$

$$\varphi(f(x)) = \varphi(f^{k+1}(x)) = 2(k+1)F(f^{k+1}(x)) < 2(k+1+1)(k+2+1)F(f^{k+1}(x)) \leq \varphi(x).$$

This shows that $\varphi$ decreases along trajectories of $f$ in $V$.

To show (6) assume that $x \in K$. Then $a_\varphi(x) = \infty$, hence $\gamma(x) \leq 1/(n+1)$ for all $n \in N$, i.e. $\gamma(x) = 0$. Also for all $n \in N f^n(x) \in \mathbb{N}$, thus $\gamma(x) = 0$.

In order to prove (7) fix an open neighborhood $W$ of $K$ and assume that for all $n \in N$

$$\text{cl}\mathbb{H}(1/n, \varphi, N) \subseteq \text{W}.$$

Then there exists a sequence $\{y_n\} \subseteq \mathbb{N}$ such that $y_n \in \text{cl}\mathbb{H}(1/n, \varphi, N)$, $y_n \in \text{W}$. Pick $x_n \in \text{cl}\mathbb{H}(1/n, \varphi, N)$ such that $\varphi(x_n) = 1/n$. Then $\varphi(x_n, N) \in \mathbb{N}$, $\varphi(x_n) \in \mathbb{N}$, $\varphi(x_n) \to \infty$. In particular $F(x_n) \to \infty$, i.e.

$$\varphi(x_n) \to \infty.$$

Thus we can assume that $x_n \to x \in \text{cl}\mathbb{H}(1/n, \varphi, N) \subseteq \mathbb{N}$, $x \in \mathbb{N}$. We cannot be $x \in \mathbb{N}$, because otherwise $x \in \mathbb{N}$, $x \in \mathbb{N}$, $x \in \mathbb{N}$. Hence $G(f(x)) = (k+1)\lim_{n \to \infty} y_n = 0$, which shows that $x \in \mathbb{N}$, $x \in \mathbb{N}$, $x \in \mathbb{N}$, a contradiction. This finishes the proof of (7).

Proof of Theorem 2. Choose an open neighborhood $U$ of $K$ such that

$$N := \text{cl}\mathbb{U} \text{ is an isolating neighborhood for K of Rybakowski type such that } \varphi := \varphi_{U}, \varphi := \varphi_{U}.$$

By Lemma 3 we can find an open neighborhood $V$ of $K$ such that $\varphi_{U} \subseteq V$. Put

$$U' := \text{cl}\mathbb{U'}, \varphi' := \varphi_{U'}, \text{ and } N' := \text{cl}\mathbb{U}', \varphi' := \varphi_{U'}.$$
On a classification of pointwise compact sets of the first Baire class functions
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Abstract. The paper is concerned with compact separable subspaces of the space $B_1(\omega^n)$ of the first Baire class functions on irrationals endowed with the pointwise topology, i.e. Rosenthal compacta. We associate to each separable Rosenthal compactum $K$ an ordinal number $\sigma(K) < \omega_1$, which indicates the "Borel complexity" of the compactum. The index $\sigma(K)$ is a topological invariant of the function space $C(K)$ endowed with the pointwise topology. We construct Rosenthal compacta of arbitrarily large countable index and we use them to give examples of open linear continuous maps raising the Borel class of linear spaces.

§ 1. Introduction. Our terminology follows [En], [Ku] and [Se]. We shall denote by $R$ the real line; $\omega$ is the set of natural numbers and $\omega^n$ is the Baire space, i.e. topologically the irrationals.

A map $f: X \to Y$, where $X$ and $Y$ are separable metrizable spaces, is of the first Baire class if $f^{-1}(U)$ is an $F_\sigma$-set for every open $U \subseteq Y$ (if $Y$ is a separable Banach space, this means that $f$ is a pointwise limit of a sequence of continuous maps from $X$ into $Y$), cf. [Ku, § 31]. Given a separable metrizable space $X$, we denote by $B_1(X)$ the space of real-valued first Baire class functions on $X$ equipped with the topology of pointwise convergence.

This paper is concerned mainly with compact spaces which can be embedded in the space $B_1(\omega^n)$ of the first Baire class functions on irrationals, i.e. with Rosenthal compacta, see [Go]. For fundamental facts about Rosenthal compacta we refer the reader to the papers by Bourgain, Fremlin, Talagrand [BFT], Godefroy [Go] and Noegents [Ne]. In the sequel we shall often use the deep result by Bourgain, Fremlin and Talagrand [BFT, Th. 3F] stating that Rosenthal compacta $K$ are Fréchet topological spaces, i.e. for every set $A \subseteq K$ and a point $x \in A$ there exists a sequence of points from $A$ which converges to $x$.

Let us notice that if $A$ is a metrizable space which is a continuous image of irrationals (i.e. $A$ is an analytic space), then compact subspaces of $B_1(A)$ are Rosenthal compacta, as the map $f \mapsto f\restriction _w$, where $w: \omega^n \to A$ is a continuous surjection, embeds $B_1(A)$ homeomorphically into $B_1(\omega^n)$.

Let $K$ be a separable compact space; then a countable dense subset $D$ of $K$