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We study the existence and nonexistence in the large of radial solutions to a parabolic-elliptic system with natural (no-flux) boundary conditions describing the gravitational interaction of particles. The blow-up of solutions defined in the $n$-dimensional ball with large initial data is connected with the nonexistence of radial stationary solutions with a large mass.

1. Introduction. This is the second part of [5]. We study here radial solutions of the parabolic-elliptic system from [5, (1)--(5)], their existence and nonexistence for both stationary and evolution cases. The system, defined in a bounded domain $\Omega$ of $\mathbb{R}^n$, is

\begin{align}
(1) & \quad u_t = \Delta u + \nabla \cdot (u \nabla \varphi), \\
(2) & \quad \Delta \varphi = u,
\end{align}

with the nonlinear no-flux condition

\begin{equation}
(3) \quad \frac{\partial u}{\partial \nu} + u \frac{\partial \varphi}{\partial \nu} = 0,
\end{equation}

where $\nu$ denotes the outward unit normal vector to $\partial \Omega$. For the potential $\varphi$ we assume either

\begin{equation}
(4.1) \quad \varphi = 0 \quad \text{on } \partial \Omega,
\end{equation}

or instead of the Dirichlet boundary condition above,

\begin{equation}
(4.2) \quad \varphi = E_n * u
\end{equation}

with $E_n$ being the fundamental solution of the $n$-dimensional Laplacian. For the initial-boundary value problem we add the condition

\begin{equation}
(5) \quad u(x, 0) = u_0(x) \geq 0.
\end{equation}
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[297]
For the interpretation of (1)–(5) we refer the reader to the introduction of [5].

When \( \Omega \) is a radially symmetric domain: a ball, an annulus, or a spherical shell in \( \mathbb{R}^n \), we consider radially symmetric solutions. We define the integrated density \( Q(r, t) = \int_{B^r} u \, dx \) which satisfies the following parabolic equation with the Dirichlet boundary conditions on \([0, R] \times [0, T]\) if \( \Omega = B_R \):

\[
Q_t = Q_{rr} - (n - 1) r^{-1} Q_r + \sigma_n^{-1} r^{1-n} Q Q_r,
\]

\[
Q(0, t) = 0, \quad Q(R, t) = Q_0,
\]

\[
Q(r, 0) = Q_0(r) \geq 0, \quad Q_0(r) \text{ nondecreasing.}
\]

Such a formulation permits us to deal with less regular densities \( u \) (including measures, not only \( L^1 \) functions) than those considered in [5].

To justify this approach observe that the system (1)–(4) is rotation invariant. Hence, for a radially symmetric initial condition (5) the unique solution constructed by any method described in [5, Theorem 2(i), (ii)] (\( p > n \)) is radial. After integrating this solution we obtain a (more regular) new dependent variable \( Q(r, t) = \int_{B^r} u \, dx = \sigma_n \int_0^r \varrho^{n-1} u(\varrho, t) \, d\varrho \), which is equal to the mass contained in the ball of current radius \( r \in [0, R] \). It is easy to verify that \( Q \) satisfies (6) (observe that \( \sigma_n r^{n-1} \varphi_r = Q \) if \( \phi(r, t) = \varphi(x, t) \) with \( |x| = r \)), together with the physically obvious compatibility conditions

\[
M = \int_{B^R} u_0 \, dx, \quad Q_0(R) = Q_0 = M.
\]

All this shows that (6) with the above conditions (7) does have a unique solution in the class of solutions described in [5, Theorem 2]. The total mass \( M \) is considered as a meaningful parameter in the problem (6)–(7).

2. Radially symmetric stationary solutions. We recall some previous results on the radially symmetric stationary solutions in the two- and three-dimensional cases from [11], [13], where the problem

\[
(r^{n-1} \varphi'(r))' \int_0^R \varrho^{n-1} \exp(-\Phi(\varrho)) \, d\varrho
\]

\[
= M \sigma_n^{-1} r^{n-1} \exp(-\Phi(r)), \quad \varphi' = d/dr,
\]

\[
\Phi'(0) = 0, \quad \Phi(R) = 0
\]

has been studied. This problem can be deduced from the stationary equations corresponding to (1)–(4) (cf. [5, (10), (11)]).

In the two-dimensional case an explicit form of solution to (8) is available, since the equation (8) is integrable for \( n = 2 \). This implies that (8) has a unique solution for all \( 0 < M < 8\pi \) and it has no solution for \( M \geq 8\pi \).
In the three-dimensional case the situation is much more complicated. Namely, for sufficiently small \( M \) the problem (8) has a unique solution, and there exists \( M_0 > 8\pi \) such that for \( M > M_0 \) there are no solutions. For some intermediate values of \( M \) from the interval \((0, M_0)\) there are several solutions, and for \( M = 8\pi \) there exist infinitely many solutions.

A general nonexistence result in star-shaped domains from [5, Section 2] gives nonexistence of solutions in the ball \( B_R \subset \mathbb{R}^n \) when \( M \geq 2n\sigma_n R^{n-2} \).

Applying the contraction principle, it has been proved in [13] that if \( \Omega \) is a spherical shell, i.e. \( \Omega = \{x \in \mathbb{R}^n : 0 < a < |x| < R\} \), then (8) with a suitable condition at \( r = a \) has a unique radially symmetric solution for all positive \( M \)'s. The existence of solutions for all \( M > 0 \) is proved, using different methods, also in [6] and [11]. It is an interesting fact that in the case of shells, nonradially symmetric solutions can exist (see [15]–[18] for a related problem in general domains).

Using phase plane methods developed in [11], it is possible to prove that in every dimension the problem (8) has a unique solution for sufficiently small \( M > 0 \). Moreover, for \( n \geq 10 \) there exists at most one solution for arbitrary \( M > 0 \). Note that [10] dealt with similar equations but without normalization constant \( \mu \). The arguments extending those from [10], [11] mentioned above are much simpler in the (stationary) formulation of (6)–(7) (see (9) below), more general than (8) since less regularity of \( \Phi \) is required.

For \( Q(r, t) \) independent of \( t \) the problem (6)–(7) becomes

\[
Q_{rr} - (n-1)r^{-1}Q_r + \sigma_n^{-1}r^{1-n}QQ_r = 0, \\
Q(0) = 0, \quad Q(R) = M.
\]

(9)

For simplicity of notation we suppose (with no loss of generality) that \( R = 1 \). Indeed, if \( Q \) satisfies (9), then \( \tilde{Q}(r) = R^{2-n}Q(Rr) \) solves the equation (9) with the boundary conditions \( \tilde{Q}(0) = 0, \quad \tilde{Q}(1) = MR^{2-n} \), this last being rescaled by \( R^{2-n} \).

**Theorem 1.** Let \( R = 1 \) in the problem (9).

(i) There exists \( M_0(n) \) such that (9) admits no solution for \( M > M_0(n) \).

In fact, \( M_0(2) = 8\pi \), \( M_0(n) = 2\sigma_n \) for \( n \geq 10 \).

(ii) If \( 3 \leq n \leq 9 \), then solutions of (9) are unique for small \( M > 0 \). For \( M = 2\sigma_n \) there exist infinitely many solutions; for \( M \neq 2\sigma_n \) the number of solutions is finite but grows to infinity as \( M \) approaches \( 2\sigma_n \).

(iii) If \( n = 2 \) or \( n \geq 10 \), then for every \( M > 0 \) there exists at most one solution of (9).

**Proof.** For \( n = 2 \) the problem (9) (as well as (8)) is integrable and the explicit form of solution is

\[
Q(r) = 8\pi M(8\pi - M + Mr^2)^{-1}r^2
\]

(cf. also the discussion of singular solutions after the proof of Theorem 3).
For $n > 2$ we will employ the phase plane method (cf. [10], [11]). Introducing the new independent variable $s = \log r$ and putting $v(r) = \sigma_n^{-1} r^{3-n} Q(r)$ and $w(r) = \sigma_n^{-1} r^{2-n} \Psi(r)$ we can verify that $v$ and $w$ satisfy the system

$$
\begin{align*}
v' &= 2v - vw, \\
w' &= (2 - n)w + v, \\
' &= d/ds,
\end{align*}
$$

(10)

(together with the boundary conditions

$$
\begin{align*}
w(-\infty) &= 0, \\
w(0) &= \sigma_n^{-1} M
\end{align*}
$$

(11)

(the only trajectory such that $w(s) \geq 0$ for $s \to -\infty$ satisfies $w(-\infty) = 0$).

The dynamical system (10) has two stationary points $P_1 = (0,0)$ and $P_2 = (2(n-2), 2)$. The eigenvalues of the linearization of (10) at these points are $\alpha_1 = 2$, $\alpha_2 = 2 - n$ and $\beta_{1,2} = \frac{1}{2}(2 - n \pm ((n - 2)(n - 10))^{1/2})$. The origin $P_1$ is hence a saddle. The solution curve $\gamma(s) = \{(v(s), w(s)) : s \in \mathbb{R}, v(s), w(s) > 0\}$, starting at the origin and tangent to the eigenvector $(1, 1/n)$ corresponding to the eigenvalue 2, is a separatrix.

The stationary point $P_2$ is a sink and

$$
L(v, w) = \frac{1}{2}(w - 2)^2 + (v - 2(n - 2)) - 2(n - 2) \log(v/(2(n - 2))) , \quad v > 0,
$$

with $L(P_2) = 0$, is a Lyapunov function for (10). Hence the basin of attraction of $P_2$ contains the whole positive quadrant and we conclude that $\gamma$ connects $P_1$ with $P_2$. For $3 \leq n \leq 9$, $\text{Im} \beta_{1,2} \neq 0$ and the curve $\gamma$ turns around $P_2$ infinitely many times, so we obtain (ii). Note that an analysis of this Lyapunov function $L$ allows us to obtain some estimates for the uniqueness interval $(0, M_0)$ and for the nonexistence range $(M_1, \infty)$, with $M_1$ much less than $2n\sigma_n$ given by Pokhozhaev type arguments in [5, Section 2].

For $n \geq 10$ the triangle $\Delta$ bounded by the lines $v = (n-2)w$, $w = 0$ and $2(n-2)(w-2) + \beta_1(v - 2(n - 2)) = 0$ is positively invariant for the flow generated by (10). To verify this note that $(2(2 - n), \beta_1)$ is an eigenvector of the linearization of (10) at $P_2$. Hence $\gamma$ connects $P_1$ with $P_2$ and stays in $\Delta$, so (i) follows. The inequality $w' > 0$ holds in $\Delta$, so (10)–(11) has a unique solution for $M \leq 2\sigma_n$.

3. Global existence in the radial case. In this section we prove a result on the global existence of solutions in the radial case for not too large data. The construction is based on a modification of the formulation (6)–(7) (with integrated densities) of the problem in the ball and uses the theory of classical Hölder continuous solutions. A related approach for $n = 2$ is sketched in [20, Theorem 3.2]. A part of the proof gives also arguments showing existence and regularity of solutions for the problem in an annulus.

Compared to [4, Remark 8] and [5, Theorem 2(iii), (iv)] dealing with the formulation (1)–(5), here less regular densities $u$ can be studied.
We rewrite (6)–(7) with \( R = 1 \) (which results in no loss of generality, cf. the discussion preceding Theorem 1) using a new independent variable \( y = r^n \), so that we obtain

\[
Q_t = n^2 y^{2-2/n} Q_{yy} + n\sigma_n^{-1} QQ_y,
\]

(12)

\[
Q(0, t) = 0, \quad Q(1, t) = M, \\
Q(y, 0) = Q_0(y) \geq 0, \quad Q_0(1) = M.
\]

The problem (12) is completely equivalent to (6)–(7) but the equation is slightly simpler than (6).

Let us remark that in the one-dimensional symmetric case, the problem (1)–(5) on \( \Omega = (-1, 1) \) in the new dependent variable \( Q(y, t) = \int_0^y u(x, t) \, dx \) for even functions \( u \) assumes the form

\[
Q_t = Q_{yy} + QQ_y, \\
Q(0, t) = 0, \quad Q(1, t) = M, \\
Q(y, 0) = Q_0(y).
\]

(13)

Its analysis resembles that in [12] for the one-dimensional electrolytic case. Observe that if a function \( v \) solves the linear problem for the heat equation

\[
v_t = v_{yy}, \\
v_y(0, t) = 0, \quad v_y(1, t) - \frac{M}{2} v(1, t) = 0, \\
v(y, 0) = \exp\left(\frac{1}{2} \int_0^y Q_0(x) \, dx\right),
\]

(14)

then \( Q = 2v_y/v, \) defined by the Hopf–Cole substitution, is a solution of (13). Separating the variables we see that the solution of (14) can be represented in the form

\[
v(y, t) = a_0 \exp(\lambda^2 t) \cosh \lambda y + \sum_{k=1}^{\infty} a_k \exp(-\lambda_k^2 t) \cos \lambda_k y,
\]

where \( \lambda \) is a positive (unique) solution of the equation \( \lambda \tanh \lambda = M/2 \), \( a_0 > 0 \), and \( \lambda_k \tan \lambda_k = -M/2, \) \( k = 1, 2, \ldots, 0 < \lambda_1 < \lambda_2 < \ldots \).

From the explicit form of \( v \) we get \( \lim_{t \to \infty} Q(y, t) = 2\lambda \tanh \lambda y \). This means (since \( Q_y = u \) is the original variable from (1)) \( \lim_{t \to \infty} u(y, t) = 2\lambda^2(\cosh \lambda y)^{-2} =: \varphi(y) \). The function \( \Phi = -\log \varphi \) satisfies the stationary equation \( \frac{d^2}{dy^2} \Phi = \exp(-\Phi) \) with the conditions \( \Phi'(0) = 0, \Phi(1) = 0, \) and \( \int_0^1 \exp(-\Phi) \, dy = M \).

**Theorem 2.** If \( n \geq 5 \), then the problem (12) in the ball \( B_1 \) with the initial condition \( Q_0(\cdot) \) satisfying the Hölder condition with exponent \( 1 - 2/n \)
on $[0,1]$, together with $\frac{\partial}{\partial y} Q_0(1) < \infty$ and the smallness condition $Q_0(y) \leq ((n - 4)/(n - 2))2\sigma_n y^{1-2/n},$ $y \in [0,1]$, has a classical solution global in time. Moreover, $Q(\cdot, t)$ converges to a stationary solution as $t \to \infty$, uniformly in $y$.

Proof. The strategy of the proof is the following: we construct a solution $Q = Q_\varepsilon$ to a regularized uniformly parabolic problem in $[0,1] \times [0,T]$, $T > 0$ arbitrary, then we pass to the limit $\varepsilon \to 0$ on $[\delta,1] \times [0,T]$, for any $\delta > 0$, obtaining a classical solution of (12) global in time.

Note that the assumption on $Q_0(y)$ is a low concentration condition in the sense of [5, Section 2], which, however, allows us to consider some singular densities, e.g. $u_0(r) \leq 2(n-4)r^{-2}$.

We begin with a construction of supersolutions and subsolutions of the regularized uniformly parabolic problem

$$
(P_\varepsilon) \quad Q_t = n^2(y+\varepsilon)^{2-2/n}Q_{yy} + n\sigma_n^{-1}QQ_y, \quad \varepsilon > 0,
$$

with the same boundary conditions as for (12) and smooth initial conditions $Q_\varepsilon(y,0)$ converging to the one in (12) in $C^{1-2/n}([0,1])$.

Let $\overline{Q}_\varepsilon(y) = 2\sigma_n(y+\varepsilon)^{1-2/n}, \quad \varepsilon \geq 0$. The function $\overline{Q}_\varepsilon$ solves (15), while $\overline{Q}_0(y) = 2\sigma_n y^{1-2/n}$ is a stationary solution of (12) corresponding to the singular solution $U(r) = 2(n-2)r^{-2}$. It is standard to verify that for $\beta \in (0,1]$,

$$
Q_{\varepsilon,\beta}(y) = \min(\beta \overline{Q}_\varepsilon(y), M)
$$

is a supersolution to (15) with suitably small initial and boundary data in (12): $Q_{\varepsilon}(y,0) \leq Q_{\varepsilon,\beta}(y)$. It is also easy to verify that (12) and (15) have nontrivial subsolutions of the form $\max(0, \gamma(y^\kappa - 1) + M)$ with $\kappa \in (0,1)$ and suitably small $\gamma$. Here the assumption $\frac{\partial}{\partial y} Q_0(1) < \infty$ is used.

We note that standard arguments (cf. [9]) show that the principle of comparison with the above super- and subsolutions is valid for solutions of the regularized problem (15) (the key property is the boundedness of the derivatives of these super- and subsolutions).

For any solution $Q$ of (15) define $P(y,t) = \frac{\partial}{\partial y}Q(y,t)$. The function $P$ satisfies the uniformly parabolic equation

$$
P_t = n^2(y+\varepsilon)^{2-2/n}P_{yy} + 2n(n-1)(y+\varepsilon)^{1-2/n}P_y + n\sigma_n^{-1}(QP_y + P^2)
$$

with $P(0,t) \geq 0$, $P(1,t) \geq 0$, and $P(y,0) \geq 0$ (since the initial conditions for (12) and (15) are nondecreasing functions). Now the crucial observation is that $P_{\varepsilon,\beta} = \frac{\partial}{\partial y}Q_{\varepsilon,\beta}$ is a supersolution to (17) if $\beta \in (0,(n-4)/(n-2)]$.

For the computation showing this we neglect the term $Q\frac{\partial}{\partial y}P_{\varepsilon,\beta} \leq 0$, and since in general no bound for $Q$ from below is available, the above smallness condition for $\beta$ appears.

The considerations above, together with [14, Ch. VI, Theorem 5.2], imply the existence of a unique solution of the problem $(P_\varepsilon)$, $Q = Q_\varepsilon \in$
$C^{2+\alpha,1+\alpha/2}([0, 1] \times [0, T])$, for each $\alpha \in (0, 1)$ and each $T > 0$. This solution satisfies the estimates

$$0 \leq Q_\varepsilon(y, t) \leq Q_{\varepsilon, \beta}(y), \quad 0 \leq \frac{d}{dy} Q_\varepsilon(y, t) \leq \frac{d}{dy} Q_{\varepsilon, \beta}(y),$$

and for each $\delta > 0$,

$$\|Q_\varepsilon\|_{C^{1-2/n,1/2-1/n}(\delta, 1) \times [0, T]} \leq C(\delta)$$

with $C(\delta)$ independent of $\varepsilon$.

The compactness of the family of approximating solutions $\{Q_\varepsilon : \varepsilon > 0\}$ is a consequence of their uniform continuity on $[0, 1] \times [0, T]$. The existence of a common modulus of continuity follows from (18) applied for small $y$ and combined with (19) for $y \geq \delta$. By the above result, there is a sequence $\varepsilon_k \to 0$ and a function $Q \in C([0, 1] \times [0, T])$ such that $Q_{\varepsilon_k}(y, t) \to Q(y, t)$ uniformly as $\varepsilon_k \to 0$ and $Q$ satisfies the initial and boundary conditions in (12).

Next let $(y, t) \in (0, 1) \times (0, T)$. It follows from standard results ([14, Ch. III, Theorem 10.1] and [7, Ch. 3]) that $\{Q_\varepsilon : \varepsilon > 0\}$ is bounded in the space of Hölder continuous functions $C^{m+\alpha, (m+\alpha)/2}([y/2, 1] \times [t/2, T])$ for each integer $m \geq 0$ and $\alpha \in (0, 1)$. Then, since $Q_\varepsilon$ satisfies (15) in $[y/2, 1] \times [t/2, T]$, it follows that $Q$ satisfies (12) in $[y/2, 1] \times [t/2, T]$. Finally, since $(y, t)$ was chosen arbitrarily in $(0, 1) \times (0, T)$, $Q$ satisfies (12) in $(0, 1) \times (0, T)$.

As a consequence of (18) the limit solution $Q$ and its derivative $\frac{d}{dy} Q$ can be estimated from above:

$$Q(y, t) \leq \beta Q_0(y) = \beta 2\sigma_n y^{1-2/n},$$

$$\frac{d}{dy} Q(y, t) \leq \beta \frac{d}{dy} Q_0(y) = \beta 2\sigma_n (1-2/n)y^{-2/n}.$$

These upper bounds in (20) permit us to define an analogue of the Lyapunov function studied in [5, (23)]:

$$W = \int_0^1 Q_y \log Q_y \, dy - (2n\sigma_n)^{-1} \int_0^1 y^{2/n-2}Q^2 \, dy.$$ 

The same bounds (20) show that $W$ is uniformly bounded on the solutions constructed above. Moreover, $\frac{d}{dt} W(t) \leq 0$, and $\frac{d}{dt} W(t) = 0$ if and only if $Q$ is a stationary solution (cf. [5, Section 2]). Finally, if $M < 2\sigma_n$ (here we have assumed $M \leq ((n-4)/(n-2))2\sigma_n$), by Theorem 1 stationary solutions are isolated, hence $Q(\cdot, t)$ converges as $t \to \infty$ to one of them.

Note that the sequence of approximating solutions can also be constructed for $M \leq 2\sigma_n$, i.e. with $\beta = 1$. In this case, however, we cannot prove any estimate for the derivative of the limit solution. In particular, we do not know whether the Lyapunov function is defined for a limit function $Q$, so the asymptotic behavior of such a solution is difficult to control.
Remark. The arguments at the beginning of the proof of Theorem 2 (and references to [7], [14]) produce a unique classical Hölder continuous solution to a counterpart of (6)–(7) in an annulus, or in a spherical shell \( \{ x \in \mathbb{R}^n : 0 < a < |x| < R \}, \ n \geq 2, \) with Hölder continuous initial data of arbitrary size. The convergence to the stationary states (which are unique in the class of radial functions, cf. Section 2) follows exactly as at the end of the proof of Theorem 2 above.

4. Blowing-up solutions. The main result in this section shows that the smallness assumption in Theorem 2 is essential: there are local radial solutions of the evolution system in the ball which cannot be continued to global ones. Below we consider either the system (1)–(4) in the ball \( B_R \subset \mathbb{R}^n, \ n \geq 2, \) with a radially symmetric initial condition (5) and its solution constructed in [5, Theorem 2(i), (ii)], or the equation (12) and its classical solution whenever it exists. A sufficient condition for blow-up is more precise than that obtained in [5, Theorem 2(v)] for general star-shaped domains. The idea of the proof is close to that in the general case.

**Theorem 3.** If the initial condition has sufficiently large concentration so that
\[
M > 2n \sigma_n R^{n-2}, \ n \geq 2,
\]
then the solution of the evolution system in the ball \( B_R \subset \mathbb{R}^n \) ceases to exist after a finite time \( T = T(M, R, n). \)

**Proof.** With no loss of generality we may suppose \( R = 1 \) as in the proofs of Theorems 1 and 2. For \( \alpha \in [2/n - 1, 0] \) consider an auxiliary function
\[
w(t) = \frac{1}{\sigma_n} \int_0^1 Q(y, t)y^\alpha \, dy.
\]
It can be easily checked that for any solution of (12),
\[
\frac{dw}{dt} = n^2 y^{2 - 2/n + \alpha} Q_y \frac{1}{\sigma_n} - n^2 (2 - 2/n + \alpha) \int_0^1 y^{1 - 2/n + \alpha} Q_y \, dy
\]
\[
+ n \sigma_n^{-1} \int_0^1 \frac{1}{2} (Q^2)_y y^\alpha \, dy.
\]
After another integration by parts, in the class of solutions considered, we obtain
\[
\frac{dw}{dt} \geq 0 - n(2n - 2 + n\alpha)y^{1 - 2/n + \alpha} Q_{10}^{1}
\]
\[
+ n(2n - 2 + n\alpha)(1 - 2/n + \alpha) \int_0^1 y^{n - 2/n} Q \, dy
\]
\[
+ n(2\sigma_n)^{-1} y^\alpha Q_y^{2} \frac{1}{\sigma_n} - \alpha n(2\sigma_n)^{-1} \int_0^1 y^{n - 1} Q^2 \, dy.
\]
In the admissible range of \( \alpha \)'s this gives
\[
\frac{d w}{d t} \geq n(2\sigma_n)^{-1} y^{\alpha} Q(Q - 2\sigma_n(2n - 2 + n\alpha)y^{1-2/n})_{0}
\]
\[
= n(2\sigma_n)^{-1} M(M - 2\sigma_n(2n - 2 + n\alpha)),
\]
so in particular, for \( \alpha = 2/n - 1 \), \( M > 2n\sigma_n \) leads to unbounded growth of \( w(t) \) in time. But this is absurd in view of a crude estimate \( w(t) \leq M \int_0^t y^{\alpha} dy = M(\alpha + 1)^{-1} \). Remember that under the assumptions on \( M \) of Theorem 3 stationary solutions do not exist.

Replacing \( \alpha = 2/n - 1 \) by a larger \( \alpha \leq 0 \) we can obtain an analogous nonexistence result for less regular solutions of (1)–(5) or (12), but under a stronger condition \( M > 2\sigma_n(2n - 2 + n\alpha) \). In particular, taking \( \alpha = 0 \) we only need \( u(t) \in L^1(B_R) \), \( \lim_{|x| \to 0} |x|^{2(n-1)}u(x, t) = 0 \), hence some singularities of \( u \) are admitted.

Finally, we infer from the local regularity of solutions in [5, Theorem 2(ii)] that the density \( u \) cannot be bounded at the blow-up time \( T \). In fact, the local smoothing effect shows that \( u \) blows up simultaneously in \( L^\infty(B_R) \) and in \( L^p(B_R) \) for every \( p > n/2 \) (recall [5, Theorem 2]).

To end this section, we make some remarks on special singular solutions to the system (1)–(2) or (6) considered without boundary conditions. This should help to understand the behavior of blowing-up solutions in Theorem 3.

It is instructive to study the stationary solutions neither in the formulation given by [5, (11)] nor (8) but (9) (with a nondecreasing \( Q(r) \geq 0 \) instead of the boundary condition), since the latter admits also some singular solutions \( U, \Phi \).

The obvious solution \( Q(r) = c = \text{const} \geq 0 \) corresponds for all \( n \geq 2 \) to a very singular \( U = c\delta_0 \). For \( n = 2 \) we can also produce a family of other solutions \( Q \geq 0 \) of (9) with the boundary condition \( Q(1) = Q_0 \), which are determined by measures \( u \). The construction follows in a particularly simple way from the observation that (9), by using a new independent variable \( y = r^2 \), transforms into \( 4\pi y Q_{yy} + QQ_y = 0 \). This equation (the stationary version of (12) for \( n = 2 \)) is easily integrable:
\[
8\pi y Q_{yy} + Q(Q - 8\pi) = 2\pi c_0 \quad \text{for some constant } c_0.
\]
Then, if \( 2\pi c_0 + 8\pi Q - Q^2 = (Q - Q_1)(Q - Q_2) \), i.e. when \( Q_{1,2} = \pi(16 + 2c_0/\pi)^{1/2} \) for \( c_0 \in (-8\pi, 0) \), another integration gives \( (Q - Q_1)/(Q_2 - Q) = cy^\beta \) with \( \beta = (1 + c_0/(8\pi))^{1/2} \in (0, 1) \). The explicit formula for \( Q \) is
\[
Q(y) = (Q_1 + Q_2 y^{\beta})/(1 + cy^\beta),
\]
\[
0 \leq Q_1 = Q(0) \leq Q(y) \leq Q(1) < Q_2 < 8\pi,
\]

so the mass concentrated at $y = 0$ is $Q_1 \in (0, 4\pi)$, and the total mass is $Q_0 \in (Q_1, Q_2)$, and the latter, just as for radial regular solutions of [5, (11)] studied by means of (8), is strictly less than $8\pi$ (cf. also [19, Lemma 4.5]).

For $n \geq 3$, besides these measure solutions, there are singular but integrable solutions $U(r) = 2(n - 2)r^{-2}$ corresponding to $Q(r) = 2\sigma_nr^{n-2}$. In the physically most relevant case $n = 3$ this is the famous solution found by S. Chandrasekhar in the thirties when he studied the stellar structure. This is the unique radial solution with a positive singularity at 0, but there is a surprising result of [1] on existence and an elegant classification of a rich variety of nonradial singular solutions to [5, (11)] for $n = 3$. Note that the solutions with $u(r) \sim r^{-2}$ cannot be studied in the framework of [5, Theorem 1], since $u \in L^p(B)$ for $p < n/2$ only.

The next class of special solutions, more complicated than the stationary ones, are the self-similar solutions of the Boltzmann form

$$u(r, t) = (T - t)^{-1}\xi(r(T - t)^{-1/2}).$$

Passing to the integrated density $Q(r, t) = \sigma_n \int_0^r \varrho^{n-1}u(\varrho, t) \, d\varrho$ we obtain

$$Q(r, t) = \sigma_n(T - t)^{n/2-1}\zeta(r(T - t)^{-1/2})$$

for some new function $\zeta$ satisfying

$$\zeta'' - (s/2 + (n - 1)/s)\zeta' + (n/2 - 1)\zeta + s^{1-n}\zeta' = 0, \quad s = r(T - t)^{-1/2}, \quad \theta = d/ds.$$

The equation (23) has explicit solutions:

for $n = 2$ : \quad $\zeta(s) = \text{const} \geq 0$; \quad $\zeta(s) = s^2/2$;

for $n \geq 3$ : \quad $\zeta(s) = 2s^{n-2}$; \quad $\zeta(s) = s^n/n$.

Except for the first one they satisfy the condition $\zeta(0) = 0$, which means that no mass concentrates at the origin. These solutions correspond to

$$(n = 2) \quad u = c\delta_0; \quad Q(r, t) = 2\pi r^2/(2(T - t)) \quad \text{so} \quad u(r, t) = 1/(T - t);$$

$$(n \geq 3) \quad u(r, t) = 2(n - 2)r^{-2}; \quad Q(r, t) = \sigma_nr^{n}/(n(T - t)) \quad \text{so} \quad u(r, t) = 1/(T - t),$$

respectively. A natural question which may be posed in connection with self-similar solutions is: Are they stable among other blowing-up solutions?

The precise meaning of the stability of these (unbounded) objects can be given using the considerations from [8] for semilinear heat equations and from [2], [3] for the porous medium equation. Namely, after rescaling the time variable to $\tau = -\log(T - t)$ and putting $Q(r, t) = Q(s(T - t)^{1/2}, t) = \sigma_n(T - t)^{n/2-1}Z(s, \tau)$, where $s = r(T - t)^{-1/2}$ as before, (6) becomes

$$Z_\tau = Z_{ss} - (s/2 + (n - 1)/s)Z_s + (n/2 - 1)Z + s^{1-n}ZZ_s,$$

Now, the (local) stability of $\zeta$ solving (23) is interpreted as the stability in a suitable function space of $\zeta$ as a stationary solution of the parabolic
equation (25) in \((s, \tau) \in \mathbb{R}^+ \times \mathbb{R}^+\) as \(\tau \to \infty\). We will not pursue the above nontrivial question here, because the self-similar solutions (23) are of limited physical interest, since they do not satisfy the boundary conditions in (7). Indeed, it can be proved that for \(\zeta\) satisfying (23) and \(0 \leq \zeta \neq \text{const}\) we have \(\lim_{s \to \infty} \zeta(s) = \infty\). Their importance is connected rather with the local behavior near \(r = 0\) and \(t \to T^-\).
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