
Control and Cybernetics

vol. 39 (2010) No. 3

Guaranteed control policy with arbitrary set of correction

points for linear-quadratic system with delay∗

by

Kil To Chong1, Olga Kostyukova2 and Mariya Kurdina2

1 Institute of Information and Communication, Chonbuk National University
Chonju, 561-765, Korea

2 Institute of Mathematics, National Academy of Sciences of Belarus
Minsk 220072, Belarus

e-mail: kitchong@moac.chonbuk.ac.kr, kostyukova@im.bas-net.by

Abstract: For continuous, uncertain, linear quadratic control
system with delayed input, we consider a min-max control policy in
which the elements of feedback are present. The feedback is intro-
duced into control optimization by allowing a control to be corrected
at a given set of correction points from the control interval. This
helps to overcome the feasibility difficulties that arise with standard
min-max techniques. We show that construction of the optimal pol-
icy involves a sequence of min-max optimizations formulated as dy-
namic programs that do not yield simple analytical solutions. That
is why the paper is mainly focused on construction and justification
of suboptimal control policy that can be effectively implemented.
Simulated examples demonstrate the proposed approach.
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1. Introduction

The existence of uncertain systems with delay is evident in a broad range of
fields. Certainly, many realistic objects in physics, biology, chemistry, economics
are modeled by uncertain systems of differential equations with delayed inputs.
Effective solution of optimal control problems for such complex realistic system
is connected with essential difficulties that are caused by the presence of sys-
tem uncertainties, unknown external disturbances and delays in system devices.
Conventional control theory with many ideal assumptions, such as determinis-
tic system behavior and nondelayed sensing and actuation, is not applicable to
these complex realistic systems. In this respect, it is important to develop new
methods that could manipulate properly the system uncertainties and delays
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that occur while exchanging data among control system components (sensors,
controller, actuator, etc.).

In recent years, control problems for linear systems with delay have been
considered in many publications depending on the delay type, specific system
equations, performance index, etc. (see Basin and Rodriguez-Gonzalez, 2005;
Boukas and Al-Muthairi, 2006). A comprehensive review of theory and algo-
rithms for time-delay systems can be found in Richard (2003).

Control system design that can handle model uncertainties and perturba-
tions has been one of the most challenging problems and received considerable
attention from control engineers and scientists (see Mahmoud, 2000). In con-
trol engineering practice, it is often desirable to design a control, which does
not only satisfy state-control constraints but also guarantees an adequate level
of performance.

I. One approach to this problem is the so-called guaranteed cost control.
In Kim (2000), Shi, Boukas, Shi and Agarwal (2003), Yu and Gao (2001), by
using linear matrix inequality (LMI) techniques, the optimal guaranteed cost
control problem is studied for different classes of linear systems with delay un-
der norm-bounded uncertainties and given quadratic cost function. Sufficient
conditions for existence of linear guaranteed cost control laws are presented.
The problems of designing the optimal guaranteed cost controllers are reduced
to corresponding convex optimization problems with LMI constraints.

Since, in this formulation, control law is looked for in a prescribed linear
form, this leads to strong sufficient conditions for existence of such control and
often implies the situations when there does not exist the desirable control. Note
that even when such control exists, this method requires solving complicated
optimization problems with LMI constraints to construct a controller.

There are several other approaches to handle control optimization problems
with uncertainties, see Lee and Yu (1997).

II. If a solution of a problem has the best value of a cost functional in the
problem under the worst actual disturbance, we get the so-called Open-loop
worst-case optimal control (OLWOC). This approach relies on min-max opti-
mization of performance. In comparison with optimization problems arising in
other approaches, this problem is not very complicated. However, this approach,
as well as approach I, does not include the fact that more information about
the states becomes available as time progresses. This formulation optimizes a
single control over all possible disturbances. Obviously, this may cause feasi-
bility difficulties that are likely to arise with this formulation, see Scokaert and
Mayne (1998).

III. If, by forming an optimization problem, we include a possibility to
correct a control depending on the measurements of the states, we construct a
Closed-loop worst-case optimal control (CLWOC). The solution of the optimiza-
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tion problem results in the so-called worst-case optimal control policy

π = {u0(·|x), u1(·|x), . . . , um(·|x)}

consisting of control laws ui(·|x) for all time intervals t ∈ Ti = [ti, ti+1) from the
control interval [0, tm+1]. This often leads to improved performance compared
to OLWOC schemes. The method also avoids the unfeasibility problems that
may result from the use of OLWOC formulations. The price that must be paid
for these benefits is that the computational demands of the feedback min-max
algorithm for the problem may be very high.

There are several possibilities to solve an optimization problem in the third
approach for discrete systems, see Bemporad, Borelli and Morari (2003), Kerri-
gan and Maciejowski (2004), Kothare, Balakrishnan and Morari (1996), Magni,
De Nicolao, Scattolini and Allgöwer (2002), Scokaert and Mayne (1998), Van-
derberghe, Boyd and Nouralishahi (2002). In all these approaches, resulting
methods turn out to be computationally demanding, either because the prob-
lem, which is solved on-line, has usually rather high dimensionality, or because
the method suffers from the curse of dimensionality due to storing huge amounts
of information if the main part of computations is made off-line. Since determi-
nation of a control policy is usually prohibitively difficult, research has focused
on simplifying the closed-loop worst-case problem (Lee and Yu, 1997).

In this paper, we study a continuous linear-quadratic optimal control prob-
lem subject to additive uncertainties, bounded in energy sense, that is a gen-
eralization of a particular case that was earlier investigated in Kostina and
Kostyukova (2006). There, the control problem without delay (h = 0) and
only one correction point (m = 1) was studied. For this special case, optimal
guaranteed control policy was proposed and justified.

Now we consider a more realistic situation. Namely, we take into account
the computation delay h > 0 that is always present in a real control process
and allow for correction of the control laws at m ≥ 1 fixed intermediate time
points ti ∈ [0, t∗], i = 1, . . . ,m, depending on the realized system state z(ti)
at the time moment ti, and a known control u(t), t ∈ [ti − h, ti], that was
constructed at the moment ti−1. The proposed formulation can be viewed as a
variant of Model Predictive Control scheme (with shrinking horizon), operating
somewhere between the discrete and continuous time. We prove the existence
of an optimal control policy and justify theoretical relations that determine this
policy.

Construction of the optimal policy involves a sequence of min-max opti-
mizations formulated as dynamic programs. Since the min-max problem at
each stage does not yield a simple analytical solution, it must be solved numeri-
cally. Since such approach is numerically demanding and suffers from the curse
of dimensionality, we propose to consider an approximative (suboptimal) pol-
icy. For this policy, we present not only a conceptual scheme but give detailed
constructive rules of its implementation.
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We show that computation of the approximative policy is equivalent to solv-
ing a corresponding convex mathematical programming (MP) problem with m
decision variables. The MP problem may be solved on-line.

The paper is organized as follows. In Section 2, we consider a terminal linear-
quadratic optimal control problem with delay in the presence of an additive,
unknown, but bounded, uncertainty. For this system, we define the problem
of constructing a guaranteed optimal strategy, which is allowed to be corrected
at m fixed intermediate time moments. In Section 3, we present theoretical
relations, defining an optimal control policy π0, which solves the optimization
problem. In Section 4, we introduce and justify an approximative policy and
give simple rules for its construction. Another type of control policy is proposed
in Section 5. Results of numerical experiments are presented in Section 6.

Throughout the paper we will use the following notations: λmax(S) to denote
the maximal eigenvalue of a matrix S, and ||y||S to denote the weighted norm
with some positive definite matrix S: ||y||2S := yTSy, ‖y‖2

2 = yT y.

2. Problem statement

In this section, we consider a terminal linear control system with delay, subject
to unknown but bounded disturbances. Let dynamics of an object be defined
by the differential equation

ż(t) = Az(t) + bu(t− h) + gw(t), (1)

z(0) = z0, u(t) = v∗(t), t ∈ [−h, 0],

rank(b, Ab, ..., An−1b) = n, rank(g,Ag, ..., An−1g) = n. (2)

Here, z(t) ∈ Rn denotes the state of the system, u(t) ∈ R denotes control in the
time moment t ≥ 0, h > 0 is a delay in control; initial system state z0 and initial
control v∗(t), t ∈ [−h, 0], are supposed to be given, w(·) = (w(t), t ∈ [0, t∗]) is
an unknown in advance disturbance from a bounded set Ω ⊂ L2[0, t∗], which
will be defined later, A ∈ Rn×n, b, g ∈ Rn are given matrix and vectors.

Let us denote by z(t|ut−h(·), wt(·)), t ∈ [0, t∗], the state of the system (1)
at a moment t, generated by control ut−h(·) = (u(s), s ∈ [−h, t − h]) and
disturbance wt(·) = (w(s), s ∈ [0, t]).

Suppose also that a number δ∗ > 0 and a terminal system state z∗ ∈ Rn are
given.

We are interested in a control

u(·) = (u(t), t ∈ [−h, t∗ − h]),

such that the following relations are satisfied

||z(t∗|ut∗−h(·), wt∗(·)) − z∗||22 ≤ δ2∗ for all wt∗(·) ∈ Ω. (3)

A control u(·) = ut∗−h(·) is said to be feasible if relations (3) hold.
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The quality of control is defined by the cost functional
∫ t∗−h

0

u2(t)dt. (4)

Then, the problem may be formulated as follows.
Open-loop worst-case formulation: find a control u(·), which minimizes the

cost functional (4), and for which trajectories of the system (1) satisfy the
relations (3).

This formulation belongs to the second type of problems mentioned in the
Introduction. In such formulation, it happens quite often that no feasible control
u(·) exists. Roughly speaking, in order to ensure feasibility, the set of admissible
disturbances Ω should be a “small” neighborhood of the zero disturbance, and
the parameter δ∗ should be “large”.

Let us change the problem formulation by including feedback aspects. Sup-
pose that time moments

0 = t0 < t1 < · · · < tm < tm+1 = t∗, h < ti+1 − ti, i = 0, ...,m (5)

are given. For i = 0, ...,m, we will suppose that

a) at each (current) time moment ti we will know the state

z(ti) := z(ti|uti−h(·), wti (·)) (6)

of the real system (1) at the moment ti and we will know the control
vi−1 = (u(t), t ∈ [ti − h, ti]) that will be applied to the real system (1)
during the time interval t ∈ [ti, ti + h];

b) using this available information, at the moment ti we may correct the
future control u(t), t ∈ [ti, ti+1], that will be applied to the real system
during the time interval [ti+h, ti+1 +h], i.e. control u(t), t ∈ [ti, ti+1], is a
function of the known state z(ti) of the real system and a known control
vi−1 constructed at the previous moment ti−1.

Such a situation may take place in the following case (computation delay or
controller-actuator delay). Suppose that at the moment ti the controller knows
the current state zi = z(ti) of the real system (1). Using this information the
controller starts to construct a new (or to correct old) control function that
will be used in the real system in the future. This construction takes time and
the new control function will be ready in h units of time. This means that the
constructed control may be used in the real system only with delay h.

Consider control policy

π = (ui(·|zi, vi−1), i = 0, ...,m), (7)

consisting of control laws

ui(·|zi, vi−1) = (ui(t|zi, vi−1), t ∈ Ti), i = 0, ...,m, (8)

zi ∈ Rn, vi−1 = (u(t), t ∈ ∆Ti), ∆Ti = [ti − h, ti],
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at each control interval Ti = [ti, ti+1], i = 0, ...,m− 1, Tm = [tm, t∗ − h].
Let us denote by z(t|π,w(·)) = ẑ(t), t ∈ [0, t∗], the trajectory of the system

˙̂z(t) = Aẑ(t) + bv∗(t− h) + gw(t), t ∈ [0, h],

˙̂z(t) = Aẑ(t) + bui(t− h|ẑ(ti), v̂i−1) + gw(t), (9)

t ∈ T̃i, i = 0, ...,m, z(0) = z0,

with T̃i = [ti + h, ti+1 + h[, i = 0, ...,m− 1, T̃m = [tm + h, t∗],

v̂i−1 = (ui−1(t|ẑ(ti−1), v̂i−2(·)), t ∈ ∆Ti), i = 1, . . . ,m;

v̂−1 = (v∗(t), t ∈ ∆T0 = [−h, 0]).

Now we may give a new mathematical formulation of the problem under
investigation.

Closed-loop worst-case formulation: construct a control policy (7) consisting
of control laws (8) for each control interval Ti, i = 0, ...,m, such that

• the corresponding trajectory z(t|π,w(·)), t ∈ [0, t∗], of the system (9)
satisfies conditions

‖z(t∗|π,w(·)) − z∗‖2
2 ≤ δ2∗ for ∀w(·) ∈ Ω; (10)

• the guaranteed value of the cost functional

J(π) = max
w(·)∈Ω

m
∑

i=0

∫

Ti

u2
i (t|z(ti|π,w(·)), v̂i−1)dt (11)

takes the minimal value

min
π
J(π). (12)

Thus, instead of one control function in the open-loop problem formulation,
now we use a control policy (or strategy) that takes into account the possible
corrections in the future, basing on available information about real system
behavior.

Control policy (7) that solves the problem is called optimal and is denoted
by

π0 = (u0
i (·|zi, vi−1), i = 0, ...,m),

u0
i (·|zi, vi−1) = (u0

i (t|zi, vi−1), t ∈ Ti), (13)

zi ∈ Rn, vi−1 = (u(t), t ∈ ∆Ti), i = 0, ...,m.

This problem formulation belongs to the third type of problems mentioned in
the Introduction. Solution of such problems is not a single fixed optimal control
u0(t), t ∈ [−h, t∗ − h], but a control policy π0, consisting of control laws. For
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each i = 0, ...,m, the concrete value of law u0
i (·|zi, vi−1) depends on the current

state z(ti) = zi of the system at the moments t = ti and the known control
vi−1 =(u(t), t ∈ ∆Ti), constructed at the previous time moment ti−1, that will
be applied to the real system for the nearest time interval t ∈ [ti, ti+ h]. Hence,
concrete value of the law depends on the realized disturbance.

Note that the closed system (9) is a system with delay since (1) control
u0
i (·|zi, vi−1) constructed at the moment ti will be applied to the system with

delay h, 2) the control u0
i (·|zi, vi−1) is determined on the basis of a known control

vi−1 =(u(t), t ∈ ∆Ti) that was constructed at the previous time moment ti−1.
Let us show that the class of feasible (guaranteed) controls can be essentially

extended if we use a control policy (7) instead of one control function u(t), t ∈
[−h, t∗ − h].

First of all, let us introduce a class of admissible disturbances Ω. We define
the set Ω as follows

Ω := {w(·) :

∫ ti+1

ti

w2(t)dt ≤ σi, i = 0, . . . ,m} (14)

with given numbers σi > 0, i = 0, ...,m. This choice of ellipsoidal uncertainty is
motivated by the fact that such bounds provide a good representation for un-
certainties arising in many real control problems (see Matveev and Yakubovich,
1998; Savkin, Skafidas and Evans, 1999). Moreover, the class of bounded dis-
turbances |w(t)| ≤ α, t ∈ [0, t∗], belongs to the class of admissible disturbances
(14) with the following choice of the numbers σi = α2(ti+1 − ti), i = 0, ...,m.

It is evident that for the open-loop problem formulation, there exists an
admissible control if and only if

δ2∗ ≥ γ := min
u(·)

max
w(·)∈Ω

||z(t∗|u(·), w(·)) − z∗||22. (15)

Denote

Qi =

∫ ti+1

ti

F (ti+1, t)g(F (ti+1, t)g)
Tdt, i = 0, ...,m, (16)

where F (t, τ) is the fundamental solution matrix of the system ẋ = Ax. Due to
(2) we have detQi 6= 0. Following Kostina and Kostyukova (2006), we can show
that the relation

γ ≥
m

∑

i=0

σiλmax(Qi) (17)

takes place. Moreover, based on results from Kostina and Kostyukova (2006)
one can show that the relation

δ2∗ ≥ σmλmax(Qm) (18)
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is necessary and sufficient for the existence of a feasible policy π (see (7)) sat-
isfying (10). Considering (15) and (17) one can see that the relation (18) is
significantly weaker than the relation γ ≤ δ2∗ that guarantees the existence of a
feasible control in the open-loop worst-case problem formulation.

In what follows, we assume that the parameter δ∗ > 0 takes the minimal
possible value, i.e. the equality always holds in (18):

δ2∗ = σmλmax(Qm). (19)

3. Optimal control policy π
0

In what follows, for an interval t ∈ [ti, ti+1] we will distinguish two systems:
the real (or actual) system subject to a disturbance

RS(i) : ż(t) =

{

Az(t) + bvi−1(t− h) + gw(t), t ∈ [ti, ti + h[,
Az(t) + bri(t− h) + gw(t), t ∈ [ti + h, ti+1],

z(ti) = zi,

and the nominal system (without disturbance)

NS(i) : ẋ(t) =

{

Ax(t) + bvi−1(t− h), t ∈ [ti, ti + h[,
Ax(t) + bri(t− h), t ∈ [ti + h, ti+1],

x(ti) = zi.

As a rule, here, control

vi−1 := (vi−1(t), t ∈ [ti − h, ti]) (20)

is considered to be known, while control

ri := (ri(t), t ∈ [ti, ti+1 − h])

should be determined.
Suppose that a control function ri is chosen and denote by x(ti+1|zi, vi−1, ri)

the corresponding state of system NS(i) at the moment ti+1. Let us denote
by Zi+1 ⊂ Rn the set of all system RS(i) states at the moment ti+1 that
are generated by the same controls vi−1, ri and all admissible disturbances
w(t), t ∈ [ti, ti+1]. It is evident that the set Zi+1 can be presented in the form

Zi+1 = {z ∈ Rn : (21)

z=x(ti+1|zi, vi−1, ri) +

∫ ti+1

ti

F (ti+1, t)gw(t)dt,

∫ ti+1

ti

w2(t)dt ≤ σi}.

The set Zi+1 is an important characteristic of the real system RS(i) since it
is the only available information about the system RS(i) states at the moment
ti+1 under assumption that we know the initial system state z(ti) = zi and
controls vi−1, ri. In our subsequent investigations, the set Zi+1 will play the
essential role, that is why we are interested in a more constructive than (21)
description of this set. The following Lemma gives us such a description.



Guaranteed control policy with arbitrary set of correction points 747

Lemma 1 The set (21) can be presented in the form

Zi+1 =Zi+1(x(ti+1|zi, vi−1, ri)) (22)

with Zi+1(x) = {z ∈ Rn : ‖z − x‖2
Q−1

i

≤ σi}.

Here Qi is defined in (16). The Lemma is proved in Kostina and Kostyukova
(2006).

To derive the worst-case optimal policy π0 (13) we apply Bellman’s principle
of optimality (see Bellman, 1961) and use dynamic programming and Lemma 1.

Suppose that we are at the real time moment tm. By assumption, we know
a real system RS(m) state zm := z(tm) at this moment tm and we know a
control vm−1 = (vm−1(t), t ∈ [tm − h, tm]) that will be applied to the real
system during the time interval t ∈ [tm, tm + h]. Our aim is to find a suitable
control um = (um(t), t ∈ [tm, tm+1 − h]) that will be applied to the real system
RS(m) over the interval [tm + h, tm+1]. Note that the control um has to ensure
the fulfillment of the terminal conditions (10), i.e. the conditions

‖z(t∗) − z∗‖2
2 ≤ δ2∗ (23)

for all real system RS(m) states z(t∗) = z(tm+1), generated by controls vm−1,
rm = um and all admissible disturbances w(t), t ∈ [tm, tm+1]. Taking into
account presentation (22) we conclude that this condition is equivalent to the
following one

δ̄ := max
z

‖z − z∗‖2
2 ≤ δ2∗.

s.t. z∈Zm+1(x(tm+1|zm,vm−1,um))
(24)

We introduce notation z̄ = z − x(tm+1|zm, vm−1, um) and d̄ =
x(tm+1|zm, vm−1, um) − z∗. Then we have

δ̄ = max
z̄

‖z̄ + d̄‖2
2

s.t. z̄TQ−1
m
z̄≤σm

≥ max
z̄
z̄T z̄ = σmλmax(Qm).

s.t. z̄TQ−1
m
z̄≤σm

Taking into account these relations, and (24), and (19), we conclude that
terminal conditions will be fulfilled if and only if d̄ = 0. Thus, we have shown
that a control um ensures the fulfillment of the terminal conditions (10) if and
only if the corresponding state x(tm+1|zm, vm−1, um) of the nominal system
NS(m) satisfies the condition x(tm+1|zm, vm−1, um) = z∗.

Taking into account the cost functional (4), we come to the conclusion that,
given a real system RS(m) state z(tm) = zm and a control vm−1 that will be
applied to the real system during the time interval t ∈ [tm, tm + h], the optimal
control law for the interval [tm, tm+1 − h] should solve the following optimal
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control problem

min
um

∫ tm+1−h

tm

u2
m(t)dt

s.t. ẋ(t)=

{

Ax(t) + bvm−1(t− h), t ∈ [tm, tm + h[,
Ax(t) + bum(t− h), t ∈ [tm + h, tm+1],

x(tm) = zm, x(tm+1) = z∗.

Consequently, basing on general control theory (see Pontryagin, Boltyanskij,
Gamkrelidze and Mishchenko, 1986), we get that the optimal control law for
the interval [tm, tm+1 − h], should be the following

u0
m(t|zm, vm−1) = ψ0T

m (zm, vm−1)F (tm+1 − h, t)b, t ∈ [tm, tm+1 − h],

ψ0
m(zm, vm−1) = G−1

m+1(z∗ − Fm+1xm(zm, vm−1)). (25)

Here and in what follows we will use the notation

xi(zi, vi−1) = Fzi +

∫ ti+h

ti

F (ti + h, t)bvi−1(t− h)dt, i = m, ..., 0,

Fi = F (ti, ti−1 + h), Gi =

∫ ti

ti−1+h

F (ti, t)b(F (ti, t)b)
Tdt, i = m+ 1, ..., 1,

F = F (h, 0), G =

∫ h

0

F (h, t)b(F (h, t)b)Tdt. (26)

The optimal value of the cost functional for the time interval [tm, tm+1 − h]
is equal to

Jm(zm, vm−1) = ψ0T
m (zm, vm−1)Gm+1ψ

0
m(zm, vm−1). (27)

Now suppose that we are at the real time moment tm−1. By assumption, at
this moment we know a system state zm−1 := z(tm−1) and we know a control
vm−2 (see (20)) that will be applied to the real system RS(m − 1) during the
time interval t ∈ [tm−1, tm−1 + h]. Due to this information, we know the vector
xm−1(zm−1, vm−2) defined in (26).

Consider a control um−1(t) t ∈ [tm−1, tm] that will be applied to the real
system during the time interval t ∈ [tm−1 + h, tm + h] and divide it into two
parts

rm−1 = (rm−1(t) := um−1(t), t ∈ [tm−1, tm − h]), (28)

vm−1 = (vm−1(t) := um−1(t), t ∈ [tm − h, tm]).

According to Lemma 1, the corresponding real system RS(m − 1)
state zm := z(tm) at time moment tm satisfies the relation zm ∈
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Zm(x(tm|zm−1, vm−2, rm−1)). Consequently, the optimal guaranteed value of
the cost functional for the time interval [tm−1, tm+1 − h] is equal to

Jm−1(zm−1, vm−2)

:= min
rm−1

min
vm−1

max
zm∈Rn

(

tm−h
∫

tm−1

r2m−1(t)dt+

tm
∫

tm−h

v2
m−1(t)dt+ Jm(zm, vm−1)

)

s.t. zm ∈ Zm(x(tm|zm−1, vm−2, rm−1)). (29)

We can show that in problem (29) one has to choose optimal controls rm−1,
vm−1 (see (28)) in the forms

rm−1(ϕm−1) = (rm−1(t) = ϕTm−1F (tm − h, t)b, t ∈ [tm−1, tm − h]) ,

vm−1(ψm−1) = (vm−1(t) = ψTm−1F (tm, t)b, t ∈ [tm − h, tm]), (30)

with ϕm−1 ∈ Rn, ψm−1 ∈ Rn. Consequently, problem (29) can be written in
the equivalent form

Jm−1(zm−1, vm−2) = min
ϕm−1∈Rn

min
ψm−1∈Rn

max
zm∈Rn

(

ϕTm−1Gmϕm−1 (31)

+ ψTm−1Gψm−1 + Jm(zm, vm−1(ψm−1))
)

s.t. ‖zm−Fmxm−1(zm−1, vm−2)−Gmϕm−1‖2
Q

−1

m−1

≤ σm−1.

Here, notations (16) and (26) are used.
Let

ϕ0
m−1(zm−1, vm−2), ψ0

m−1(zm−1, vm−2)

be a solution to problem (31). Then, it follows from (28) and (30) that the
optimal control law u0

m−1(·|zm−1, vm−2) from the optimal control policy is the
following

u0
m−1(t|zm−1, vm−2) = ϕ0T

m−1(zm−1, vm−2)F (tm − h, t)b, t ∈ [tm−1, tm − h],

u0
m−1(t|zm−1, vm−2) = ψ0T

m−1(zm−1, vm−2)F (tm, t)b, t ∈ [tm − h, tm].

Suppose that we are at a real time moment ti, i ≤ m − 1, and function
Ji+1(zi+1, vi) has been determined with a vector zi+1 ∈ Rn and a function
vi = (vi(t), t ∈ [ti+1 − h, ti+1]). Repeating the above arguments, we conclude
that the optimal guaranteed value of the cost functional for the time interval
[ti, tm+1 − h] is equal to

Ji(zi, vi−1)

:= min
ϕi∈Rn,ψi∈Rn

max
zi+1∈Rn

(

ϕTi Gi+1ϕi + ψTi Gψi + Ji+1(zi+1, vi(ψi))
)

(32)

s.t. ‖zi+1 − Fi+1xi(zi, vi−1) −Gi+1ϕi‖2
Q

−1

i

≤ σi.
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Here, xi(zi, vi−1) is defined through (26),

vi(ψ) = (ψTF (ti+1, t)b, t ∈ [ti+1 − h, ti+1]), ψ ∈ Rn. (33)

Let

ϕ0
i (zi, vi−1), ψ

0
i (zi, vi−1) (34)

be a solution to problem (32). Then, the optimal control law u0
i (·|zi, vi−1) from

the optimal control policy is the following

u0
i (t|zi, vi−1) = ϕ0T

i (zi, vi−1)F (ti+1 − h, t)b, t ∈ [ti, ti+1 − h], (35)

u0
i (t|zi, vi−1) = ψ0T

i (zi, vi−1)F (ti+1, t)b, t ∈ [ti+1 − h, ti+1].

At the initial moment t0 = 0 we have

J0(z0, v−1) := min
ϕ0∈Rn,ψ0∈Rn

max
z1∈Rn

(

ϕT0G1ϕ0 + ψT0 Gψ0 + J1(z1, v0(ψ0))
)

(36)

s.t. ‖z1 − F1x0(z0, v−1) −G1ϕ0‖2
Q

−1

0

≤ σ0,

with the known vector and function

x0(z0, v−1) = Fz0 +

∫ t0+h

t0

F (t0 + h, t)bv∗(t− h)dt, (37)

v−1 = (v−1(t) := v∗(t), t ∈ [−h, 0]).

Remark 1 The function Ji(zi, vi−1) and relations (32) may be interpreted as
Bellman’s function and Bellman’s equation, respectively. Then, the control de-
fined in (34), (35) is the solution of the Bellman’s equation.

Remark 2 Note that problem (32) can be represented in the form

Ji(zi, vi−1)

= min
ϕi∈Rn,ψi∈Rn

max
zi+1∈Rn

min
ϕi+1∈Rn,ψi+1∈Rn

max
zi+2∈Rn

... min
ϕm−1∈Rn,ψm−1∈Rn

max
zm∈Rn

(

m−1
∑

s=i

(ϕTs Gs+1ϕs+ψ
T
s Gψs)+‖z∗−Fm+1(Fzm+Gψm−1)‖2

G
−1

m+1

)

s.t. ‖zs−Fs(Fzs−1+Gψs−2) −Gsϕs−1‖2
Q

−1

s−1

≤ σs−1, s = i+ 2, ...,m,

‖zi+1 − Fi+1xi(zi, vi−1) −Gi+1ϕi‖2
Q

−1

i

≤ σi.

Problem (36) involves a sequence of min-max optimizations, formulated
as dynamic programs. Since the min-max problem at each stage does not
yield a simple analytical solution, it must be solved numerically. The nu-
merical procedure involves discretizing the states at each stage and computing
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and storing the min-max costs Ji(zi, vi−1) (32) and the corresponding vectors
ϕ0
i (zi, vi−1), ψ

0
i (zi, vi−1) (see (34)) for all combinations of the discretized states

xi(zi, vi−1) ∈ Rn and for all stages i = 1, ..., m. Undoubtedly, the above pro-
cedure is numerically demanding and suffers from the curse of dimensionality.
As the dynamic programming solution is computationally prohibitive, it is of
practical interest to develop a suboptimal, but more computationally amenable
algorithms, which can potentially be implemented on-line. In the next Section,
we consider some approximations of the problems (32) that lead to a practical
algorithm for construction of an approximative policy.

4. Approximative policy π̃
0

4.1. Auxiliary results and notation

Let a ∈ Rn, b ∈ Rn be given vectors, F∗, F, D, G∗, G, Q ∈ Rn×n be given
matrices, matrices F∗, F be nonsingular and matrices D,G∗, G,Q be positive
definite, σ > 0 be a given number. Consider two problems

I0 := min
ϕ∈Rn,ψ∈Rn

max
z∈Rn

(

ϕTG∗ϕ+ψTGψ + ‖a− F∗(Fz +Gψ)‖2
D

)

(38)

s.t. ‖z − b−G∗ϕ‖2
Q−1 ≤ σ,

and

I∗ := min
λ∈R,λ≥µ

(dTD(λ)d + λσ) (39)

where µ = λmax(M
−T D̄M−1), Q−1 = MTM, d = b− (F∗F )−1a,

D(λ) =
(

D̄−1 +G∗ + F−1GF−T − Q

λ

)−1

, D̄ = (F∗F )TDF∗F. (40)

Lemma 2 The relationship I0 = I∗ is true. Let λ0 be an optimal solution to
problem (39), then a solution to problem (38) is the following

ψ0 = −F−TD(λ0)(b − (F∗F )−1a), ϕ0 = −D(λ0)(b − (F∗F )−1a). (41)

This lemma is proved in the Appendix.
Let us introduce the notations that will be needed in this section:

am+1 = z∗, ai = (Fi+1F )−1ai+1, i = m, ..., 1,

di(zi−1, vi−2) = Fixi(zi−1, vi−2) − ai, i = m+ 1, ..., 1; (42)

Dm+1 = G−1
m+1, D̄m+1 = FTFTm+1Dm+1Fm+1F,

Dm(λm) =
(

D̄−1
m+1 +Gm + F−1GF−T − Qm−1

λm

)−1

, (43)

µm = λmax(M
−T
m−1D̄m+1M

−1
m−1), Q

−1
m−1 = MT

m−1Mm−1,

ρm(zm, vm−1) = dTm+1(zm, vm−1)Dm+1dm+1(zm, vm−1), (44)
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Di(λi, ..., λm) =
(

D̄−1
i+1(λi+1, ..., λm) +Gi + F−1GF−T − Qi−1

λi

)−1

,

D̄i+1(λi+1, ..., λm) = FTFTi+1Di+1(λi+1, ..., λm)Fi+1F, (45)

µi = µi(λi+1, ..., λm) = λmax(M
−T
i−1D̄i+1(λi+1, ..., λm)M−1

i−1),

ρi(zi, vi−1, λi+1, ..., λm) (46)

= dTi+1(zi, vi−1)Di+1(λi+1, ..., λm)di+1(zi, vi−1) +
m

∑

s=i+1

λsσs−1,

Q−1
i = MT

i Mi, i = m− 1, ..., 0.

4.2. Justification of approximative policies

According to the results from Section 3, the optimal control laws forming the
optimal control policy π0 are constructed by the rule (25) and by the rules (35)
using the solutions (34) of problems (32) for i = m− 1, . . . , 0.

Denote Im(zm, vm−1) := Jm(zm, vm−1). Let us investigate the problems (32)
for i = m− 1, . . . , 0.

We put i = m− 1 and consider the corresponding problem (32) that can be
written in the form

Jm−1(zm−1, vm−2) = Im−1(zm−1, vm−2)

:= min
ϕm−1,ψm−1

max
zm

(

ϕTm−1Gmϕm−1 + ψTm−1Gψm−1 + ρm(zm, vm−1(ψm−1))
)

s.t. ‖zm − Fmxm−1(zm−1, vm−2) −Gmϕm−1‖2
Q

−1

m−1

≤ σm−1.

According to Lemma 2 we have

Im−1(zm−1, vm−2) = min
λm≥µm

ρm−1(zm−1, vm−2, λm). (47)

Here, functions ρm(zm, vm−1), ρm−1(zm−1, vm−2, λm) and vm−1(ψ) are defined
by (44), (46) and (33). Let λ0

m = λ0
m(zm−1, vm−2) be a solution to problem

(47). Then the vectors

ϕ0
m−1(zm−1, vm−2) = −Dm(λ0

m)dm(zm−1, vm−2),

ψ0
m−1(zm−1, vm−2) = −F−TDm(λ0

m)dm(zm−1, vm−2), (48)

form the solution to problem (32) (with i = m− 1) and the optimal control law
u0
m−1(·|zm−1, vm−2) is constructed by the rules (35) (with i = m− 1).

Now we put i = m−2 and consider the corresponding problem (32). Taking
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into account the relationship (47), we can rewrite the problem in the form

Jm−2(zm−2, vm−3)

= min
ϕm−2,ψm−2

max
zm−1

(

ϕTm−2Gm−1ϕm−2 + ψTm−2Gψm−2

+Im−1(zm−1, vm−1(ψm−2))
)

= min
ϕm−2,ψm−2

max
zm−1

min
λm≥µm

(

ϕTm−2Gm−1ϕm−2 + ψTm−2Gψm−2+ (49)

+ρm−1(zm−1, vm−2(ψm−2), λm)
)

s.t. ‖zm−1 − Fm−1xm−2(zm−2, vm−3) −Gm−1ϕm−2‖2
Q−1

m−2

≤ σm−2.

Using (49) and min-max inequality, we may conclude that

Jm−2(zm−2, vm−3) ≤ Im−2(zm−2, vm−3) (50)

where

Im−2(zm−2, vm−3) := min
λm≥µm

min
ϕm−2,ψm−2

max
zm−1

(

ϕTm−2Gm−1ϕm−2+

+ψTm−2Gψm−2 + ρm−1(zm−1, vm−2(ψm−2), λm)
)

(51)

s.t. ‖zm−1 − Fm−1xm−2(zm−2, vm−3) −Gm−1ϕm−2‖2
Q−1

m−2

≤ σm−2.

According to Lemma 2 and (51) we have

Im−2(zm−2, vm−3)= min
λm≥µm

min
λm−1≥µm−1(λm)

ρm−2(zm−2, vm−3, λm−1, λm),

(52)

where ρm−2(zm−2, vm−3, λm−1, λm) is defined by (46). It follows from (50) that
problem (51) binds the problem (49) (or problem (32) with i = m − 2) from
above.

Let λ0
m−1 = λ0

m−1(zm−2, vm−3), λ
0
m = λ0

m(zm−2, vm−3) be a solution to
problem (52). Then, according to Lemma 2, the vectors

ϕ̃m−2(zm−2, vm−3) = −Dm−1(λ
0
m−1, λ

0
m)dm−1(zm−2, vm−3),

ψ̃m−2(zm−2, vm−3)) = −F−TDm−1(λ
0
m−1, λ

0
m)dm−1(zm−2, vm−3) (53)

solve the problem (51).
We construct a control law ũ0

m−2(·|zm−2, vm−3) by the rules (35) with
i = m − 2 and the vectors (34) (that solve the problem (32)) replaced by
the vectors (53) (that solve the approximate problem (51)). We can show
that, for fixed zm−2, vm−3, using the constructed control laws u0

m(·|zm, vm−1),
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u0
m−1(·|zm−1, vm−2), and ũ0

m−2(·|zm−2, vm−3) for the interval [tm−2, tm+1 − h],
we get guaranteed value of the cost functional equal to Im−2(zm−2, vm−3).

Repeating these arguments and operations recursively, we get the following.
For each i ≤ m− 2, we have

Ji(zi, vi−1) ≤ Ii(zi, vi−1) (54)

where

Ii(zi, vi−1)

:= min
ϕi∈Rn,ψi∈Rn

max
zi+1∈Rn

(

ϕTi Gi+1ϕi + ψTi Gψi + Ii+1(zi+1, vi(ψi))
)

(55)

s.t. ‖zi+1 − Fi+1xi(zi, vi−1) −Gi+1ϕi‖2
Q

−1

i

≤ σi,

xi(zi, vi−1) is defined through (26). Due to Lemma 2 we get

Ii(zi, vi−1) = min
λs ≥ µs(λs+1, . . . , λm),

s = i + 1, . . . , m

ρi(zi, vi−1, λi+1, ..., λm), (56)

functions µs(λs+1 . . . , λm), ρi(zi, vi−1, λi+1, ..., λm) are given by relations (45),
(46). It follows from (54) that problem (55) binds the problem (32) from above,
and thus the optimal value of the cost function in (55) gives an upper bound of
the cost function in (32).

Let λ0
i+1 = λ0

i+1(zi, vi−1), . . . , λ
0
m = λ0

m(zi, vi−1) be a solution to problem
(56). Then, according to Lemma 2, the vectors

ϕ̃i(zi, vi−1) = −Di+1(λ
0
i+1, ..., λ

0
m)di+1(zi, vi−1), (57)

ψ̃i(zi, vi−1) = −F−TDi+1(λ
0
i+1, ..., λ

0
m)di+1(zi, vi−1),

solve the problem (55). Using these vectors, let us determine a control law
ũ0
i (t|zi, vi−1), t ∈ [ti, ti+1], by the rules (35), where the vectors (34) (that solve

the problem (32)) are replaced with the vectors (57) (that solve problem (55)
approximating problem (32)):

ũ0
i (t|zi, vi−1) = ϕ̃Ti (zi, vi−1)F (ti+1 − h, t)b, t ∈ [ti, ti+1 − h], (58)

ũ0
i (t|zi, vi−1) = ψ̃Ti (zi, vi−1)F (ti+1, t)b, t ∈ [ti+1 − h, ti+1].

It can be shown that for each 0 ≤ s ≤ m and for fixed available data
zs, vs−1, using the constructed control laws (57), (58) with i = s, ...,m − 1
and the control law (25), we get guaranteed value of the cost functional at the
interval [ts, tm+1 − h] equal to Is(zs, vs−1).

Hence, we have constructed a control policy π̃0 with the control laws
ũ0
i (·|zi, vi−1) determined by the rules (57), (58) for i = 0, . . . ,m − 1, and by
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the rule (25) for i = m. We have also shown that, for this policy, the guaranteed
value of the cost functional is equal to I0:

I0 := I0(z0, v−1) = min
λs ≥ µs(λs+1, . . . , λm),

s = 1, . . . , m

ρ0(z0, v−1, λ1, . . . , λm). (59)

Here, ρ0(z0, v−1, λ1, . . . , λm) is defined in (46). Problem (59) can be rewritten
in the form

I0(x0) (60)

:= min
λ1≥µ1(λ2,...,λm)

... min
λm−1≥µm−1(λm)

min
λm≥µm

(

dT1D1(λ1, ..., λm)d1 +
m

∑

s=1

λsσs−1

)

,

where d1 = F1x0 − a1 and x0 = x0(z0, v−1) is defined in (37). Note that the
problem (60) coincides with problem (56) when i = 0.

Lemma 3 For any i = 0, ...,m − 1, problem (56) is a convex mathematical
programming problem w.r.t. m− i decision variables λs, s = i+ 1, ...,m.

Proof. Lemma 3 follows from Lemmas 6 and 7, proved in the Appendix.

For any i = 0, ...,m−1, problem (56) has a solution that can be easily found
by standard convex optimization methods. Having a solution to problem (56),
one can easily construct control law ũ0

i (·|zi, vi−1) by rules (57), (58) for each
i = 0, ...,m− 1.

Let us propose an approximative policy that gives the same guaranteed value
of the cost functional as the policy π̃0, but its construction needs less computa-
tional effort.

We solve convex mathematical programming problem (60) and find its solu-
tion

λ0
1 = λ0

1(z0, v−1), ..., λ
0
m = λ0

m(z0, v−1).

Using only this solution we determine control laws ũ∗i (·|zi, vi−1), i = 0, ...,m−1,
by the rules (57) and (58) and law u0

m(·|zm, vm−1) by rules (25). We denote the
policy with such control laws by π̃∗.

One can prove that the guaranteed value of the cost function for the policy
π̃∗ is equal to I0 = I0(z0, v−1), just like for the policy π̃0. But, in general, for a
concrete admissible disturbance w(·), the following inequality will take place

J(π̃0, w(·)) :=
m

∑

i=0

∫

Ti

(

ũ0
i (t|z(ti|π̃0, w(·)), ṽ0

i−1)
)2

dt

≤ J(π̃∗, w(·)) :=

m
∑

i=0

∫

Ti

(

ũ∗i (t|z(ti|π̃∗, w(·)), ṽ∗i−1)
)2

dt.
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Here

ṽ0
i−1 =

(

ũ0
i−1

(

t|z(ti−1|π̃0, w(·)), ṽ0
i−2

)

, t ∈ ∆Ti
)

, i = 1, . . . ,m;

ṽ∗i−1 =
(

ũ∗i−1

(

t|z(ti−1|π̃∗, w(·)), ṽ∗i−2

)

, t ∈ ∆Ti

)

, i = 1, . . . ,m;

ṽ0
−1 = ṽ∗−1 = (v∗(t), t ∈ ∆T0 = [−h, 0]).

Let us summarize the results of this subsection.
We justified and constructed the control policies π̃0 and π̃∗ that for any

admissible disturbance w(·) ∈ Ω guarantee
• that the initial state z0 of the actual system (1) is steered into the δ∗-
neighborhood of the terminal state z∗ in m steps;
• the value of the cost functional at the realized control does not exceed I0;
• this estimation is exact:

I0 = max
w(·)∈Ω

J(π̃0, w(·)) = max
w(·)∈Ω

J(π̃∗, w(·)); (61)

• the presented policies π̃0 and π̃∗ can be easily constructed.
Let us denote by wπ̃0(·) = wπ̃∗(·) an admissible disturbance at which max-

imum in (61) is reached. In other words, wπ̃0(·) is the worst-case disturbance
for policies π̃0 and π̃∗. Let us show how one can find this disturbance.

For i = 0, ...,m, knowing z0
i = z(ti) and ϕ0

i := ϕ̃i(z
0
i , vi−1), ψ0

i :=
ψ̃i(z

0
i , vi−1), we can find the worst-case real system state z0

i+1 = z(ti+1) as
a solution to the problem

max
zi+1

‖Fi+2(Fzi+1 +Gψ0
i ) − ai+2‖2

Di+2(λ0
i+2

,...,λ0
m

)

s.t. ‖zi+1 − Fi+1(Fz
0
i +Gψ0

i−1) −Gi+1ϕ
0
i ‖2
Q

−1

i

≤ σi.

For policies π̃0 and π̃∗, the worst-case admissible disturbance wπ̃0(·) can be
constructed by the rules

wπ̃0(t) = ξ0Ti F (ti+1, t)g, t ∈ [ti, ti+1], (62)

ξ0i = Q−1
i (z0

i+1 − Fi+1(Fz
0
i +Gψ0

i−1) −Gi+1ϕ
0
i ), i = 0, ...,m.

4.3. MPC interpretation

Let us show how the application of the described policy in real processes can be
interpreted in Model Predictive Control (MPC) scheme in the shrinking horizon
style. Such a scheme is used to control dynamic systems for a given finite time
interval [0, t∗]. In such scheme, at a current time ti a predictive problem is
considered for the control interval [ti, t∗]. The type of MPC is determined by the
type of the predictive problem which is solved on-line. The type of the predictive
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problem depends on how a disturbance is taken into account (Bemporad, Borelli
and Morari, 2003).

For the problem under consideration in this paper, following Bemporad,
Borelli and Morari (2003), and Lee and Yu (1997), let us use the MPC in
shrinking horizon style with a predictive problem of type III (see Introduction).
As a result we obtain the following MPC strategy.

Let ti be a current time moment and zi = z(ti) be a known current state
of the system (1) and vi−1 be a known control that will be applied to the real
system during time interval t ∈ [ti, ti + h]. Using this information, we compute
a control that will be applied to the real system for [ti+h, ti+1 +h] by the rules
(35), where vectors (34) solve the problem Ji(zi, vi−1), defined in (32). In other
words, one has to solve on-line the predictive problem Ji(zi, vi−1) and use the
i-th law of the optimal policy π0 with known state zi and control vi−1.

The problem Ji(zi, vi−1) is difficult to solve, especially on-line. Hence,
we replace the predictive problem Ji(zi, vi−1) by an approximative problem
Ii(zi, vi−1) (see (55)) and the control law (35) is replaced by the control law
(58) that is constructed on the basis of solution to the problem Ii(zi, vi−1). The
advantage of this replacement is that the problem Ii(zi, vi−1) is easy to solve
on-line for given zi and vi−1. We suppose that these calculations take time not
exceeding h units of time. Hence, the new control function (58) will be ready
to be applied to the real system at the moment ti + h.

5. Classical feedback

To illustrate the effectiveness of the proposed approximative control policy π̃0 we
compare it with another reasonably performing control policy. In this section,
we briefly describe this control policy that is based on ideas of classical feedback.
In the next section, we will compare the properties of these policies in numerical
examples.

Suppose that we are at the current time moment ti. By assumption we know
the system state zi at the time moment ti and control vi−1. Hence we know the
state x(ti+h) = xi(zi, vi−1) (see (26)) of the nominal system NS(i) at t = ti+h.
We compute a control u(t), t ∈ [ti, t∗ − h], that solves the problem

min
u

∫ t∗−h

ti

u2(t)dt (63)

s.t. ẋ(t) = Ax(t) + bu(t− h), x(ti + h) = xi(zi, vi−1), x(t∗) = z∗.

Control is given by

ūi(t− h|zi, vi−1) = ψTi (zi, vi−1)F (t∗, t)b, t ∈ [ti + h, t∗], (64)

ψTi (zi, vi−1) = (z∗ − F (t∗, ti + h)xi(zi, vi−1))
T Ḡ−1

i , (65)

Ḡi =

∫ t∗

ti+h

F (t∗, t)b(F (t∗, t)b)
T dt.
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This control is applied to the actual system at the interval [ti + h, ti+1 + h],
bringing the actual (perturbed) system to the state zi+1 at the moment ti+1 :

zi+1 =F (ti+1, ti + h)xi(zi, vi−1)+Gi+1F
T (t∗, ti+1)ψi +

∫ ti+1

ti

F (ti+1, t)gw(t)dt.

At the moment ti+1, it is supposed that the real system state zi+1 and
control vi = (ūi(t), t ∈ [ti+1 − h, ti+1]) are available. Hence, by replacing i by
i + 1 we can calculate a vector xi+1(zi+1, vi) by (26) and correct the control
by the rule (64). This process may be continued. As a result we get a policy
π̄ = (ūi(·|zi, vi−1), i = 0, . . . ,m) of type (7) with the controls (8)

ūi(·|zi, vi−1) = (z∗ − F (t∗, ti + h)xi(zi, vi−1))
T Ḡ−1

i F (t∗, t)b, t ∈ [ti, ti+1[.

The (guaranteed) value of the cost functional (11) of the policy π̄ is equal to

J(π̄)= max
w(·)∈Ω

J(π̄, w(·)), J(π̄, w(·)) :=

m
∑

i=0

∫

Ti

ū2
i (t|z(ti|π̄, w(·)), vi−1)dt. (66)

In the proposed policy π̄ we are able to correct future control at the current
moment ti on the basis of information that is available at this moment. The
information is the same as used for constructing policies π̃0 and π0. However,
in policies π̃0 and π0, at the moment ti we perform the correction taking into
account that we will be able to correct the control in the future moments ti+1,
..., tm, on the basis of new information that will be available at these moments.
In the policy π̄, described in this section, based on the principles of classical
feedback, one does not include the fact that more information about the states
becomes available as time progresses.

Note that the policy π̄ can be interpreted in MPC style as well. But in this
case, we use another type of predictive problem, namely problem (63). When
formulating this problem, one supposes that there is no disturbance in the future
interval [ti, t∗].

6. Numerical experiments

In this section, we present results of numerical comparison of the policies sug-
gested in this paper. In our numerical experiments, we consider the dynamic
system (1) with

A =









0 1 0 0
0 0 0 0
0 0 0 1
0 0 −1 0









(67)
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and two sets of data: A) and B) as follows

A)
b = (0,−1, 0, 1)T , g = (2, 1, 4, 1)T ,
z0 = (1/3, 1/3, 1/3, 1/3)T , z∗ = (0, 0, 0, 0)T ,

and

B)
b = (0, 1/2, 0, 1/2)T , g = (1, 1, 1, 1)T ,
z0 = −(5, 5, 5, 5)T , z∗ = (6, 6, 6, 6)T .

The policies π̃0 and π̄ were tested on several sets T sm = {t0, . . . , tm, tm+1 = t∗} ,
s = 1, 2; m ∈ {3, 5, 6, 8, 9, 10}, of correction points presented in Table 1 for the
dynamic system (1) with data (67), A) and h = 0.05; and in Table 2 for the
dynamic system (1) with data (67), B) and h = 4. Note that T sk ⊂ T sp if p > k,
s = 1, 2.

Table 1. Sets of correction points for dynamic system with data A

t0 t1 t2 t3 t4 t5 t6 t7 t8 t9 t10 t11

T 1
10 0 0.35 0.65 1.05 1.55 1.85 2.15 2.45 2.75 2.9 3.05 5

T 1
9 0 0.35 0.65 1.05 1.55 1.85 2.15 2.45 2.75 3.05 5

T 1
8 0 0.35 0.65 1.05 1.55 1.85 2.15 2.45 3.05 5

T 1
6 0 0.35 1.05 1.55 1.85 2.45 3.05 5

T 1
5 0 0.35 1.05 1.55 2.45 3.05 5

T 1
3 0 1.05 2.45 3.05 5

Table 2. Sets of correction points for dynamic system with data B

t0 t1 t2 t3 t4 t5 t6 t7 t8 t9 t10 t11

T 2
10 0 24 44 74 94 109 124 139 154 164 174 200

T 2
9 0 24 44 74 94 109 124 154 164 174 200

T 2
8 0 24 44 74 94 124 154 164 174 200

T 2
6 0 44 74 124 154 164 174 200

T 2
5 0 74 124 154 164 174 200

T 2
3 0 74 154 174 200

For any set of correction points T sm , s = 1, 2; m ∈ {3, 5, 6, 8, 9, 10}, the
corresponding set of admissible disturbances Ω is defined through (14), where

σi = α2(ti+1 − ti), i = 0, . . . ,m,

with α = 1/4 in A), and α = 1/5 in B). (68)

Note that the class of bounded disturbances |w(t)| ≤ α, t ∈ T, belongs to the
set of admissible disturbances.

Tables 3 and 4 contain the following information. The first rows of the ta-
bles give guaranteed values I0 of the cost functional for the policy π̃0 applied
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to the dynamic systems (1), (67), A) (see Table 3) and (1), (67), B) (see Table
4), respectively. According to the results of Section 4, for any set T im of correc-
tion points, in order to calculate I0 we have to solve the corresponding convex
mathematical programming problem (60). In our experiments, this problem
was successfully solved by means of embedded MATLAB-function.

Table 3. Values of I0 andJ(π̄, w̄(·)) corresponding to correction sets from Table 1

set of correction points T 1
3 T 1

5 T 1
6 T 1

8 T 1
9 T 1

10

I0 672.934 597.147 552.052 522.961 274.211 264.203

J(π̄, w̄(·)) 865.448 781.242 731.126 690.065 504.512 468.655

Table 4. Values of I0 andJ(π̄, w̄(·)) corresponding to correction sets from Table 2

set of correction points T 2
3 T 2

5 T 2
6 T 2

8 T 2
9 T 2

10

I0 699.51 174.465 142.6317 102.709 97.505 67.005

J(π̄, w̄(·)) 789.54 270.786 233.402 186.875 174.852 149.087

The second rows of Tables 3 and 4 contain the values of some estimates
from below of the guaranteed values of the policy π̄. The guaranteed value
J(π̄) for policy π̄ is rather difficult to compute, but it is possible to compute
its reasonable estimate from below by the rule J(π̄) ≥ J(π̄, w̄(·)), where
w̄(·) is some (concrete) admissible disturbance. For example, data from the
second row of Table 3 are values of the cost functional J(π̄, w̄(·)) (see (66)) for
the disturbance w̄(t) = 1/4, t ∈ [0, t∗]. Hence, there may exist an admissible
disturbance w∗(·) such that J(π̄, w∗(·)) > J(π̄, w̄(·)).

Let us remind that the guaranteed value I0 for policy π̃0 is exact, i.e. there
exists an admissible disturbance wπ̃0(·) such that the value of cost functional
(4) will be congruent with the estimation. Both policies π̃0 and π̄ guarantee
that at the final moment t∗ the system will be in δ∗-neighborhood of a given
state z∗.

We can see that the approximative policy π̃0 gives us the guaranteed value
of the cost functional (11) better than the estimate J(π̄, w̄(·)) of the guaranteed
value of the cost functional for policy π̄. Tables 3 and 4 show that the guaranteed
value of the cost functional decreases if we add correction points: I0(T ik) <
I0(T is) if T ik ⊂ T is . Here T ik and T is are some sets of correction points.

For the described policies π̃∗ and π̄, it was interesting to compare the cost
function values J(π̃∗, w(·)), J(π̄, w(·)) generated by the same admissible distur-
bances w(·). Some results of the comparison are presented in Table 5. Table 5
contains the values of the cost functionals for the policies π̃∗, π̄ applied to the
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dynamic systems (1), (67), A) for the set of correction points T 1
9 for various

admissible disturbances.
Let us remind that to construct the policy π̃∗, we have to find a solution

λ0
1, ..., λ

0
m only to the convex problem (60). Using this solution, we determine

control laws ũ∗i (t|zi, vi−1), t ∈ [ti, ti+1 − h], by the rules (57), (58) for i =
0, ...,m− 1 and by the rules (25) for i = m.

Table 5. Functions w(·) and the corresponding values of J(π̃∗, w(·)) and
J(π̄, w(·))

disturbances w(·) J(π̃∗, w(·)) J(π̄, w(·))

wπ̃
∗ 274.211 505.996

−wπ̃
∗ 271.340 488.845

α 274.046 504.512

−α 271.042 487.381

α/2 70.107 129.01

−α/2 68.604 120.444

αcos(t) 188.164 282.858

−αcos(t) 185.637 285.178

αsin(t) 86.091 167.238

−αsin(t) 84.58 154.313

αcos(
√

t) 7.006 7.464

−αcos(
√

t) 4.757 2.827

αsin(
√

t) 269.03 492.649

−αsin(
√

t) 267.113 476.975

0 1.626 0.987

α2 18.934 34.063

−α2 18.183 29.781

The here presented results of numerical experiments prove that the sug-
gested approximative policy π̃∗ is rather good. As shown in Table 5, in
the suggested set of admissible disturbances, there are only two disturbances
w(t) = −αcos(

√
t) and w(t) = 0, t ∈ [0, t∗], for which the policy π̃∗ gives worse

cost functional value than the classical feedback policy π̄. It is evident that
for w(t) = 0, t ∈ [0, t∗], we get J(π̃∗, w(·)) > J(π̄, w(·)), because, by con-
struction, the classical feedback policy π̄ is the best one for the disturbance
w(t) = 0, t ∈ [0, t∗]. Note that there is no admissible disturbance w(·) with
J(π̃∗, w(·)) > 274.211 but there exists an admissible disturbance w̄(·) with
J(π̄, w̄(·)) = 505.996!
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Fig. 1 shows the dependence of the guaranteed values I0(h) of the cost
functional with a delay h for the policy π̃0 applied to the dynamic systems (1)
with data (67) and

b = (1, 1, 1, 1)T , g = (1, 1, 1, 1)T , δ∗ = 2.456, (69)

z0 = (3, 3, 3, 3)T , z∗ = −(1, 1, 1, 1)T , α = 1/8, (70)

T ∗ = {ti = 5i, i = 0, ..., 8}, t∗ = t8. (71)

Figure 1. Function I0(h), h ∈ [0, 1.5] for the policy π̃0

Fig. 1 shows that the value of delay exerts obvious influence on guaran-
teed value of the cost functional. Increasing delay value implies increasing of
guaranteed value of the cost functional.

For a fixed value h > 0 of the system delay and a fixed number m of the
correction points, we investigate the dependence of the guaranteed value of the
cost function I0 on a concrete selection of the correction points. Our numerical
experiments show that this dependence is essential. For example, let us consider
the dynamic systems (1) with the same data (67), (69), (70), and h = 0.5, but
with different sets of correction points, namely, with the T ∗ defined in (71) and
the following one

T ∗∗ = {t0 = 0, t1 = 5.5, t2 = 10.5, t3 = 15.5, t4 = 20.5, t5 = 25.5,

t6 = 30.5, t7 = 35, t8 = t∗ = 40}. (72)

As a result we get the guaranteed value of the cost function in the corresponding
problems I0(T ∗) = 24.964 and I0(T ∗∗) = 30.189.

All our numerical experiments were implemented in MATLAB programs.
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7. Summary and future work

In this paper, we consider a linear control system with delay, subject to un-
known but bounded uncertainties. For this system, we solve the problem of
constructing the worst-case feedback control policy, which guarantees that for
all admissible uncertainties

• the terminal system state lies in a prescribed neighborhood of a given state
z∗ at a given final moment,

• the value of the cost function does not exceed a given estimate.

We proposed constructive rules for determining the guaranteed control policy

π̃0 = (ũ0
i (·|zi, vi−1), i = 0, ...,m) .

The policy consists of control laws

ũ0
i (·|zi, vi−1) = (ũ0

i (t|zi, vi−1), t ∈ Ti), i = 0, ...,m.

For each i = 0, ...,m, the concrete value of law ũ0
i (·|zi, vi−1) depends on the

current state z(ti) = zi of the system at the moments t = ti and a known control
vi−1 =(u(t), t ∈ ∆Ti) that was constructed at the previous time moment ti−1

and that will be applied to the real system at the interval t ∈ [ti, ti + h]. Hence,
concrete value of the law depends on realized disturbance.

For the policy π̃0, the guaranteed value of the cost function I0 can be easily
found by solving a convex mathematical programming problem with m decision
variables.

The proposed control policy π̃0 was tested in numerical experiment. The
results of the experiment show that

1) the policy can be easily constructed using standard methods for convex
mathematical programming,

2) the policy π̃0 provides the better guaranteed value of the cost functional
(11) than a control policy obtained on the basis of a classical feedback that
uses the same available current information but does not take into account the
corrections in future moments,

3) for the policy π̃0, the guaranteed value of the cost functional decreases if
we add new correction points.

Numerical experiments showed that, for a fixed value of delay h > 0 and a
fixed number m of correction points, the guaranteed value of the cost function
essentially depends on a concrete selection of the correction points.

Further research and applications.

1) Due to the fact that the proposed control policy can be easily constructed
on-line, it can be effectively used in Model Predictive Control (MPC) if one
considers problem (1) as a predictive problem in MPC scheme with moving
horizon style.
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2) Since for fixed h > 0 and m, the guaranteed value of the cost function
essentially depends on a concrete selection of the correction points, it will be
interesting to investigate the problem of the best selection:

min
t1,..., tm

I0(t1, ..., tm)

s.t. ti+1 − ti ≥ h, i = 0, ...,m, t0 = 0, tm+1 = t∗.

8. Appendix

Proof of Lemma 2. Let us denote z̄ = z − (F∗F )−1a+ F−1Gψ. Then, problem
(38) can be written in the form

I0 := min
ϕ, ψ

max
z̄

(ϕTG∗ϕ+ ψTGψ + z̄T D̄z̄) (73)

s.t. ‖z̄ −G∗ϕ− F−1Gψ − d‖2
Q−1 ≤ σ,

where D̄ and d are defined in (40). Consider the quadratic programming (QP)
problem

min
ϕ,ψ

(ϕTG∗ϕ+ ψTGψ) s.t. G∗ϕ+ F−1Gψ = c, (74)

where c ∈ Rn is a fixed vector. It follows from optimality conditions for QP
problems that if ϕ and ψ are optimal in problem (74), then there exists a vector
y ∈ Rn such that the following hold true

G∗ϕ−G∗y = 0, Gψ −GF−T y = 0.

Taking these relationships and QP problem (74) into account we conclude that
in problem (73) the optimal ϕ and ψ are related as follows

ϕ = y, ψ = F−T y with some y ∈ Rn. (75)

Substituting (75) in problem (73) we can rewrite the problem (73) in the equiv-
alent form

I0 := min
y

max
z̄

(yT Ĝy + z̄T D̄z̄) s.t. ‖z̄ − Ĝy − d‖2
Q−1 ≤ σ, (76)

with Ĝ = G∗ + F−1GF−T .

Applying Theorem 1 from Kostina and Kostyukova (2006) to the problem
(76) we conclude that the problem (76) is equivalent to the following one

Ī∗ := min
λ≥µ

(

dT
(

D̄−1 + Ĝ− Q

λ

)−1

d+ λσ
)

(77)
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in the sense that Ī∗ = I0 and if λ0 is optimal in (77) then the vector

y0 = −
(

D̄−1 + Ĝ− Q

λ0

)−1

d (78)

solves the problem (76).
It is easy to see that problems (77) and (39) are the same and that relation-

ships (41) follow immediately from (40), (75), and (78). Lemma 2 is proved.

Lemma 4 Let S,A ∈ Rn×n be positive definite matrices and let K ∈ Rn×n be

nonsingular matrix. Then, the matrix D(λ) := S+A− KKT

λ
is positive definite

for all λ ≥ λ∗ := λmax(K
TS−1K).

Proof. Let us prove that the matrix D̄(λ) := S − KKT

λ
is semi-positive definite

for all λ ≥ λ∗. It is evident that the matrix D̄(λ) is semi-positive definite if and
only if the matrix D̃(λ) := K−1SK−T −I 1

λ
is semi-positive definite. In its turn,

the matrix D̃(λ) is semi-positive definite if and only if λmin(K−1SK−T ) ≥ 1
λ

or, equivalently, λ ≥ λmax(K
TS−1K). Hence, we prove that, for λ ≥ λ∗, the

matrix D̄(λ) is semi-positive definite.
Taking into account the fact that D(λ) = A+ D̄(λ), where the matrix A is

positive definite, we conclude that the matrix D(λ) is positive definite for all
λ ≥ λ∗.

Lemma 5 Consider the matrix S(λ) = (A − ∑k

i=1 Bi/λi), λ = (λ1, ..., λk) ∈ Λ
where the matrices A, Bi, i = 1, ..., k, are positive definite, and the set Λ ⊂ Rk+
is convex. Assume that S(λ) is positive definite for all λ ∈ Λ. Then, the function
λmax(C

TS−1(λ)C) is convex at Λ, where C ∈ Rn×r, rank C = r.

Proof For any positive definite matrices A,B ∈ Rn×n and a matrix C ∈ Rn×r,
rankC = r, the following relations hold true (see Magnus, Neudecker, 1988)

λmax(A) = 1/λmin(A−1), λmin(A + B) ≥ λmin(A), (79)

[CT (A + B)−1C]−1 ≥ [CTA−1C]−1 + [CTB−1C]−1. (80)

Since λmax(C
TS−1(λ)C) = 1/λmin([C

TS−1(λ)C]−1) we prove the convexity
of the function λmax(C

TS−1(λ)C) at Λ by showing concavity of the function
q(λ) := λmin([C

TS−1(λ)C]−1). Consider the matrix

S(αx+ (1 − α)y) = A−
k

∑

i=1

Bi
αxi + (1 − α)yi

, x, y ∈ Λ, α ∈ [0, 1]. (81)

Using the inequality
1

αa+ (1 − α)b
≤ α

a
+

1 − α

b
, for all a > 0, b > 0, α ∈ [0, 1],
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we may present the matrix (81) in the form

S(αx+ (1 − α)y) (82)

= α
(

A−
k

∑

i=1

Bi/xi

)

+ (1−α)
(

A−
k

∑

i=1

Bi/yi

)

+

k
∑

i=1

Biβi

= αS(x) + (1−α)S(y)+B̄,

where βi ≥ 0, i = 1, .., k, are some numbers and the matrix B̄ =
∑k

i=1Biβi
is positive semidefinite. Concavity of the function q(λ), λ ∈ Λ, follows from
inequalities (79)-(80) and presentation (82)

q(αx+ (1 − α)y) = λmin([C
TS−1(αx + (1 − α)y)C]−1)

= λmin([CT (αS(x) + (1 − α)S(y) + B̄)−1C]−1) (83)

≥ αλmin[CTS−1(x)C]−1+(1−α)λmin[C
TS−1(y)C]−1

= αq(x) + (1 − α)q(y).

Lemma 6 The set of feasible solutions to problem (56) is convex.

Proof. Proof is conducted by induction. Indeed, for s = m− 1 the set Λm−1 :=
{λm ∈ R : µm ≤ λm} is convex, and by Lemma 4 the matrix Dm(λm) is positive
definite for all λm ∈ Λm−1.

Assume that for some index s, i < s ≤ m− 1, the set

Λs := {(λs+1, ..., λm) ∈ Rm−s :

µm ≤ λm, µj(λj+1, ..., λm) ≤ λj , j = m− 1, ..., s+ 1},

is convex and the matrix Ds+1(λs+1, ..., λm) is positive definite for all (λs+1,
..., λm) ∈ Λs. Consider now index s − 1. Applying Lemma 5 for the index
k = m − s and the matrices S−1(λ) = Ds+1(λs+1, ..., λm), C = Fs+1FM

−1
s−1

and taking into account the induction assumption we may conclude that the
function

µs(λs+1, ..., λm) for (λs+1, ..., λm) ∈ Λs

is convex. This yields that the set Λs−1 is also convex. Using Lemma 4 it is not
difficult to show that the matrix Ds(λs, ..., λm) is positive definite for all (λs,
..., λm) ∈ Λs−1. Thus, we proved that the sets Λs, s = m − 1,m− 2, ..., i, are
convex. To finish the proof we need to notice that the set of feasible solutions
to the problem (56) coincides with Λi.

Lemma 7 The cost function of the problem (56) is convex.

Proof. Proof follows from Lemma 6 and Lemma 5 with S−1(λ) =
Di+1(λi+1, ..., λm) and C = di+1(zi, vi−1) ∈ Rn×1.
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