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Abstract: The paper introduces a hybrid approach to a very
specific field in machine translation — the translation of closely re-
lated languages. It mentions previous experiments performed for
closely related Scandinavian, Slavic, Turkic and Romanic languages
and describes a novel method, a combination of a simple shallow
parser of the source language (Czech) combined with a stochastic
ranker of (parts of) sentences in the target language (Slovak, Rus-
sian, Slovenian). The ranker exploits a simple stochastic model of
the target language and its main task is to choose the best transla-
tion among those provided by the system. The last section of the
paper presents results indicating better translation quality compared
to the existing MT system for Czech and Slovak and compares them
with the results obtained by the translation from Czech to Russian
using the same system.
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1. Introduction

The automatic translation of texts between natural languages (a field usually
called Machine Translation — MT) has undergone a certain revival in the last
decade. After more than fifty years of research, during which there were periods
of uncritical expectations followed by long periods of bitter despair, the appli-
cation of stochastic methods brought new hopes into a field which notoriously
failed to provide applicable results. The stochastic methods rejected traditional
rule-based approaches and replaced them by the exploitation of bigger and big-
ger amounts of data. The lack of large coverage grammars was replaced by a
lack of parallel data.

The quality of stochastic MT for frequently used languages has increased
substantially, but at the same time it became clear that for a majority of lan-
guage pairs it is necessary to replace the lack of data by an exploitation of the
knowledge and experience learned in the past. The notion of hybrid systems
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(the systems combining rule-based and stochastic methods) became quite popu-
lar in the research community (see, e.g., Vandeghinste et al., 2006). The hybrid
architecture may help to combine the best methods of both approaches in order
to obtain better translation quality. The combination is not easy, primarily
because the translation task itself is very complex and difficult. One possible
approach to the problem is the endeavor to enrich the primarily stochastic sys-
tem with additional linguistic information, as, e.g., in the factored translation
model described in Koehn and Hoang (2007). This approach is being elaborated
in the EuroMatrix and EuroMatrixPlus research projects1.

This article describes a different model, based primarily on the rule-based
approach, which allows for a great deal of ambiguity in all steps. This ambiguity
is then resolved by a simple stochastic ranking of all translation hypotheses. It
may be argued that it is not in fact a truly hybrid approach with both elements,
a rule-based and a stochastic one, being combined in a single entity, but on the
other hand, the architecture with two more or less independent modules clearly
demonstrates the need for hybridization – the stochastic component apparently
increases the quality of translation.

Our approach is specific in one more respect - it targets primarily MT be-
tween two related languages. The reason is simple - the complexity of the task
of building a rule-based MT system is definitely lower for closely related lan-
guages, which provides a good basis for experiments with hybridization of the
translation system. There are numerous experiments, performed recently for
various language groups — for Slavic languages in Marinov (2003) and Homola
and Kuboň (2004) for Scandinavian languages in Dyvik (1995), for Turkic lan-
guages in Altintas and Cicekli (2002) and for languages of Spain in Corbi-Bellot
et al. (2005).

The close relatedness of natural languages from one typological group (and
sometimes even across the group borders, see the Czech-to-Lithuanian experi-
ment described in Hajič, Homola and Kuboň (2003) makes the translation task
easier, thus allowing for the application of methods, which would not be good
enough for the translation of unrelated language pairs. Using simpler methods
does not mean a lower translation quality — many of the translation errors re-
sult from the imperfect attempts to parse a source language fully, in some cases
even to the deep syntactic level of representation. The accumulation of errors in
parsing, transfer and generation in the systems using the classical transfer-based
architecture substantially decreases the translation quality.

The stochastic methods, on the other hand, suffer from the lack of parallel
data for less frequently translated language pairs. It is therefore no surprise that
the results reported by simple systems for the machine translation of closely
related languages, presented, for example, in Hajič, Homola and Kuboň (2003)
or in Corbi-Bellot et al. (2005), with a correct translation of about 90% of the
text in both cases) are clearly better than any results published for MT systems

1http://www.euromatrix.net
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for language pairs of non-related languages (although the results reported for
closely related languages usually do not use the same evaluation metrics as other
systems).

1.1. Česílko — a test case for Slavic languages

The main advantage of translating between related languages is the possibility
to use much simpler means, in most cases some kind of “shallow” methods,
most prominently in parsing or in transfer. The influence of a shallow syntactic
parser on the quality of MT for closely related languages can be demonstrated
on the example of the system Česílko (Hajič, Hric and Kuboň, 2000). In the
first version of the system, which was able to translate from Czech to Slovak
exploiting only a morphological analyzer of Czech accompanied by a stochastic
tagger (Hajič and Vidová-Hladká, 1998) and performing the lexical transfer and
the translation of morphological tags, we have achieved slightly more than 90%
accuracy (measured by a metrics roughly reflecting the complexity of the post-
editing task).

The system has been extended later for additional target languages — Polish
and Lithuanian. Unlike the original language pair, which had been built with
commercial exploitation in mind and with all modules aiming at a large coverage
of both languages (more than 40 000 lemmas in the bilingual dictionary, about
100 000 lemmas in the Slovak morphological dictionary, practically full coverage
of Czech morphology), the new language pairs were more or less designed as
academic experiments supported by much smaller resources (especially much
more limited dictionary coverage). As reported in Hajič, Homola and Kuboň
(2003) the performance of the system for Czech-to-Polish translation using an
identical architecture as the original Czech-to-Slovak system reached only 71.4%
(due to a much lower degree of similarity between Czech and Polish compared to
Czech and Slovak), while for the Czech-to-Lithuanian translation the result was
only slightly lower, 69%. This surprising result (Lithuanian belongs to a different
language group, namely to Baltic languages, and its similarity to Czech is lower
than the similarity of Polish and Czech) can be attributed to the involvement
of a module of simple shallow syntactic analysis of Czech coping with some
phenomena which cannot be directly translated from the source language to the
target language.

The architecture of the system is sketched in Fig. 1.

2. A description of the system

Our MT system is based upon the system Česílko, originally designed for the
Czech-to-Slovak MT. It has a very simple architecture, reflecting the close sim-
ilarity of both languages at all linguistic levels. In particular, no full-fledged
analysis is needed. A full syntactic analysis cannot be done with sufficient pre-
cision as for now, and the errors we would introduce by trying to create a full
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deformatter
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Figure 1. Architecture of the system Česílko

syntactic tree for the sentence would lower the quality of the translation signif-
icantly, as reported in Oliva (1989) for a Czech-to-Russian MT system. Thus,
we have adopted the simplistic and rather naïve approach of ignoring syntactic
differences and focusing on morphology and lexics. Nevertheless, since Czech is
a language with rich inflection, which implies a very high degree of morphologi-
cal ambiguity, it seemed helpful to integrate a partial (‘shallow’) parser of Czech
into the system. The parser aims at identification of prepositional, adjectival
and noun phrases, it does not contain rules for building a complete syntactic
representation of input sentences (e.g., rules dealing with valency, etc.).

Compared to the original implementation of the system Česílko, the new
system does not use the stochastic tagger because its relatively low precision
(hardly exceeding 95%) caused too many errors that had a negative impact on
the translation quality.

The morphological analysis providing (typically ambiguous) tags is followed
by a module of a shallow (partial) parser. Its main goal is to restrict the ambigu-
ity of morphological annotation by using local context. For example, the Czech
soft adjectives inflected according to the pattern jarní “spring” have 27 different
tags which would result in many different forms in Slovak (jarný, jarná, jarné,
jarní etc.) because the target language lacks the high syncretism of Czech soft
adjectives. Fortunately, this immense ambiguity can often be constrained if the
adjective is followed by a noun that governs it. Due to the agreement, only the
intersection of possible tags of both words is valid in the given local context.
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The partial analysis is followed by lexical transfer. In this phase, lemmas
of all words are translated to their Slovak equivalents according to a bilingual
dictionary. This dictionary contains no additional morphological information.
Since the partial parser produces complex syntactic structures, they have to be
linearized so that we obtain the target sentence. The linearization is a reverse
process of parsing which means that the complex structures are decomposed
while preserving the original word order in the source language. Finally, all
words are morphologically processed (word forms are generated from lemmas
and tags).

In the following subsections, we describe in detail the components and data
structures we use.

2.1. Feature structures

In the system, the basic data structure for representing linguistic data is a fea-
ture structure. It is an attribute-value-matrix (AVM); the values of its attributes
are atoms, strings or complex values (sets or embedded feature structures). All
feature structures in the system are typed, i.e., there is a global type hierarchy
and each feature structure is assigned a type, for instance:

(1)






adv

LEMMA ‘quickly’
POS adv







Each linguistically significant entity has a set of relevant features. The value
of a feature may be underspecified, i.e., its value may not be fully known until
a more specific context is given (e.g., the morphological analyzer classifies the
word IBM as a noun but specifies neither number nor case for it). Ambiguous
feature values usually get resolved after having taken the context into account.

The most typical operation on feature structures is unification, which is a
combination of mutually compatible attribute values. What is often used in the
rules is partial unification, i.e., only specified attributes are unified (e.g. case,
gender, number), which reflects the linguistic notion of agreement between a
head and some of its dependents.

2.2. Chain graphs

The basic data structure that represents text segments and their local contexts
is a chain graph. A chain graph is a continuous graph with designated initial and
end nodes. It represents all hypotheses that are valid up to a certain point in the
parsing process. The application of syntactic rules is implemented by adding
new edges to the graph. For example, implementing the rule of an adjective
that depends on a following noun and agrees with it in gender, number and
case, means finding two adjacent edges in the chain graph (for the adjective and
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its governing noun, respectively) and adding a new edge that spans these edges,
if both words agree in the required attributes. The original edges are marked
as used by a rule, which means that they will be removed from the graph after
the application of all possible rules. At the end of the parsing process, the
remaining edges represent a partial parse of the source segment (the parsing
process is described in detail in Colmerauer, 1969).

There are some simple workarounds that allow for a more effective processing
of chain graphs, like reducing morphological ambiguity by means of shackles,
removing of falsified hypotheses, etc.

The use of chain graphs bears one specific problem. Since we do not aim
to parse whole sentences, the result of the parser is usually not constituted by
long edges from the initial node to the end node, but rather by edges that cover
simple noun and prepositional phrases. If such edges overlap and there is no
other edge that would span both of them, there is no path in the graph from the
initial graph to the end graph, resulting in an empty graph. This is an inherent
property of the formalism, described in more detail in Comerauer (1969). We
have modified the cleaning phase in that we do not remove all used edges, but
we calculate the lowest number of used edges comprising a complete path (from
the initial node to the end node), and subsequently we remove all other edges
that belong to complete paths with higher number of used edges.

2.3. Rules

2.3.1. The structure of the rules

The grammar for analysis consists of declarative rules that prescribe how to
combine phrases into complex structures. In our system, all rules are context-
free.

A rule can be applied if its right-hand side matches the categories of a
subchain in the chain graph and all conditions associated with the rule are met.
The conditions are defined by means of unification over the associated feature
structures and/or their attributes (which can be atomic values or recursively
embedded features structures). In such a case, a new edge or a subchain of new
edges is added to the chain graph, which spans the edges that are covered by the
right-hand side of the rule. The feature structure that the new edge is labelled
with is usually based on one of the feature structures of the covered edges and
extended by means of unification according to the conditions associated with the
rule (an exception may be, for example, a feature structure for coordination).

2.3.2. Example of a rule

Although the grammar formalism allows for both ‘shallow’ and ‘deep’ rules, we
use only the ‘shallow’ ones in our grammar. They are used to identify simple
noun and prepositional phrases and their internal syntactic structure. A simple
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but very frequent example may be the combination of an adjective and a noun
that are adjacent and agree in gender, case and number.

Rules used for partial (‘shallow’) analysis do not usually reflect the relation-
ship (mainly dependencies) between the main verb and its complements. Such
techniques are used for instance for named entity recognition. Here is an exam-
ple of a simple rule (the agreement in case is expressed by the first equation):

(2) PP → P NP, ↑ CASE = ↓ CASE & ↑ PREP = ↓

The rule attaches a preposition to a noun phrase. The first part (before the
comma) declares the categories of the subchain that the rule will be tentatively
applied to. The bold font denotes that the feature structure of the right element
will be propagated as the head (the core of the feature structure) of the phrase.
It takes a preposition and a noun phrase to the right of it that agree in case
which is declared in the other part of the rule — the conditions. Thus, the
resulting feature structure is the feature structure of the noun phrase extended
with a new attribute — prep — which is unified with the feature structure of
the preposition.

Once converted to the notation of our formalism, the rule can be written as
follows:

(3)






POS prep

CASE $case

TYPE word







+
[

TYPE shackle
]

+






POS n

CASE $case

TYPE word







→ $2 ∧

[

HAS_PREP 1

PREP $1

]

Finally, the form of the rule in the source code of our grammar is as fol-
lows (feature structures are denoted by s-expression, i.e., lists of attribute-value
pairs):

(

( ((type word) (pos prep) (case $case))

((type shackle)) ((type word) (pos n) (case $case)) )

( $3 ((prep $1) (has_prep 1)) )

)

3. Shallow parsing module

In this section, we describe the parser from a more general perspective than it
is used in the presented system. The power of the parser component has also
been tested in our recent experiments with the Czech-to-German language pair
and it turned out that it is also capable of performing deep syntactic analysis
(including valence).
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The main task of the shallow parser in an MT system is to deliver an in-
formation about the sentence structure to the transfer module so that language
specific structural properties could be handled and transferred properly. With-
out the parser, morphological differences may only be considered.

The output of the parser is a set of c-trees. It is important to mention that a
c-tree does not represent the structure of the sentence as such but a concrete rule
application sequence. What is passed to the transfer module are f -structures
that are assigned to constituent phrases during the parsing process.

We would like to underline once again that the shallow Czech grammar is
not supposed to parse whole sentences. Of course, if the syntactic structure
of the sentence is simple enough, the result will be one tree (or a set of trees)
covering the whole sentence. Nevertheless, in most cases, the result is a set
of trees, which only represent fragments of the sentence. One reason for such
behavior may be non-projectivity, which is very frequent in languages with free
word order. But projective sentences also may be parsed only partially since the
grammar focuses on the level of noun and prepositional phrases. The coverage
of verbal phrases is rather small, the rules on this level are meant to capture
only the syntactic construction, which may cause serious problems in the target
sequence.

The formalism is based on a chart parser. What is very important is the
fact that the derivational process is context-free (in the sense of Chomsky’s
hierarchy) which has the crucial consequence for Slavic languages that it is not
able to handle non-projective constructions (at least not directly).

An example of a chart at the beginning of the parsing process and at its end
is given in Figs. 2 and 3. In the following subsections, we give a brief overview
of what should be coped with within the grammar.

3.1. Ambiguous input

The input of the parser can be morphologically ambiguous. In such a case, the
parser tries to use all available data to construct a complete tree. If it succeeds,
all complete trees create the result set whereas all input items, which are not
contained in a complete tree are discarded.

It is necessary to parse the whole sentence in order to disambiguate it mor-
phologically. Even then, some words may keep more than one morphological
tag (due to case syncretism). In case of shallow parsing only, the morphological
ambiguity seems to be one of the most serious problems. The best case scenario
would be to get a disambiguated input. Unfortunately, at the moment the only
possibility is to use a stochastic tagger which introduces too many errors that
make it impossible for the parser to recognize important dependencies. It is a
general problem of highly inflected languages that their taggers work with lower
precision and at the same time it is impossible to disambiguate the input text
morphologically by means of shallow rules only (as shown, e.g., for Czech in
Žáčková, 2002).
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Figure 3. Chain graph with new edges

3.2. Agreement

One of the essential rule principles is the agreement of morphological categories
between the governor and its dependent. For example, an adjective which de-
pends on a noun, has to agree with it in gender, case and number. We un-
derstand the term agreement in broader sense, i.e., a dependent agrees with
its governor if a set of conditions, which are defined for the particular type of
syntactic construction, is satisfied. In most cases, the conditions are simply
equivalences of category values, as in the following phrase:

(4) mladší
younger-fem,sg,dat

sestře
sister-fem,sg,dat

“to the younger sister”

Nevertheless, the conditions may be more complicated sometimes, for in-
stance, in Polish noun phrases if the governor is in dual form:2

(5) czarnymi
black-neut,pl,ins

oczyma
eyes-neut,du,ins

“with black eyes”
2There are rests of dual in Polish for pairwise nouns.
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Another example can be found in Russian:3

(6) два
two

больших
big-masc,pl,gen

города
towns-masc,sg,gen

“two big towns”

3.3. Implementation of the formalism

Let us make a couple of short notes on the underlying implementation of the for-
malism. Both feature structures and rules are written in the form of (Lisp-like)
s-expressions that are automatically trans-compiled to LFG-like rules. The im-
plementation has been inspired mostly by LFG (Bresnan, 2002) and the SProUT
framework (Becker et al., 2002).

Apart from rules used to build syntactic trees, we use in our grammar some
rules the aim of which is to modify the chain graph or to control the parsing
process. Since the formalism is declarative, the control rules use a workaround
to achieve a particular modification of the graph. Let us briefly explain at least
the most important one of these rules.

As has been already described above, the input of the parser is typically
morphologically highly ambiguous and the main task of the parser is to dis-
ambiguate the sentence (or at least to reduce its ambiguity). Let us consider
the sentence Starý hrad stojí na kopci “There is an old castle on the hill”. The
phrase starý hrad is morphologically ambiguous (nominative and accusative).
After having recognized this phrase as the subject of the main verb, we know
that the case is nominative in this context. And since there is no other reading
where it would be accusative, we want to remove this wrong reading. In fact,
it is removed automatically by the algorithm of the parser. But what would
happen if we had the bare phrase staré hrady? There are two possible readings
(nominative and accusative) which cannot be resolved due to lack of context.
Nevertheless, there are still other meanings for each of the words independently
(disregarding the dependence between them). In this case, the contextually
incorrect edges would not be removed although the parser has analyzed the
phrase. This is one negative property of the parser framework which has to
be solved explicitly. We use a workaround: we insert a dummy edge (shackle)
between adjacent edges. If there is at least one analysis which connects two
words from the adjacent edge bunches, the parser marks the shackle as used,
i.e., it will be removed by the system later. As a side effect of this, the ‘wrong’
edges do not belong to a valid path from the initial node to the end node any
more and will be deleted, too.

3Originally, the form of the noun was nominative dual which has been re-analyzed and
extended to the numbers 3 and 4 (Trunte, 2005). In today’s grammars, the form is considered
to be genitive singular (Townsend and Janda, 2003).



A method of hybrid MT for related languages 431

4. Transfer and syntactic synthesis

Transfer and syntactic synthesis are performed jointly in one module. The task
of the transfer module is to adapt complex structures created by the parser,
which cover the whole source sentence continuously to the target language lex-
ically, morphologically and syntactically. In the following sections, we describe
the phase of the lexical transfer and the structural transfer, the latter being
split further in structural preprocessor and syntactic decomposer.

4.1. Lexical transfer

The aim of the lexical transfer is to ‘translate a feature structure lexically’, i.e.,
the lemmas associated with feature structures are translated. Morphological
features may be adapted, as well, where appropriate.

The following is a fragment of the dictionary used in lexical transfer (Czech-
Slovenian):

(7) hvězda|zvezda

dodat|dodati

kůň|konj

strom|drevo|gender=neut;

Let us have a brief look at the last line of the example. The Czech noun strom
“tree” is in masculine gender while the gender of its Slovenian counterpart drevo
is neuter, that is why there is the additional information gender=neut which
instructs the transfer module to adapt the feature gender of the corresponding
feature structure, so that it can be correctly synthesized morphologically.

4.2. Structural transfer

The task of the structural transfer is to adapt the feature structures of the source
language (their properties and mutual relationship) in order for the synthesis to
generate a grammatically well-formed sentence with the meaning of the source
sentence. It is to note that the well-formedness can generally be guaranteed
only locally for the part of the sentence the feature structure covers (this is one
flaw of shallow parsing).

When changing the structure, one may do one of the following:

1. Change values of atomic features in the feature structure, add atomic
features with a specific value or delete some atomic features.

2. Add a node to the syntactic tree.

3. Remove a node from the syntactic tree.

There are two types of structural changes:
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Preprocessing of feature structures Such changes are performed prior to
the lexical transfer.

Decomposition of feature structures These changes are performed after
the lexical transfer and build up the syntactic synthesis.

Let us give a couple of examples of transfer rules.
The following rule is used to translate a preposition, which requires a dif-

ferent case in the target language. In the feature structure of the noun that
governs the preposition, its case is changed to the correct one.

(

preproc

(head= ((type word) (pos n)))

(hasChildren (prep))

(child= ((type word) (lemma u-1) (case gen)))

(lexChild ((lemma pri) (case loc)))

(copyup (case))

)

The following rule adds an auxiliary to an l -participle in the third person,
which may be required, for example, in the translation from Czech to Slovenian.

(

preproc

(head= ((type word) (pos verb) (vform lpart) (person 3)

(number $number)))

(noChildren (aux))

(newChild ((gfunc aux) (relorder -9) (lemma být) (pos verb)

(vform fin)

(tense pres) (person 3) (number $number)))

)

The following rule rewrites the features gender, case and number of an adjec-
tive, which is being detached by the values of these features from the governing
noun in order to preserve agreement between an adjectival attribute and a noun.

(

decomp

(recursive 1)

(head= ((type word) (pos n)))

(child= ((type word) (pos a)))

(copydown (gender case number))

)

An example of use of this rule would be the translation of the phrase velký
strom “big tree” (Cze) into Macedonian големо дрво where the gender has
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changed from masculine to neuter. Without this transfer rule, we would get
*голем дрво.

The following rule changes the infinitive to an l -participle in periphrastic
future tense constructions as required, for example, when translating from Czech
to Slovenian or Polish.

(

decomp

(head= ((type word) (pos verb) (vform inf)))

(child= ((type word) (lemma být) (vform fin) (tense fut)

(gender $gender) (number $number)))

(rewriteHead ((vform lpart) (gender $gender) (number $number)))

)

A similar rule operating on VPs would be used, for example, when translat-
ing the Czech VP napsal jsem “I wrote/I have written” to Macedonian (написав/
имам написано) since a word-for-word translation would give написал сум
which would be well-formed with different word order (сум написал) but still
semantically different (renarrative).

4.2.1. Translation of multiword expressions

It is an obvious fact that some words of the source language are translated as
multiword expressions in the target language and vice versa, for example:

(8) babička “grandmother” (Cze) → stará mama (Slv)

zahradní jahoda “garden strawberry” (Cze) → truskawka (Pol)

Since these cases require removing or adding a subordinated feature structure
(for the adjective) which is equivalent to removing or adding a node from/to the
syntactic tree, such cases are handled by special rules in the structural transfer.

5. Statistical postprocessing and evaluation

5.1. Ranking

An essential part of the whole MT system is the statistic postprocessor. The
main problem with our simple MT process, described in the previous sections,
is that both the morphological analyzer and transfer introduce a huge number
of ambiguities into the translation. It would be very complicated (if possible
at all) to resolve this kind of ambiguity by hand-written rules. That is why
we have implemented a stochastic post-processor which aims at selecting one
particular sentence that is best in the given context.

We use a simple language model based on trigrams (trained on word forms
without any morphological annotation) which is intended to sort out “wrong”



434 P. HOMOLA, V. KUBOŇ

target sentences (these include grammatically ill-formed sentences as well as
inappropriate lexical mapping). The current model has been trained on a corpus
of approximately 18 million words, which have been randomly chosen from the
Wikipedia for the target language.4

Let us present an example of how this component of the system works. In
the source text we had the following Czech segment (matrix sentence):

(9) Společnost
company-fem,sg,nom

ve
in

zprávě
report-fem,sg,loc

uvedla
inform-lpart,fem,sg

“The company stated in the report, . . . ”

The rule-based part of the system generated two target segments: 1) Spolo-
čnosť vo správe uviedli, 2) Spoločnosť vo správe uviedla.

The word uvedla is ambiguous (fem.sg and neu.pl). According to the lan-
guage model, the ranker has (correctly) chosen the second sentence as the most
probable result.

There are also many homonymic Czech word forms that result in different
lemmas in the target languages. For example, the word pak means both “then”
and “fool-pl.gen”, the word tři means “three” and the imperative of “to scrub”,
ženu means “wife-sg.acc” and “(I’m) hurrying out” etc. The ranker is supposed
to sort out the contextually wrong meaning in all these cases if it has not been
resolved by the parser.

Let us define the trigram language model formally. For a given word sequence
W = {w1, . . . , wn} of n words we define its probability as:

p(W ) = p(w1, . . . , wn) =

n
∏

i=1

p(wi|w0, . . . , wi−1) (10)

where w0 is chosen appropriately to handle the initial condition.
As it is computationally not viable to work with unlimited history, we use a

mapping φ that approximates the history (in our case by trigrams):

p(W ) ≈

n
∏

i=1

p(wi|wi−2, wi−1). (11)

To estimate the trigram probabilities, we use a sufficiently large training
corpus:

f(w3|w1, w2) =
c123

c12
(12)

where c123 is the number of times the sequence of words (w1, w2, w3) is observed
and, analogically, c12 is the number of times the sequence (w1, w2) is observed.

4http://sk.wikipedia.org, http://ru.wikipedia.org etc.
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Due to the well-known problem of sparse data, we have to use smoothing. A
common smoothing method is the linear interpolation of trigram, bigram and
unigram frequencies and a uniform distribution on the vocabulary:

p(w3|w1, w2) = λ3f3(w3|w1, w2) + · · · + λ0 +
1

V
. (13)

Finally, we modify the formula used to find the word sequence with maximal
probability. Multiplying many small numbers on a computer may result in zero,
so we operate with logarithms of the probabilities and use the fact the the
logarithm of a product is equal to the sum of logarithms.

argmax
W

p(W ) = argmin
W

− log p(W ) =

= argmin
W

− log

n
∏

i=1

p(wi|wi−2, wi−1) = (14)

= argmin
W

n
∑

i=1

− log p(wi|wi−2, wi−1)

5.2. Evaluation

As a first step, we have evaluated the system on approximately 300 text segments
from technical and news domain. The size of the test sample is relatively small
due to the fact that the reference translations are in fact post-edited results
of our system. Creating a larger testing set would require large manual effort.
We use smaller text segments than whole sentences, i.e., we translate matrix
and embedded sentences separately for higher efficiency (the ranker has less
sequences to evaluate). The metrics we are using is the Levenshtein edit distance
between the automatic translation and a reference translation. There are three
basic possibilities of the outcome of translation of a segment.

1. The rule-based part of the system has generated a ‘perfect’5 translation
(among other hypotheses) and the ranker has chosen this one.

2. The rule-based part of the system has generated a ‘perfect’ translation,
but the ranker has chosen a different one.

3. All translations generated by the rule-based part of the system need post-
processing.

In the first case, the edit distance is zero, resulting in accuracy equal to 1. In
the second case, the accuracy is 1− d with d meaning the edit distance between
the segment chosen by the ranker and the correct translation divided by the
length of the segment. In the third case, the accuracy is calculated as for (2)
except that we use the reference translation to obtain the edit distance.

5By ‘perfect’ we mean that the result does not need any human post-processing.
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Given the accuracies for all sentences, we use the arithmetic mean as the
translation accuracy of the whole text. The accuracy is negatively influenced
by several aspects. If a word is not known to the morphological analyzer, it
does not get any morphological information, which means that it is practically
useless in the parser. Another possible problem is that a lemma is not found in
the dictionary. In such a case, the original source form appears in the transla-
tion, which penalizes the score of course. Finally, sometimes the morphological
synthesis component is not able to generate the proper word form in the target
language (due to partial incompatibility of tagsets for both languages). In such
a case, the target lemma appears in the translation.

In our test data, approximately 35% of segments have been translated per-
fectly. For approximately 12% of segments, the system has generated a perfect
translation but the ranker has chosen a different one. Approximately 20% of
the segments could not be parsed properly because there was no path consisting
of unused edges from the initial node to the end node. For these segments, we
have considered as the result all paths with the lowest number of used edges.

In general, the accuracy of the translation into Slovak is 96.45%. With the
original architecture (i.e., using a tagger only), the accuracy is 93.92%. When
we left out the parser, the result was 96.10%. For Russian, the results are
74.67%, 69.87% and 72.85%, respectively. This results actually mean that both
improvements of the new system, the shallow parser and the stochastic ranker,
to a certain extent improve the results achieved by the original version of the
system6.

In order to provide more reliable evaluation, we have made a second test,
this time using a set of 1000 reference sentences independently translated from
Czech to Slovak. The results achieved were, of course, substantially worse than
in the first test, but they still show that the new architecture brings improve-
ments compared to the old one. The accuracy of the original system reached
64.92%, while the new architecture achieved 65.20%. The huge drop in the
values obtained in the first and second test is caused by the fact while the word-
for-word translations between Czech and Slovak are correct and acceptable, a
human translator usually produces much more free translation.

6. Conclusions

Although the hybrid MT technique presented in the paper has not been tested
by means of standard metrics, the results achieved for the language pair Czech-
Slovak encourage further experiments for other language pairs. The experiment
with Russian has been only a first step in this direction, the results of the Czech-
to-Russian experiment indicate that for less closely related languages it might
be necessary to add more modules into the system.

6The online demo of the original version of the system is available at
http://quest.ms.mff.cuni.cz/cesilko/
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The second interesting result has been obtained in the experiment measuring
the individual influence of the stochastic ranker and a shallow parser on the
overall quality of the translation. Although the ranker is responsible for a higher
increase of translation quality, the positive role of the shallow parser of Czech
is also apparent. Also in this case it will be a matter of further research to find
out whether for other language pairs the results will be in accordance with the
ones presented in this paper.
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