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Abstract: Bolza problem governed by PDE control systems
with unbounded controls is considered. The motivating example is
fluid structure interaction model with boundary-interface controls.
The aim of the work is to provide optimal feedback synthesis asso-
ciated with well defined gain operator constructed from the Riccati
equation.

The dynamics considered is of mixed parabolic-hyperbolic type
which prevents applicability of tools developed earlier for analytic
semigroups.

It is shown, however, that the control operator along with the
generator of the semigroup under consideration satisfy singular es-
timate referred to as Revisited Singular Estimate (RSE) . This es-
timate, which measures “unboundedness” of control actions, is a
generalization and a weaker form of Singular Estimate (SE) treated
in the past literature.

The main result of the paper provides Riccati theory developed
for this new class of control systems labeled as RSECS (Revisited
Singular Estimate Control Systems). The important feature is that
the gain operator, constructed via Riccati operator, is consistent
with the optimal feedback synthesis. The gain operator, though
unbounded, has a controlled algebraically singularity at the terminal
point. This enables one to establish well-posedness of the Riccati
solutions and of the optimal feedback representation.

An application of the theoretical framework to boundary control
of a fluid-structure interaction model is given.
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1. Introduction

We consider a boundary control problem governed by A : D(A) ⊂ Y → Y , a
generator of a strongly continuous semigroup eAt defined on the Hilbert space Y ,
and an unbounded control operator B : U → [D(A∗)]′, where the duality is with
respect to the pivot space Y . More specifically, we are interested in minimizing
a suitable objective functional defined on L2([0, T ]; U) for the dynamics driven
by the abstract control system with unbounded control operator B

yt = Ay + Bu, in [D(A∗)]′, y(0) ∈ Y. (1)

Of particular interest is the optimal feedback synthesis and the associated Ric-
cati equations. This particular framework is motivated by a multitude of ex-
amples arising in the context of boundary or point control problems governed
by partial differential equations (PDE) (see Bensoussan, Da Prato, Delfour &
Mitter, 2007, and Lasiecka & Triggiani, 2000). For these models, the control
operators are intrinsically “unbounded” with the action taking values in a larger
space [D(A∗)]′ than simply the state space Y . This, of course, forces a nonstan-
dard formulation of the control problem that is rooted in distribution theory. In
response to an increasing importance in engineering applications, the last two
decades or so have witnessed rapid developments of new tools and methodolo-
gies which can treat unbounded control actions. The semigroup framework was
found suitable for the formulation of this class of problems since it provides a
natural generalization of ODE theory where the dynamics resides in a suitable
Hilbert or Banach space. In fact, the very first treatment of boundary control
problems defined for the heat equation within the semigroup framework goes
back to Balakrishnan (1975). Later on, Lasiecka (1980) provided a unified treat-
ment of regularity and control theoretic properties of unbounded action control
problems governed by analytic semigroups. The analysis provided in these first
developments critically depends on regularity of the dynamics induced by the
analyticity property of the semigroup under consideration. This, along with sin-
gular integrals theory, allowed for a natural extension of the variation of param-
eters formula taking its values in the basic state space Y (though the nontrivial
range of the operator B is never in Y ). Comprehensive and essentially complete
treatment of unbounded control optimal control problems governed by analytic
semigroups can be found in the books by Bensoussan, Da Prato, Delfour &
Mitter (2007) and Lasiecka & Triggiani (2000, vol. I) as well as in the many
references therein. In the case of non-analytic dynamics, the situation is more
complex. In fact, the class of unbounded control operators considered within
the framework of general semigroups has been labeled, after an influential re-
view paper by Russell (1978), as “admissible controls”. “Admissible controls”
can be identified with control operators B and the generators A satisfying the
following abstract estimate:

∫ T

0

‖B∗eA∗tx‖2
Udt ≤ C‖x‖2

Y , x ∈ D(A∗). (2)



A Bolza optimal synthesis problem 1431

In Lasiecka & Triggiani (1983) (with generalizations in Lasiecka, Lions & Trig-
giani, 1986), it was shown that a Dirichlet boundary control action applied
to a classical wave equation defined on a bounded domain in Rn is “admis-
sible”, i.e. it satisfies the estimate (2). In fact, this PDE regularity result
(which amounts to saying that the co-normal derivative on the boundary of
the solution to the homogeneous wave equation is bounded in L2(Σ) by initial
data in H1

0 (Ω) × L2(Ω) ) is often referred to as “hidden regularity” or “trace
regularity” - see Bensoussan, Da Prato, Delfour & Mitter (1993), Lasiecka &
Triggiani (2000), Lions (1988), and references therein. Lasiecka & Triggiani
(1986) exploit this trace result in order to build Riccati theory for hyperbolic
PDEs with Dirichlet boundary controls. It has turned out that the trace es-
timate (2) is valid for many PDEs with unbounded control actions, including
Schrodinger and plate equations with boundary or point controls (see Lasiecka
& Triggiani (1991 and 2000, vol. II)). These and other developments led to the
axiomatization of the properties discovered in these hyperbolic-like PDE’s with
an eye on some generalizations at the abstract - semigroup level, particularly in
the direction of infinite dimensional system theory; see Salamon (1989), Weiss
(1989), Staffans (2005) and the review paper by Jacob & Partingon (2004).
On the other hand, trace estimates alone, particularly within the context of
hyperbolic equations, turn out to be insufficient for a complete and general
Riccati theory with unbounded control actions. Indeed, while there are several
results in this area, e.g. Lasiecka & Triggiani (2000), Barbu, Lasiecka & Trig-
giani (2000), Camurdan (1995), the results often depend on a particular setup
and particular properties of the dynamics considered. Even more, it is known
that in the purely hyperbolic case, the optimal feedback synthesis may not be
consistent with the Riccati feedback synthesis generated by a solution to the
Riccati equation (see Weiss & Zwart, 1998). This raises an obvious concern and
questions on how to characterize certain classes of dynamics so that the classi-
cal optimal feedback control theory admits natural generalizations that include
consistency of feedback representations via solutions to a Riccati equation. It
was in this context, with critical inspiration by Balakrishnan (1975), that the
class of Singular Estimate Control Systems (SECS) was introduced in Avalos
& Lasiecka (1996) and Lasiecka (2002). This class, on the one hand, captures
very basic mathematical properties of the controlled dynamics and, on the other
hand, responds to technological needs arising in coupled dynamics which com-
bine parabolic and hyperbolic components. Mathematical classification of this
class of systems is defined by requesting that the pair (A, B) satisfy the so called
Singular Estimate

‖eAtB‖L(U,Y ) ≤
c

tγ
, t ∈ (0, 1]. (3)

The above class of systems (SECS) is a natural generalization of control systems
governed by analytic semigroups with relatively bounded control operators. On
the other hand, the estimate is representative of a large class of controlled dy-
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namics, which are of hyperbolic-parabolic type, hence non-analytic. Canonical
examples of systems displaying the Singular Estimate (SE) (3) are coupled PDE
structures with parabolic-hyperbolic interactive dynamics. These include struc-
tural acoustic interactions, thermoelastic interactions, magneto-structure inter-
actions; see Avalos & Lasiecka (1996), Lasiecka (2002), Bucci & Lasiecka (2004),
Bucci, Lasiecka & Triggiani (2002), Aquistapace, Bucci & Lasiecka (2005), Bucci
(2007, 2008), Lasiecka & Triggiani (2004) and Lasiecka (2004). A comprehensive
theory of optimal feedback synthesis pertaining to (SECS systems) can be found
in Lasiecka (2002, 2004) and Lasiecka & Tuffaha (2008). It turns out, however,
that there are other interesting PDE systems studied which fall a little short of
the condition required in order to be in the SECS class (i.e. γ = 1). On the
other hand, appropriate transfer functions corresponding to these systems do
satisfy the singular estimate. Examples of such systems include: fluid-structure
interaction systems with boundary - force - control, some thermoelastic plates
with either boundary or point controls (see Bucci, Lasiecka & Triggiani, 2002;
Aquistapace, Bucci & Lasiecka, 2005). The goal of this paper is to present a
theory that covers this new class of problems satisfying the so called Revisited
Singular Estimate (RSECS), which is characterized by a singular estimate im-
posed on the “input-output” map (7), rather than the “input-state” map, as in
(3). As we shall see, this extension is critical, from both mathematical and appli-
cation points of view. Indeed, on the application side, the extended class encom-
passes new control models arising in fluid-structure interactions (see Lasiecka
& Tuffaha, 2009) and, on the mathematical side, the new difficulties include not
only singular behavior of the feedback at the terminal point, but also the lack
of time invariance of evolution processes (so critical to the notion of the feed-
back) that are no longer evolving within the original state space Y . In order to
cope with these, new functional analytic apparatus and spaces capturing arising
singularities are introduced.

2. The problem and the main result

We consider a Bolza optimal control problem formulated for a system satisfying
the Revisited Singular Estimate (RSE). Bolza control problems are of particular
mathematical interest, owing to the fact that a final state penalization with
unbounded controls leads to unbounded state operators, which holds even in
the analytic case. This translates into singularities in both the control and
the associated gain operator, which are exhibited at the terminal state. The
above feature requires careful analysis of the singularities and the terminal time
blow-up associated with the control action.

2.1. Formulation of the problem

We study an abstract Bolza control problem that models PDE control systems
with point or boundary control. Let Y the state space and U the control space
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be all Hilbert spaces, and consider the quadratic Bolza control problem in which
the goal is to minimize the cost functional

J(u, y, s, ys) =

∫ T

s

‖u(t)‖2
U dt + ‖Gy(T )‖2

Z (4)

on the time interval [s, T ] over all u ∈ L2([s, T ]; U) subject to the dynamics
satisfying the abstract differential equation

yt = Ay + Bu on [D(A⋆)]
′

(5)

y(s) = ys in Y. (6)

The operators A, B, and G are all linear operators satisfying the conditions

Assumption 1 (a) A is a generator of a strongly continuous semigroup on a
Hilbert space Y denoted by eAt .

(b) B is a linear operator from U → [D(A⋆)]
′

such that R(λ, A)B ∈ L(U, Y ),
for some λ ∈ ρ(A), where R(λ, A) is the resolvent of A. Without loss of
generality, we can assume that λ = 0 and hence A−1B ∈ L(U ; Y ).

(c) There exists a parameter γ ∈ (0, 1) such that

‖GeAtBu‖Z ≤
C

tγ
‖u‖U (7)

for all 0 < t ≤ 1.
(d) G is a bounded linear operator from Y to Z another Hilbert space.

We first define the control-state operator Ls : L2([s, T ]; U) → C([s, T ]; [D(A∗)]′)
as

(Lsu)(t) ≡ A

∫ t

s

eA(t−τ)A−1Bu(τ)dτ. (8)

By Assumption (1)(b) this operator is linear and bounded within the topolo-
gies indicated above with the values in a dual space typically related to some
distributions. We also define the pointwise GLsT as

GLsT u ≡ (GLsu)(T ) (9)

from D(GLsT ) ⊂ L2([s, T ]; U) to Z. It is known (see Lasiecka, 2002, 2004)
that under Assumption (1)(b) we have H1

0 ([0, T ]; U) ⊂ D(LsT ). Therefore, the
operator LsT is densely defined and also closed (note that A−1LsT is bounded).
The operator LsT , describing terminal action of the control, plays a critical role
in the study of the Bolza problem. The first difficulty encountered is that this
operator is not bounded on the control space L2([s, T ]; U). Thus, the functional
cost J(u, y, s, ys) is not bounded. This feature is in sharp contrast with the
SECS theory for problems without final state penalization. The necessary and
sufficient condition, for the existence of a unique minimizer to the problem is
the condition that
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Assumption 2 The operator GLsT is closed from L2([s, T ]; U) → Z.

Remark 1 We note that Assumption (2) is always satisfied when G is invertible
Z → Y . On the other hand, it is known that the lack of closability leads to
counterexamples to the very existence of the optimal control (see Flandoli, 1984,
and Lasiecka & Triggiani, 2000).

2.2. Main result

In the theorem that follows, we formulate our result in regards to existence and
regularity of the optimal control and state.

Theorem 1 Under the set of conditions in Assumption (1) and Assumption
(2), we have that for any initial state ys ∈ Y there exists a unique optimal control
u0(t, s, ys) ∈ L2([s, T ]; U) and optimal trajectory y0(t, s, ys) ∈ C([s, T ]; [D(A⋆)]′)
such that J(u0, y0, s, ys) = minu∈L2([s,T ],U)J(u, y(u), s, ys). Moreover, the opti-
mal solutions satisfy
(a) The optimal control u0(t) is continuous on [s, T ) with values in U but has

a singularity of order γ at the terminal time. More specifically, we have

‖u0(t, s, ys)‖U ≤
C

(T − t)γ
, s ≤ t < T. (10)

(b) The observed optimal output Gy0(t) is continuous on [s, T ]. In particular,
we have

‖Gy0(t, s, ys)‖Z ≤ ‖ys‖Y , s ≤ t < T. (11)

The following Theorem provides a characterization of the Riccati operator P (t)
as a value function. The main result of this paper, formulated below, asserts that
the feedback operator is well defined on [0, T ) and exhibits controlled singularity
at the point t = T . This property allows one to prove well-posedness of the
Riccati equation and of the optimal synthesis.

Theorem 2 Under the assumptions of Theorem 1, we have
(a) With J(u0, y0, s, ys) ≡ minu∈L2([s,T ],U) J(u, y(u), s, ys) we have that there

exists a self-adjoint positive operator P (t) ∈ L(Y ) with t ∈ [0, T ) such that
〈P (t)x, x〉Y = J(u0, y0, s, x).

(b) (i) P (t) is continuous on [0, T ] and P (t) ∈ L(Y ; C([0, T ]; Y )).

(ii) The feedback operator B∗P (t) ∈ L(Y ; C([s, T ), U)) exhibits the singu-
larity

‖B∗P (t)x‖U ≤
C‖x‖Y

(T − t)γ
, 0 ≤ t < T. (12)

(c) The optimal control u0 is given by the feedback formula

u0(t, s; ys) = −B∗P (t)y0(t, s; ys), s ≤ t < T. (13)
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(d) P (t) satisfies the differential Riccati equation

〈Ptx, y〉Y + 〈P (t)x, Ay〉Y + 〈P (t)Ax, y〉Y = 〈B∗P (t)x, B∗P (t)y〉U . (14)

with for all t < T, x, y ∈ D(A), in addition to the condition

lim
t→T

P (t)x = G∗Gx ∀x ∈ Y. (15)

(e) The solution of the Riccati equation above is unique in the class of positive
and self-adjoint operators P (t) satisfying (12) with γ < 1

2 .

As an illustration of the abstract theory described above we shall present in Sec-
tion 8 an example of fluid-structure interaction with boundary controls, which
exhibits all the properties postulated by the theory. This particular model serves
as a prime example of hyperbolic-parabolic coupling, therefore not analytic, and
for which more standard SE estimate (3) fails. Yet, as shown later, the Revisited
Singular Estimate (RSE) (7) is satisfied, and hence the conclusions of Theorem 2
are applicable.

2.3. Discussion of the results

• The results above are known in the case when A generates an analytic
semigroup and A−γB ∈ L(U ; Y ), (see Lasiecka & Triggiani, 2000, and
Bensoussan, Da Prato, Delfour & Mitter, 2007, and references therein).
In such case, the standard singular estimate ‖eAtBu‖Y ≤ Ct−γ holds
by the virtue of analyticity and the theory of fractional powers of closed
operators. In fact, the singularity index exhibited is exactly the same.

• In the more general case of an arbitrary C0-semigroup and functional

cost (4) with G = 0 and time distributed observation
∫ T

0
‖Ry(t)‖2

Y dt, the
corresponding results of Theorems 1 and 2, under SE estimate (3) have
been proved in Avalos & Lasiecka (1996) – in the particular case of a
structural acoustic model. More general abstract treatment is given in
Lasiecka (2002, 2004) and Lasiecka & Triggiani (2004). In this case, there
is no singularity of the control and gain operator exhibited at the terminal
time. In fact, the control is continuous over the entire time of existence.

• Problems that include Bolza penalization are more delicate. This is due to
potential singularity of feedback control (see Lasiecka & Triggiani, 2000,
Flandoli, 1984, and Frankowska & Ochal, 2005), as manifested even in the
case of analytic dynamics (see Bensoussan, Da Prato, Delfour & Mitter,
2007, Lasiecka & Triggiani, 2000, and Flandoli, 1984). The first treatment
of Bolza problem with unbounded coefficients and within the non-analytic
setting has been presented in Lasiecka & Tuffaha (2008). Lasiecka &
Tuffaha (2008) provide full well-posedness theory for Riccati equations
along with feedback synthesis derived under the assumption of SE estimate
(3).
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In view of the above, the novel contribution of this article is the fact that
the system under consideration is not required to satisfy the singular estimate
(SE) but the (RSE), which is not only much weaker requirement, but also a
correct setup for important PDE applications - see Section 8. Mathematical
consequences of this relaxation of the assumption are substantial. The main
new issue encountered is that the state is no longer defined as a trajectory
in Y . In fact, the state y takes its values in an extended space only. This, in
turn, raises the issue of the correct definition of the optimal evolution. For the
latter it is essential that the state be invariant on some coherent space. This
is no longer true under weaker RSE hypotheses. As a consequence, a careful
definition of the evolution and transition property is necessary. For this, special
topological structures will be introduced. On the other hand, the relaxation
of the singular estimate is motivated by important applications, such as fluid-
structure interaction control systems with boundary force control (see Lasiecka
& Tuffaha, 2009). Indeed, in that case classical SE “fails by an ǫ”. This is due
to a loss of maximal parabolic regularity at the level of L∞ spaces. On the other
hand, one can show that the RSE does hold, and hence solve the problem. The
remainder of the paper is devoted to the proof of both theorems.

Remark 2 We note that further generalizations of SECS systems - without
terminal state Bolza penalization - became available and were considered in Ac-
quistapace, Bucci & Lasiecka (2005). These apply to models where the singular
estimate is satisfied only locally - for some components of the system. The re-
maining part of the system is required to satisfy certain Lp ”admissibility”. For
such class of control systems, it is shown in Acquistapace, Bucci & Lasiecka
(2005) that the gain operator B∗P (t) is densely defined only as an intrinsically
unbounded operator. This property suffices for the construction of a coherent
Riccati theory with an optimal feedback operator, which is consistent with the
Riccati gain operator. Applications of this theory to thermoelasticity and fluid-
structure interactions are given, respectively, in Acquistapace, Bucci & Lasiecka
(2005) and Bucci & Lasiecka (2009).

3. Existence, uniqueness and characterization of the opti-

mal control

The first step in our analysis is to establish the existence of a unique optimal
control in the space L2([0, T ]; U) to the problem defined in (5) and (4).

3.1. Preliminary results and definitions

In this section, we provide a functional analytic framework for studying the
problem and we collect a number of properties that are known already. With
operator Ls defined in (8), it is well known (see Lasiecka, 2002, 2004, and
Lasiecka & Triggiani, 2004) that the trajectory y due to the input u and initial
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condition ys is given by

y(t, s; y0) = eA(t−s)y0 + (Lsu)(t). (16)

In addition, due to the singular estimate assumption, the operator GLs is
bounded from Lp([s, T ]; U) → Lp([s, T ]; Z) for p > 1, which can be easily
established using Young’s inequality. We introduce the adjoint operators to
GLs : L2([s, T ]; U) → L2([s, T ]; Z) defined with respect to the L2 topology as

(GLs)
⋆f(t) =

∫ T

t

B⋆eA⋆(s−t)G⋆f(s)ds (17)

and bounded from L2([s, T ]; Z) to L2([s, T ]; U) uniformly with respect to s. The
adjoint of GLsT : D(GLst) ⊂ L2([s, T ]; U) → Z is given by

(L⋆
sT G⋆z)(t) = B⋆eA⋆(T−t)G⋆z (18)

from D(L⋆
sT G⋆) ⊂ Z to L2([s, T ]; u). Next, consider the composition GLsT

which is densely defined, since G is bounded and is closable by assumption (2)
and this enables us to define a new Hilbert space V ([s, T ]; U) as the closure of
D(GLsT ) when equipped with the inner product

〈u, v〉V ([s,T ];U) = 〈u, v〉L2([s,T ];U) + 〈GLsT u, GLsT v〉Z . (19)

Let [V ([s, T ]; U)]
′

be the dual of V ([s, T ]; U) with respect to the pivot space
L2([s, T ]; U). Therefore, we have the relation

V ([s, T ]; U) ⊂ L2([s, T ]; U) ⊂ [V ([s, T ]; U)]
′

, (20)

and the inequality

‖u‖[V ([s,T ];U)]′ ≤ ‖u‖L2([s,T ];U) ≤ ‖u‖V ([s,T ];U). (21)

3.2. Existence and uniqueness of the optimal control

To show the existence of a minimizer u in L2([s, T ]; U), it suffices to show that
J as a functional is weakly lower semi-continuous. For the latter, it suffices to
establish convexity and lower semi-continuity. That J is convex follows imme-
diately from the linearity of the operators L and GLsT as well as the convexity
of the square of the norm. As for lower semi-continuity, one only needs to show
that the terminal time penalization term ‖Gy(T )‖Z is lower semi-continuous in
u, since otherwise the quadratic cost is indeed continuous. This can be estab-
lished via Assumption (2) pertaining to the closability of GLsT , which is crucial
to guarantee existence of the optimal control. Here the argument is the same
as in Lasiecka & Triggiani (2000), and hence it will not be repeated.
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3.3. Characterization of the solution to the optimal control

Having introduced the space V ([s, T ]; U), we alter the problem to minimizing
the cost functional (4) over all u ∈ V ([s, T ]; U) instead of u ∈ L2([s, T ]; U). By
standard optimization theory, this new problem has a unique optimal solution
u0 since J(u, y, s, ys) is continuous, and strictly convex in u with respect to the
V norm. Since u0 ∈ V ([s, T ]; U) we have that GLsT u0 ∈ Z and LsT G∗GLstu

0 ∈
[V (s, T ); U)]′. This observation allows us to consider the optimization problem
on a smaller space V ([s, T ]; U), on which operator GLsT is bounded. Applying
the maximum principle to this “new” optimization problem (5) and (4) we
obtain the following expression for the optimal control (see Lasiecka & Triggiani,
2000, p. 27, for more details)

−u0(·, s; ys) = L⋆
sT G⋆G

(

eA(T−s)ys + LsT u0
)

= L⋆
sT G⋆Gy0(T ) ∈ [V ([s, T ]; U)]′. (22)

The explicit characterization of optimal control is given in the following Propo-
sition

Proposition 1 The unique solution u0(·, s, ys) ∈ V ([s, T ]; U) ⊂ L2([s, T ]; U)
minimizing the cost functional J(u, y, s, ys) defined in (4) admits the represen-
tation

−u0(t, s; ys) = Λ−1
sT

(

L⋆
sT G⋆GeA(T−s)ys

)

(23)

where ΛsT ≡ I + L⋆
sT G⋆GLsT . In addition, we have the estimate

‖u0(·, s, ys)‖V ([s,T ],U) ≤ C‖ys‖Y (24)

where the constant C can be made uniform in [s, T ] for s ∈ [0, T ].

Proof. This follows from (22) after we assert the needed invertibility of the
operator ΛsT , which is accomplished in the next Lemma.

Lemma 1 We have the following regularity properties pertaining to the opera-
tors GLsT , L⋆

sT G⋆ and ΛsT

(i) The operators GLsT and L⋆
sT G⋆ satisfy

‖GLsT ‖L(V ([s,T ];U);Z) = ‖L⋆
sT G⋆‖L(Z;[V ([s,T ];U)]′) ≤ 1.

(ii) The operator ΛsT = I + L⋆
sT G⋆GLsT is bounded from V ([s, T ]; U) onto

[V ([s, T ]; U)]
′

, and we have the estimate

‖ΛsT u‖[V ([s,T ];U)]′ ≤ C‖u‖V ([s,T ];U)

uniformly in 0 < s < T .
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(iii) The inverse operator Λ−1
sT exists and is bounded from [V ([s, T ]; U)]

′

to
V ([s, T ]; U). In particular, we have the estimate

‖Λ−1
sT u‖V ([s,T ];U) ≤ C‖u‖[V ([s,T ];U)]′ .

Proof. Part (i) and (ii) are immediate from the definition of the space V and
its corresponding norm, while part (iii) follows from the Lax-Milgram Theorem
since Λ is continuous and coercive with respect to the space V .

Now notice that L⋆
sT G⋆GeAT ys is an element of [V ([s, T ]; U)]

′

since for all φ ∈

V = D(GLsT ), we have

〈L⋆
sT G⋆GeAT ys, φ〉 = 〈GeAT ys, GLsT φ〉Z ,

which is well defined. Hence, the existence of the inverse of ΛsT from the dual
space of V to V , as stated in Lemma 1 part (iii), enables us to give sense to the
expression for the optimal control

−u0(t, s, ys) = Λ−1
sT

(

L⋆
sT G⋆GeA(T−s)ys

)

. (25)

We also note that by (19) we have

||u||2V ([s,T ];U) = ‖Λ
1/2
sT u‖2

L2((s,T );U). (26)

4. Regularity of the optimal solutions

In the following proposition, we establish continuity of the optimal control on
the interval [s, T ) with a possible singularity of order γ at the final time T . To
describe this behavior, we define a Banach space which is suitable for capturing
the singularities in optimal solutions (see Da Prato & Ichikawa, 1985).

Definition 1 We define the normed space Cγ([s, T ]; H) by

Cγ([s, T ]; H) = {f ∈ C([s, T ); H) : sup
t∈[s,T ]

(T − t)γ‖f(t)‖H < ∞}

equipped with the norm

‖f‖Cγ([s,T ];H) = sup
t∈[s,T ]

(T − t)γ‖f(t)‖H .

It is immediate to notice that (18) and the dual version of RSE imply

L∗
sT G∗ ∈ L(Z, Cγ([s, T ]; U)). (27)

The regularity of the optimal state y0 can be then inferred from the relation

y(t, s; y0) = eA(t−s)y0 + (Lsu)(t).

The next proposition contains the regularity properties of the optimal state and
control.
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Proposition 2 (a) The optimal control u0 satisfies the estimate

‖u0(·, s; y0)‖Cγ([s,T ];U) ≤ C‖y0‖Y ,

where C is independent of the initial time s.
(b) The optimal state is continuous in time and satisfies

‖y0(·, s, y0)‖C([s,T ];[D(A⋆)]′) ≤ C‖y0‖Y ,

where C is independent of the initial time s.
(c) The observed optimal state Gy0 satisfies the following continuity property

for any x ∈ Y :

lim
s→T

Gy0(T, s, x) = Gx (28)

and for γ ∈ [0, 1/2), we also have

lim
t→T

Gy0(t, s, x) → Gy0(T, s, x), s < t ≤ T. (29)

The remainder of this section is devoted to the proof of Proposition 2.

4.1. Preliminary results

We first recall the expression (22) for the optimal control

−u0 = L⋆
sT G⋆Gy0(T ) (30)

in order to prove the following regularity results

Lemma 2 (i) The optimal control u0 satisfies the estimate

‖u0(·, s; y0)‖L2([s,T ];U) ≤ ‖u0(·, s; y0)‖V ([s,T ];U) ≤ C‖y0‖Y

where C does not depend on s.
(ii) The observed optimal state at the final time T satisfies the estimate

‖Gy0(T, s; y0)‖Z ≤ C‖y0‖Y

where C does not depend on s.

Proof. (i) This follows immediately from relation (21) and application of
Lemma 1 part (iii) to the expression for the control in equation (25).

(ii) From (16) we have

Gy0(T ) = GeA(T−s)y0 + GLsT u0.

The first term indeed satisfies the inequality by the boundedness of G :
Y → Z and the basic properties of the semigroup eA(T−s). As for the
second term, this inequality follows by applying Lemma 1(i) as well as
part (i) of this lemma.



A Bolza optimal synthesis problem 1441

Lemma 3 With reference to the operators GLs and L⋆
sG

⋆, defined in (8) and
(17), respectively, with 0 < γ < 1, we have

(i) For r such that r+γ < 1, the operator GLs is continuous Cr([s, T ]; U) →
C([s, T ]; Z) and satisfies the estimate

‖GLsu‖C([s,T ];Z) ≤
CT,γ

1 − γ − r
‖u‖Cr([s,T ];U)

where the constant C is independent of s.
(ii) For r such that r+γ ≥ 1, the operator GLs is continuous from Cr([s, T ]; U)

→ Cr+γ−1+ǫ([s, T ]; Z) and satisfies the estimate

‖GLsu‖Cr+γ−1+ǫ([s,T ];Z) ≤ CT,γ‖u‖Cr([s,T ];U)

where C again is independent of s.
(iii) For 0 ≤ r < 1, the operator L⋆

sG
⋆ is continuous from Cr([s, T ]; Z) →

Cr+γ−1([s, T ]; U) and satisfies the estimate

‖L⋆
sG

⋆y‖Cr+γ−1([s,T ];U) ≤ CT,γ‖y‖Cr([s,T ];Z)

where the constant C is independent of s.

Proof. See Lasiecka & Triggiani (2000) p. 35-37 for the proof. The only dif-
ference is that the estimate in the first step comes from the singular estimate
(3) satisfied by the assumption on GLs and not from the analyticity of the
semigroup.

Lemma 4 The operator L⋆
sT G⋆Gy0(T ) — considered as an operator acting on

initial data y0 ∈ Y into [V ([s, T ], U)]′; see (22)— also satisfies

‖L⋆
sT G⋆Gy0(T )‖Cγ([s,T ];U) ≤ C‖y0‖Y

with C a constant independent of s.

Proof. We first write the explicit expression for the operator to obtain

‖L⋆
sT G⋆Gy0(T )‖Cγ([s,T ];U) = ‖B⋆eA⋆(T−·)G⋆Gy0(T )‖Cγ([s,T ];U).

Applying the singular estimate (7) in Assumption (1), we have

‖L⋆
sT G⋆Gy0(T )‖Cγ([s,T ];U) ≤ sup

t∈[s,T ]

(T − t)γ C

(T − t)γ
‖Gy0(T )‖Y ≤ C‖y0‖Y

where the last inequality follows from Lemma 2 part (ii) and thus C does not
depend on s.
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4.2. Proof of Proposition 2

Proof. (a) This follows, after some algebraic manipulations, from the expression
for the optimal control in equation (22) and Lemma 4.

(b) This follows immediately from (16) due to the fact that Ls : L2([s, T ]; U) →
C([s, T ]; [D(A⋆)]′).

(c) The continuity in (28) follows from the arguments that are identical to
Proposition 1.4.22, p. 29 in Lasiecka & Triggiani (2000). For the second
continuity property we consider 0 ≤ γ < 1

2 . From the optimal dynamics in
(16) we have

‖Gy0‖C([s,T ];Z) = ‖GeA(·−s)y0 + GLsu
0‖C([s,T ];Z).

The first term clearly satisfies the desired estimate. By applying Lemma 3(i)
with r = γ to the second term we conclude that Gy0 ∈ C([s, T ]; Z).

5. The optimal state and control as evolutions

One of the difficulties of the Bolza problem is the fact that the state (either final
or transient trajectory) does not have values in Y , but rather in a larger space
[D(A∗)]′. On the other hand, the notion of an evolution and the associated
transition property require some type of invariance of subsets of initial data. It
turns out that it is possible to establish such invariance for all transient times
up to the terminal time T . We begin with the definition of the “evolution”
operator. The issue here (related to the singular Bolza problem) is that a natural
definition Φ(t, s)x = y0(t, s; x), x ∈ Y, s < t runs into an immediate difficulty
due to the loss of invariance of the state space Y . Indeed, the state resides a
priori in [D(A∗)]′, which is larger than Y . In order to overcome the difficulty,
the evolution must be defined on properly calibrated spaces, which depend also
on evolution time. Indeed, we introduce a family of sets Hs parameterized with
respect to the parameter s ∈ [0, T ] and consisting of points located on backward
trajectories:

Hs ≡ span{eA(s−z)x, eA(s−z)Bw, Lzu(s) : z ≤ s, x∈Y, w∈U, u∈L2([z, s]; U)}.

We shall show that these subspaces describe the evolution Hs → Ht, when
s → t. Indeed, with the above notation we introduce the evolution operator.

Definition 2 Define an evolution on the trajectory of y by

Φ(t, s)x ≡ y0(t, s; x) ∈ C([s, T ]; [D(A⋆)]′)

where y0(s, s; x) = x ∈ Hs.

Our goal is to show that with the above definition and x ∈ Hs, we have
Φ(t, s; x) ∈ Ht. We will show that this evolution on the optimal trajectory
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indeed satisfies the transition properties of an evolution, and this allows for a
meaningful feedback characterization of the optimal control in terms of the op-
timal trajectory via the Riccati operator P (t) introduced in the next section.
We must first verify that the optimal control defines an evolution in the sense
of u0(t, s; x) = u0(t, z; y0(z, s; x)) for which it is necessary to give sense to the
optimal control u0 when the initial condition is a special element of [D(A⋆)]′.
Note that the optimal trajectory y0(t, s; x) is only an element of [D(A⋆)]′ even
when the initial condition x ∈ Y .

In fact, the existence of a unique optimal control u0 ∈ V ([s, t]; U) for the
functional (4) still holds when the initial condition ys ∈ Hs, since, as before, J
is weakly lower semi-continuous in u while the term GeA(T−s)ys belongs to Z by
the singular estimate assumption, so that J is always finite for u ∈ V ([s, T ]; U).
In the next proposition, we characterize the optimal control u0 ∈ V ([s, T ]; U) ⊂
L2([s, T ]; U)) for the special choices of initial data, which are outside the state
space but in Hs. We begin with initial data defined in the range of the operator
B. This is possible due to the validity of the RSE estimate (7).

Proposition 3 Given an initial state ys ∈ Range(B) ⊂ [D(A⋆)]′, there exists
a unique optimal control u0(t, s; ys) ∈ V ([s, T ]; U) ⊂ L2([s, T ]; U). Moreover,
the following singular estimate holds

‖u0(t, s; Bw)‖V ([s,T ];U) ≤ C
‖w‖U

(T − s)γ

for all w ∈ U .

Proof. By virtue of RSE (7), we have

‖GeA(T−s)Bw‖Z ≤ C
‖w‖U

(T − s)γ
(31)

and from Lemma 1

‖L∗
sT G∗GeA(T−s)Bw‖[V ([s,T ];U)]′ ≤ C

‖w‖U

(T − s)γ
.

Part (iii) of Lemma 1, along with the representation of the optimal control,
given by Proposition 1, lead to the desired inequality.

Our next step is to extend the action of optimal control to points lying on pieces
of trajectories with values in the extended dual space. The corresponding result
is formulated below.

Proposition 4 Let z ≤ s < t ≤ T , then
(a) For all w ∈ U , we have u0(·, s; eA(s−z)Bw) ∈ V ([s, T ]; U) and

‖u0(·, s; eA(s−z)Bw)‖V ([s,T ];U) ≤
‖w‖U

(T − z)γ
.
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(b) For all u ∈ L2([z, s]; U), we have u0(·, s; (Lzu)(s)) ∈ V ([s, T ]; U) and

‖u0(·, s; (Lzu)(s))‖V ([s,T ];U) ≤ C max{(T−s)1/2−γ , (T−s)1/2−γ}‖u‖L2([z,s];U).

Proof. Let ys ∈ Y denote the initial state corresponding to the process origi-
nating at time s. Appealing to the expression for the optimal control in (22)
and rewriting the expression for the corresponding optimal control u0(t, s; ys)
we have

(I + L⋆
sT G⋆GLsT )u0 = −L⋆

sT G⋆GeA(T−s)ys. (32)

Therefore, we have

u0 = −(I + L⋆
sT G⋆GLsT )−1L⋆

sT G⋆GeA(T−s)ys. (33)

By estimating the norm of u0, we get

‖u0‖V ([s,T ];U) ≤ ‖(I + L⋆
sT G⋆GLsT )−1L⋆

sT G⋆GeA(T−s)ys‖V ([s,T ];U)

≤ ‖L⋆
sT G⋆GeA(T−s)ys‖[V ([s,T ];U)]′ (34)

where we used the inequality (21) and the fact that I + L⋆
sT G⋆GLsT is an

isomorphism from the space V to the dual space V ′ (see Lemma 1). Since
L⋆

sT G⋆ is bounded when acting from the space Z to the space [V ([s, T ]; U)]′, we
have

‖u0‖L2([s,T ];U) ≤ ‖u0‖V ([s,T ];U) ≤ ‖GeA(T−s)ys‖Z . (35)

The above expression is a basis for the extension of the action of the optimal
control to points on trajectories defined by the membership in Hs. We need
to verify that the action of optimal control is well defined on the extended
trajectories. This verification is carried out first by regularizing the appropriate
elements so that they belong to Y and then passing to the limit via the density
argument. Since the regularization is a standard step in semigroup theory,
we focus on the crux of the matter which is proper extension. Setting ys =
eA(s−z)Bw and applying the singular estimate condition yields

‖u0‖L2([s,T ];U) ≤ ‖GeA(T−z)Bw‖Z

≤
C

(T − z)γ
‖w‖U . (36)

This verifies that u0 belong to V ([s, T ]; U) (note that z ≤ s < T ) when the
initial state is of the form ys = eA(s−z)Bw with w ∈ U . The first claim in
the Proposition is proved. For the second claim, we consider the initial state
ys = (Lzu)(s) for some u ∈ L2([z, s]; U) and z < s. Proceeding as before, we
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set ys = (Lzu)(s) in the inequality (35) to obtain

‖u0‖V ([s,T ];U) ≤

∫ s

z

‖GeA(T−s)eA(s−τ)Bu(τ)‖Z dτ

≤

∫ s

z

C

(T − τ)γ
‖u(τ)‖U dτ

≤ C max{(T − s)−γ+1/2, (T − z)−γ+1/2}‖u‖L2([z,s];U), (37)

where we used the singular estimate condition (7) as well as Hölder’s inequality
to arrive at the desired estimate.

As a corollary, we shall derive similar extension properties for the correspond-
ing optimal state. These will follow from Proposition 2 and Lemma 2. The key
to this argument is showing that Hs evolves into Ht when time s evolves into
t. Thus, subspaces Hs describe the evolution of the optimal process Hs → Ht

when s → t .

Corollary 1 Given initial state ys ∈ Hs and z ≤ s, we have the following
regularity properties pertaining to the optimal state
(a) The optimal state y0(·, s; ys) ∈ C([s, T ]; [D(A⋆)]′).
(b) The optimal state y0(t, s; ys) ∈ Ht for every s < t < T , ys ∈ Hs .
(c) The observed final optimal state Gy0(T, s; ys) ∈ Z.
(d) The optimal control u0(·, s; ys) ∈ Cγ([s, T ]; U).

Proof. (a) Since y0(t, s; ys) = eA(t−s)ys + Lsu
0(·, s; ys), the regularity of y0

immediately follows from the fact that Ls is bounded from L2([s, T ]; U) →
C([s, T ]; [D(A⋆)]′) and that u0 ∈ L2([s, T ]; U) by Proposition 4.

(b) Appealing once more to (16) and setting ys = aeA(s−z)Bw + beA(s−z)y +
c(Lzg)(s), for some w ∈ U , y ∈ Y , and g ∈ L2([z, s]; U), we can express the
optimal state as

y0(t, s, ys) = aeA(t−z)y + beA(t−s)eA(s−z)Bw + beA(t−s)

∫ s

z

eA(s−τ)Bg(τ) dτ

+ c

∫ t

s

eA(t−τ)Bu0(τ, s; ys) dτ

= aeA(t−z)y + beA(t−z)Bw + b

∫ s

z

eA(t−τ)Bg(τ) dτ

+ c

∫ t

s

eA(t−τ)Bu0(τ, s; ys) dτ.

= aeA(t−z)y + beA(t−z)Bw + c(Lzû)(t)

where

û ≡

{

bg(ξ), ξ ∈ (z, s)
cu0(ξ, s, ys), ξ ∈ (s, t)

.
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By Proposition 4, we have û ∈ L2([z, t]; U). Hence, y0(t, s; ys) ∈ Ht when
ys ∈ Hs as claimed.

(c) The observed final state is given by

Gy0([T, s]; ys) = GeA(T−s)ys + GLsT u0(·, s; ys).

The second term is indeed in Z, since u0 belongs to the space V ([s, T ]; U)
by Proposition 4 while GLsT : V ([s, T ]; U) → Z is bounded. As for the
first term, we will consider two cases separately. The first case is ys =
eA(s−z)Bw, in which case we have

‖GeA(T−s)ys‖Z ≤
C

(T − z)γ
‖w‖U ,

where we used the estimate as in (36). This confirms Gy0(T ) ∈ Z for he first
case. As for the second case, in which we have ys =

∫ s

z eA(s−τ)Bg(τ) dτ , we

similarly estimate the term GeA(T−s)ys to get

‖GeA(T−s)ys‖Z ≤ CT ‖g(·)‖L2([z,s];U)

where we again used the same estimate as in (37). Hence, Gy0(T, s; ys) ∈ Z.
(d) Recalling the expression for the optimal control in (22), we have

‖u0‖Cγ([s,T ];U) = ‖L⋆
sT G⋆Gy0(T )‖Cγ([s,T ];U)

≤ ‖B⋆eA⋆(T−·)G⋆Gy0(T )‖Cγ([s,T ];U)

≤ ‖B⋆eA⋆(T−·)G⋆Gy0(T )‖Cγ([s,T ];U)

≤ sup
t∈[s,T ]

(T − t)γ C

(T − t)γ
‖Gy0(T, s; ys)‖Z

≤ C‖Gy0(T, s; ys)‖Z

where we again used the singular estimate assumption. By part (iii) of this
Lemma, we indeed have Gy0(T ; s; ys)∈Z given ys ∈H , while u0 is indeed
continuous on [s, T ) by the membership of B⋆eA⋆(T−t)G⋆ in Cγ([s, T ], U).

We are now ready to investigate the evolution property of both the optimal
control and the optimal trajectory. The following Lemma is critical.

Proposition 5 For s fixed, and initial state x = xs ∈ Hs ⊂ [D(A⋆)]′, the
optimal pair satisfy certain transition properties pointwise. In particular,
(a) The optimal control u0 defines an evolution

u0(t, τ ; Φ(τ, s, x)) = u0(t, s; x), in V ([s, t]; U) (38)

for all 0 ≤ s ≤ τ ≤ t < T .
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(b) The operator Φ(t, s) given in Definition (2) indeed satisfies the evolution
property

Φ(t, s) = Φ(t, τ)Φ(τ, s)x, in Ht

for all 0 ≤ s ≤ τ ≤ t < T .
(c) The observed optimal trajectory GΦ(t, s) also satisfies the evolution property

GΦ(T, s)x = GΦ(T, τ)Φ(τ, s)x, in Z

for all 0 ≤ s ≤ τ < T .

Proof. (a) By Lemma 4, the optimal control u0(t, s; x), corresponding to the
initial state x ∈ Hs exists and the corresponding optimal state trajectory
also takes values in the space Ht by Corollary 1. Therefore, one can make
sense of the expression u0(t, z, y0(z, s; x)), which signifies the optimal con-
trol minimizing the functional J over the interval [z, T ] given an initial
state y0(z, s; x). The optimal control does indeed satisfy the evolution prop-
erty almost everywhere in τ and t i.e. u0(t, s; x) = u0(t, z, y0(z, s; x)) with
y0(s, s; x) = x as a result of the Bellman optimality principle (see Proposi-
tion 1.4.3.1 in Lasiecka & Triggiani, 2000). The result can be boosted to a
pointwise result on [s, T ) via the continuity of the optimal control on [s, T )
established in Proposition 2(a).

(b) The evolution property of the optimal solution y0 ∈ C([0, T ]; H ⊂ [D(A⋆)]′)
can then be demonstrated via the optimal dynamics in (16). In particular,
we have for all T > t > z > s

Φ(t, z)Φ(z, s)x = eA(t−z)Φ(z, s)x +

∫ t

z

eA(t−τ)Bu0(τ, z, Φ(z, s, x)) dτ

= eA(t−z)

(

eA(z−s)x +

∫ z

s

eA(z−τ)Bu0(τ, s, x) dτ

)

+

∫ t

z

eA(t−τ)Bu(τ, z, Φ(z, s, x)) dτ

= eA(t−s)x +

∫ z

s

eA(t−τ)Bu0(τ, s, x) dτ

+

∫ t

z

eA(t−τ)Bu0(τ, s, x) dτ

where we used the evolution property of the optimal control u. Therefore,

Φ(t, z)Φ(z, s)x = eA(t−s)x +

∫ t

s

eA(t−τ)Bu0(τ, s, x) dτ = Φ(t, s)x.

This establishes that Φ(t, z)Φ(z, s)x = Φ(t, s)x for s ≤ z ≤ t < T .
(c) The result follows from part (a) and the fact that GLsT ∈ L(V ([s, T ]; U) →

Z), and u0 ∈ V ([s, T ]; U) (see the detailed argument in Proposition 1.4.3.1
in Lasiecka & Triggiani, 2000).
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6. The Riccati operator and a feedback characterization

of the optimal control

We define the Riccati operator P (t) in terms of the optimal state evolution
operator Φ(t, s) as

Definition 3

P (t)x = eA⋆(T−t)G⋆GΦ(T, t)x (39)

a linear operator from Y to L∞([0, T ]; Y ).

The two propositions stated below provide more information about P (t) and its
connection with the optimization problem.

Proposition 6 (a) The Riccati operator P (t) ∈ L(Y, L∞([0, T ]; Y )).
(b) The optimal control is given by the feedback formula

u0(t, s; x) = −B⋆P (t)y0(t, s; x).

(c) The feedback operator B⋆P (t) satisfies for all 0 ≤ t < T the singular esti-
mate

‖B⋆P (t)x‖U ≤
C

(T − t)γ
‖x‖Y for all x in Y.

(d) The feedback operator B⋆P (t) satisfies the singular estimate

‖B⋆P (t)x‖U ≤
C

(T − t)γ
‖GΦ(T, t)x‖Z < ∞, 0 ≤ t < T, x ∈ Ht.

Proposition 7 (a) The Riccati operator satisfies for all 0 ≤ t < T the iden-
tity

〈P (t)x, y〉Y = 〈GΦ(T, t)x, GΦ(T, t)y〉Z

+

∫ T

t

〈B⋆P (τ)Φ(τ, t)x, B⋆P (τ)Φ(τ, t)y〉U dτ. (40)

(b) As a consequence of the identity above, we have P (t) = P ⋆(t) ≥ 0.
(c) The minimum value for the cost functional J defined in (4) on the interval

[t, T ] with initial value y0 ∈ Y and initial time t is

J0(u0, y0, t, y0) =

∫ T

t

‖B⋆P (τ)Φ(τ, t)y0‖
2
U dτ + ‖GΦ(T, t)y0‖

2
Z

= 〈P (t)y0, y0〉Y . (41)
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6.1. Proof of Proposition 6

Proof. (a) Estimating the Y norm of the Riccati operator P (t)x for any x ∈ Y ,
we have

‖P (t)x‖Y ≤ ‖eA⋆(T−t)G⋆GΦ(T, t)x‖Y

≤ CT ‖Gy0(T, t, x)‖Z .

We next apply the estimate in Lemma 2(ii) and take the supremum over all
t of the left hand side to get the desired result.

(b) This follows directly from equation (22), the expression for the operator
P (t), given in Definition (3), and the evolution property of the optimal
solution, y0 established in Proposition 5.

(c) Estimating the norm of the feedback operator B⋆P at a given x ∈ Y we
have

‖B⋆P (t)x‖Y ≤ ‖B⋆eA⋆(T−t)G⋆GΦ(T, t)x‖Y .

We now apply the singular estimate in (7) of assumption (1), to obtain

‖B⋆P (t)x‖Y ≤
C

(T − t)γ
‖Gy(T, t, x)‖Z .

Application of Lemma 2(ii) to the second term produces the desired esti-
mate.

(d) Proceeding in the same way as in part (c), we obtain the desired estimate.
By Corollary 1(c), Gy0(T, t, x) is indeed in the space Z for x ∈ Ht.

6.2. Proof of Proposition 7

Proof. (a) By Definition (3) we have

〈P (t)x, y〉Y = 〈G⋆GΦ(T, t)x, eA(T−t)y〉Y , x, y ∈ Y.

We next use the expression for the state trajectory in terms of the control in
(16) and in turn express the optimal control u0 as in part (b) of Proposition
6 in terms of the operator P (t). By switching integrals, and noting the
definition for P (z), we arrive at the desired expression, which is known as
the integral form of the Riccati equation.

(b) From (a), we have 〈P (t)x, y〉 = 〈x, P (t)y〉, for all x, y ∈ Y . Therefore, P (t)
is self-adjoint. Also, from (a), it is easy to see that 〈P (t)x, x〉 ≥ 0.

(c) Using the expression for J in (4) and the expression in part (a) we have

J0(u0, y0, t, y0) =

∫ T

t

‖B⋆P (τ)Φ(τ, t)y0‖
2
U dτ + ‖GΦ(T, t)y0‖

2
Z

= 〈P (t)y0, y0〉Y

as claimed.
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7. The Riccati equation

In this section, we demonstrate that the operator P indeed satisfies the Riccati
equation. To show this, the main issue is to establish weak differentiability of
P (t). While such property is relatively straightforward in the case of dynamics
governed by analytic semigroups (see Lasiecka & Triggiani, 2000, and Bensous-
san, Da Prato, Delfour and Mitter, 2007), the issue is much more subtle in the
non-analytic case. The main difficulty to contend with is differentiability of the
evolution Φ(t, s) with respect to both t and s, where the obstacle comes from
differentiability with respect to the second variable s. With the above defini-
tions we are ready to state the main results of this section, which are central
for the derivation of the Riccati equation.

Proposition 8 (a) For every x ∈ Y and w ∈ U we have

GΦ(T, s)x = (I + GLsT L⋆
sT G⋆)−1GeA(T−s)x,

and

GΦ(T, s)Bw = (I + GLsT L⋆
sT G⋆)−1GeA(T−s)Bw.

(b) For every w ∈ U , we have

‖GΦ(T, s)Bw‖Z ≤
C

(T − s)γ
‖w‖U .

(c) For any x ∈ D(A) and s < T :

∂

∂s
GΦ(T, s)x = −GΦ(T, s)(Ax − BB∗P (s)x) ∈ Z.

Theorem 3 The operator P (t) satisfies the differential Riccati equation

〈Ṗ (t)x, y〉Y = −〈P (t)x, Ay〉Y − 〈P (t)Ax, y〉Y + 〈B⋆P (t)x, B⋆P (t)y〉U (42)

and the condition

P (T )x = G⋆Gx

for all 0 ≤ t < T and x, y ∈ D(A).
Before giving the proofs of Proposition 8 and Theorem 3, we shall need the

following preliminary definition and Lemma.

Definition 4 Define a new Hilbert Space X to be the closure of D(L∗
sT G∗) in Z

equipped with the inner product 〈x, y〉X = 〈x, y〉Z +〈L∗
sT G∗x, L∗

sT G∗y〉L2([s,T ];U).
Completeness follows immediately from closedness of L∗

sT G∗.

Lemma 5 The operator I + GLsT L⋆
sT G⋆ is an isomorphism X → X ′ and has

a bounded inverse.
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Proof. Let f ∈ X , we then have

‖(I + GLsT L⋆
sT G⋆)f‖X′ ≤ ‖(I + GLsT L⋆

sT G⋆)f‖Z = ‖f‖X ,

where we used the inclusion X ⊂ Z ⊂ X ′ and the definition of the norm in
the space X . The invertibility of this operator follows from the Lax-Milgram
theorem.

7.1. Proof of Proposition 8

Proof. (a) Fix x ∈ Y and consider the expression for the action of the opti-
mal evolution on x obtained using optimal dynamics (16) as well as the
expression for optimal control from Proposition 6(b)

GΦ(T, s)x = GeA(T−s)x −

∫ T

s

GeA(T−z)BB⋆P (z)Φ(z, s)xdz

= GeA(T−s)x −

∫ T

s

GeA(T−z)BB⋆eA⋆(T−z)G⋆GΦ(T, s)xdz

= GeA(T−s)x − GLsT L⋆
sT G⋆GΦ(T, s)x

where we also used the evolution property. Thus, for s < T

GΦ(T, s)x =
(

I + GLsT L⋆
sT G⋆

)−1
GeA(T−s)x. (43)

Now, by Lemma 5, we have that (I +GLsT L⋆
sT G⋆)−1 exists and is bounded

on Z. In addition, we can extend the action of the optimal evolution to
elements in x ∈ Hs of the form x = Bw such that w ∈ U . Indeed, given
w ∈ U we have that GeA(T−s)Bw ∈ Z via the singular estimate assumption,
and thus the expression GΦ(T, s)Bw is a well defined element of Z. So,

GΦ(T, s)Bw = (I + GLsT L⋆
sT G⋆)−1GeA(T−s)Bw, s < T.

(b) We estimate the term GΦ(T, s)Bw using the expression obtained in the
preceding part as

‖GΦ(T, s)Bw‖Z ≤ ‖GΦ(T, s)Bw‖X

≤ ‖(I + GLsT L⋆
sT G⋆)−1GeA(T−s)Bw‖X

≤ ‖GeA(T−s)Bw‖X′

≤ ‖GeA(T−s)Bw‖Z

≤
C

(T − s)γ
‖w‖U

where we used the fact that (I +GLsT L⋆
sT G⋆)−1 exists and is bounded from

X ′ → X by Lemma 5 as well as the singular estimate assumption (7).
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(c) Let x ∈ D(A), s < T , then taking the derivative with respect to s of
GΦ(T, s)x we have

∂

∂s
GΦ(T, s)x =

= −GAeA(T−s)x + GeA(T−s)BB⋆P (s)x − GLsT L⋆
sT G⋆ ∂

∂s
GΦ(T, s)x.

The above expression is arrived at by using representation (43) and finite
difference quotients approximating the respective derivatives. This proce-
dure is carried out with full details in Aquistapace, Bucci & Lasiecka (2005).
The same arguments apply to the present context.
Rearranging the equation we get

(

I + GLsT L⋆
sT G⋆

)

∂

∂s
GΦ(T, s)x = −GeA(T−s)(A − BB⋆P (s))x.

The operator (I+GLsT L⋆
sT G⋆) is bounded from X = D(L⋆

sT G⋆) ⊂ Z to X ′,
and, moreover, has a bounded inverse from X ′ to X by Lemma 5. Hence,

∂

∂s
GΦ(T, s)x = −

(

I + GLsT L⋆
sT G⋆

)−1
GeA(T−s)(A − BB⋆P (s))x. (44)

Since x ∈ D(A) and G is bounded, the term GeA(T−s)Ax belongs to the
space Z ⊂ X ′, while GeA(T−s)BB⋆P (s)x satisfies the estimate

‖GeA(T−s)BB⋆P (s)x‖Z ≤
C

(T − s)γ
‖B⋆P (s)x‖U

≤
C

(T − s)2γ
‖x‖Y ,

which implies GeA(T−s)BB⋆P (s)x ∈ Z ⊂ X ′. Therefore, we conclude that
∂
∂sGΦ(T, s)x ∈ X ⊂ Z. Moreover, by the previous part of this lemma, we
have

(I + GLsT L⋆
sT G⋆)−1GeA(T−s)BB⋆P (s)x = GΦ(T, s)BB⋆P (s)x

and

(I + GLsT L⋆
sT G⋆)−1GeA(T−s)Ax = GΦ(T, s)Ax.

In conclusion, we rewrite (44) to get

∂

∂s
GΦ(T, s)x = −GΦ(T, s)(A − BB⋆P (s))x

for all x ∈ D(A) and s < T as desired.
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7.2. Derivation of the Riccati equation and proof of Theorem 3

Proof. Given t < T and x, y ∈ D(A) we have

〈P (t)x, y〉Y = 〈A⋆−1eA⋆(T−t)G⋆GΦ(T, t)x, Ay〉Y .

We next differentiate P with respect to t using the results in Proposition 8 (b)
and (c) to get

〈Ṗ (t)x, y〉Y = −〈eA⋆(T−t)G⋆GΦ(T, t)x, Ay〉Y

+ 〈A⋆−1eA⋆(T−t)G⋆ ∂

∂t
GΦ(T, t)x, Ay〉Y

= −〈P (t)x, Ay〉Y − 〈A⋆−1eA⋆(T−t)G⋆GΦ(T, t)Ap(t)x, Ay〉Y ,

where for x ∈ D(A) we define Ap(t)x ≡ Ax − BB∗P (t)x. Since x ∈ D(A) by
Proposition 6 (c), we infer that Ap(t)x ∈ Ht.

Note that 〈P (t)x, Ay〉Y is also defined by boundedness of P (t) on Y for
fixed t by Proposition 6(a), and

〈eA⋆(T−t)G⋆GΦ(T, t)Ap(t)x, y〉Y = 〈GΦ(T, t)Ap(t)x, GeA(T−t)y〉Z ,

which is well defined since GΦ(T, t)Ap(t)x ∈ Z by Proposition 8 (c). This

establishes that Ṗ (t) is a well defined operator acting from D(A) → [D(A)]
′

.
We proceed with derivation to obtain

〈Ṗ (t)x, y〉Y = −〈P (t)x, Ay〉Y − 〈P (t)Ax, y〉Y + 〈B⋆P (t)x, B⋆P (t)y〉U

where the right hand side is well defined for all x, y ∈ D(A) and t < T .

7.3. The limit of P (t) as t goes to T

Proposition 9 The Riccati operator P (t) satisfies

lim
t→T

P (t)x = G⋆Gx.

Proof. From the definition of P (t), we must show

lim
t→T

‖eA⋆(T−t)G⋆Gy0(T, t, x) − G⋆Gx‖Y → 0.

Rewriting the expression via (16) as

‖eA⋆(T−t)G⋆GeA(T−t)x + eA⋆(T−t)G⋆GLtT u0(·, t, x) − G⋆Gx‖Y

≤ ‖eA⋆(T−t)G⋆GLtT u0(·, t, x)‖Y + ‖eA⋆(T−t)G⋆GeA(T−t)x − G⋆Gx‖Y
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we see that the second term goes to 0 as t → T by the strong continuity of the
semigroup and boundedness of G. The main task is to show

lim
t→T

‖u(·, t, y0)‖V ([t,T ];U) = 0

and then appeal to the boundedness of GLtT : V → Z. The argument is
identical to that given in the proof of Proposition 1.4.2.2 in Lasiecka & Triggiani
(2000).

In the case when γ < 1/2, uniqueness of solutions to Riccati equations can
be shown by the same argument as in Lasiecka & Triggiani (2000). However,
uniqueness when γ ≥ 1/2 is an open question.

8. An optimal boundary control problem

of a fluid-structure interaction system

As an example illustrating the abstract theory presented in this paper we con-
sider a model of fluid-structure interaction with control action implemented
on the boundary, or more precisely on the interface between the fluid and the
structure. This particular model exhibits a parabolic-hyperbolic interaction of
dynamics, and as such it is not driven by an analytic semigroup.

The physical model under consideration has been extensively treated in the
literature (see Du, Gunzburger, Hou & Lee, 2003; Moubachir & Zolesio, 2006;
Barbu, Grujic, Lasiecka & Tuffaha, 2007, and Lions, 1969) and it describes
the elastic motion of a solid fully immersed in a viscous incompressible fluid.
The mathematical model consists of a linearized Navier-Stokes equation defined
on an open domain Ωf , coupled with an elastic equation defined on another
domain Ωs, with boundary conditions matching velocities and normal stresses
on the boundary Γs, which separates the two open domains Ωf and Ωs. It will
be assumed that the solid is subject to small but rapid oscillations (see Du,
Gunzburger, Hou & Lee, 2003).

Let Ω ∈ R
3 be a bounded domain with an interior region Ωs and an exterior

region Ωf . The boundary Γf is the outer boundary of the domain Ω while Γs

is the boundary of the region Ωs, which also borders the exterior region Ωf

and where the interaction of the two systems takes place. Let u be a function
defined on Ωf , representing the velocity of the fluid while the scalar function
p represents the pressure. Additionally, let w and wt be the displacement and
the velocity functions of the solid Ωs. We also denote by ν the unit outward
normal vector with respect to the domain Ωs. The boundary-interface control is
represented by g ∈ L2([0, T ]; L2(Γs)) and is active on the boundary Γs. We work
under the assumption of small but rapid oscillations of the solid body, hence
the interface Γs is assumed static; see Du, Gunzburger, Hou & Lee (2003),
Moubachir & Zolesio (2006), and Barbu, Grujic, Lasiecka & Tuffaha (2007) for
more modeling details.
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Given a control g ∈ L2([0, T ]; L2(Γs)), the functions (u, w, wt, p) satisfy the
system















































ut − div ǫ(u) + Lu + ∇p = 0 in Qf ≡ Ωf × [0, T ]
div u = 0 in Qf ≡ Ωf × [0, T ]

wtt − div σ(w) = 0 in Qs ≡ Ωs × [0, T ]
u(0, ·) = u0 in Ωf

w(0, ·) = w0, wt(0, ·) = w1 in Ωs

wt = u on Σs ≡ Γs × [0, T ]
u = 0 on Σf ≡ Γf × [0, T ]

σ(w) · ν = ǫ(u) · ν − pν − g on Σs ≡ Γs × [0, T ].

(45)

The elastic stress tensor σ and the strain tensor ǫ, respectively, are given by

σij(u) = λ

k=3
∑

k=1

ǫkk(u)δij + 2µǫij(u) and ǫij(u) =
1

2

(

∂ui

∂xj
+

∂uj

∂xi

)

.

where λ > 0 and µ > 0 are the Lamé constants. The term Lu is a linearization
of the convective term in Navier-Stokes (u · ∇)u and is defined as

u(x, t) → (Lu)(x, t) = (∇v(x)) · u + (v · ∇)u. (46)

where v is a time independent smooth vector function ∈ [C∞(Ωf )]n with the
property div v = 0.

The control problem to be considered is of Bolza type. In particular, we
wish to minimize the following functional

J(u, g) =

∫ T

0

||g(t)||2L2(Γs) ds + ||u(T, ·)||2L2(Ωf ), (47)

over all g ∈ L2([0, T ]; Γs).
Throughout the paper, we denote the energy space for the system by

Y ≡ H × H1(Ωs) × L2(Ωs)

where

H ≡ {u ∈ L2(Ωf ) : div u = 0, u · ν|Γf
= 0}.

The control space U coincides with L2(Γs). With the above notation, the ob-
servation operator G : Y → H becomes G(u, w, v) ≡ (u, 0, 0), so Z ≡ H and
G ∈ L(Y, Z).

In order to be able to apply the result of our main Theorem 2 we represent
the solution to (45) as an abstract equation of the form

yt = Ay + Bg, y0 ∈ Y (48)
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where

A =





A− L ANσ() · ν 0
0 0 I
0 div σ(·) 0



 , B =





AN
0
0



 . (49)

Here A : V ≡ {v ∈ H ∩ H1(Ωf ), u|Γf
= 0} → V ′ is defined by

(Au, φ) = −(ǫ(u), ǫ(φ)), ∀φ ∈ V. (50)

The operator A can be also considered as an unbounded operator from H into
itself with D(A) = {u ∈ V ∩ H2(Ωf )}. It is well known (see Temam, 1975,
1977) that A generates an analytic semigroup on H . The same remains true for
A− L, since L is a relatively bounded perturbation.

In addition, the Neumann map N : L2(Γs) → H is defined by

Ng = h ⇐⇒ {(ǫ(h), ǫ(φ)) = 〈g, φ〉, ∀φ ∈ V }. (51)

It follows from the Lax-Milgram Theorem that the map A ∈ L(V → V ′) and
the map N enjoys the property

N ∈ L(H−1/2(Γs) → V ⊂ H1(Ωf )). (52)

It was shown in Barbu, Grujic, Lasiecka & Tuffaha (2007) that the operator A
given by (49) and defined on D(A) ⊂ H → H with

D(A) = {y ∈ H : u ∈ V, A(u + Nσ(w) · ν) − Lu ∈ H ; z ∈ H1(Ωs),

div σ(w) ∈ L2(Ωs); z|Γs = u|Γs
}

indeed generates a strongly continuous semigroup eAt on Y . However, this semi-
group resulting from hyperbolic-parabolic coupling is not analytic. For initial
conditions, which are more regular (in the domain of the generator) the corre-
sponding solutions enjoy additional smoothness properties as shown in Barbu,
Grujic, Lasiecka & Tuffaha (2008), and Kukavica, Tuffaha, & Ziane (2009).

In verifying the validity of conditions assumed in Assumption (1) we note
that the property (d) in Assumption (1) is straightforward. This simply follows
from the fact that G acts as the projection operator on the first component on
the vector (u, w, v) along with the fact that A is invertible on Y . At this point
we note that the control operator is not bounded since AN = A1/4+ǫA3/4−ǫN
and only A3/4−ǫN ∈ L(U, H). However, the third condition (c) in Assumption
(1) is valid on the strength of Proposition 4.4 in Lasiecka & Tuffaha (2009).

The main technical issue is the validity of the RSE Estimate (7), which is
verified by exploiting the parabolic-hyperbolic interaction in the system. The
smoothing effect resulting from parabolicity of eAt is propagated through the
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hyperbolic part of the dynamics and leads to the singular estimate. This follows
from Theorem 5.1 in Lasiecka & Tuffaha (2009), which states that

||eAtBg||H−α
≤

C

t1/4+ǫ
||g||L2(Γs), 0 < t ≤ 1, (53)

where H−α = L2(Ωf )×H1−α(Ωs)×H−α(Ωs) and α can be taken an arbitrary
small positive constant.

In order to infer (RSE) estimate (7) it suffices to consider the projection of
the estimate (53) onto the first component. This leads to the estimate

||GeAtBg||L2(Ω) ≤
C

t1/4+ǫ
||g||L2(Γs), 0 < t ≤ 1, (54)

which is equivalent to (7). Thus, all parts of Assumption (1) and Assumption
(2) have been verified with γ = 1/4+ǫ. Thus, the results claimed by Theorem 1,
Theorem 2 are applicable to the model presented above.

Remark 3 The proof of (53) given in Lasiecka & Tuffaha (2009), is a tech-
nical PDE based proof. It relies on three main ingredients: (i) sharp trace
regularity of solutions to the wave equation (see Lasiecka, Lions & Triggiani,
1986), (ii)‘hidden regularity’ of normal stresses corresponding to solutions of
fluid-structure interaction (see Barbu, Grujic, Lasiecka & Tuffaha, 2007) and
(iii) maximal boundary parabolic regularity exhibited by analytic semigroups
(see Lasiecka, 1980, and Bensoussan, Da Prato, Delfour & Mitter, 2007).

Remark 4 We notice that due to the fact that the estimate (53) requires α > 0,
the original version of Singular Estimate (3) does not hold. Thus, the relaxation
of the Singular Estimate assumption (SE) to the Revisited Singular Estimate
(RSE) in (7) is essential for solving the optimal feedback control problem asso-
ciated with this fluid-structure interaction.

Remark 5 The estimate (53) in fact implies that Theorems (1) and (2) are
also applicable to this model when the objective functional J is of the general
form

J(u, g) =
∫ T

0

||g(t)||2L2(Γs) ds + ||u(T, ·)||2L2(Ωf ) + ||w(T, ·)||2H1−α(Ωs) + ||wt(T, ·)||2H−α(Ωs),

(55)

where α is any strictly positive constant.
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