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Abstract: The so-calledlinguistic summaries of databasesare the
semi-natural language sentences that enable distilling the most relevant
information from large numbers of tuples, and present it in the human
consistent forms. Recently, the methods of constructing and evaluating lin-
guistic summaries have been based on Zadeh’s fuzzy sets, which represent
uncertain data. The main aim of the paper is to enhance and generalize the
Yager’s approach to linguistic summarization of data. Thisenhancement is
based on interval-valued fuzzy sets. The newly presented methods enable
handling fuzzy concepts, whose membership degrees are not given by real
values explicitly, but are approximated by intervals in[0, 1]. From now
on, the Yager’s approach can be viewed as a special case of themethod
presented in this paper. Finally, illustrative examples are presented.
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1. Introduction

1.1. Motivation

The amount of data, stored and processed electronically, isgrowing exponentially.
People’s natural capabilities to grasp all information which is necessary to manage
and control various processes (business, scientific, medical, etc.) are naturally limited,
therefore the need for computational support is well visible. In particular, tools which
enable extracting information and knowledge from large number of figures, as well
as of presenting the extracted data in natural languages canbe very helpful. In this
study, we intend to focus onlinguistic summarization of databasesaccording to the
Yager’s approach (Yager, 1982; Yager, Ford, and Canas, 1990, 1991) in which knowl-
edge obtained from a database is presented in the sample formof MANY YOUNG girls
are VERY TALL , whereMANY , YOUNG, and VERY TALL are linguistic expressions
handled by fuzzy sets (Zadeh, 1965, 1975, 1983).
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The main motivation for extending this approach by the use ofinterval-valued fuzzy
sets is that memberships of properties/phenomena/facts may not be expressible in terms
of real values, as in Zadeh’s membership functions. Fuzzy sets appear insufficient when
determining the terms objective meanings in summaries is the necessary condition to
provide a relevant linguistic description of numeric data.Membership functions for
these terms should be constructed on the basis of at least a few experts’ knowledge.
Even if done so, final membership levels used in summaries areusually the average
(arithmetic or weighted) or the median of levels given by experts. Naturally, this causes
the loss of differences which appear when experts propose memberships according to
their knowledge. Therefore, the use of interval-valued fuzzy sets and of their interval-
valued membership functions is expected to provide better and more natural handling of
experts’ propositions for membership levels. Thus, the article presents the methods for
obtainingInterval-Valued Linguistic Summaries of Databaseswhich are an extension
of the Yager’s linguistic summaries, and include them as a special case. Some basic
ideas for interval-valued linguistic summaries of databases have already been given in
Niewiadomski (2005a, d).

1.2. Linguistic summarization of data

Summarizing datais the process which allows to grasp and shortly describe global
tendencies appearing in a set of stored data without doing manual ”record-by-record”
analysis. Summarization is defined by Mani and Maybury (1999) as

Summarization is the process of distilling the most important information
from a source (or sources) to produce an abridged version fora particular
user (or users) and task (or tasks)

Linguistic information and knowledge can be obtained from databases via many dif-
ferent algorithms, computational methods, and under many assumptions. This is the
subject of wider considerations about fuzziness and its connections with human per-
ceptions and natural language. The various points of view are presented by Bosc and
Pivert (1992), Bosc et al. (2002), Raschia and Mouaddib (2002), Rasmussen and Yager
(1997, 1999), and by Srikanth and Agrawal (1996). However, they are all based on the
assumptions and – in general – on philosophy which differs from the basic ideas given
by Yager (1982).

It can be easily noticed that automated generation of sentences containing crisp
qualifications does not seem to be a problem for statistical methods. The summariza-
tion via statistical tools may apply means, medians, standard deviations, and other well
known indices. However, such a manner of interpreting data is understandable and
practicable for rather small and specialized group of people, such as analysts, man-
agers, etc. According to Yager, Ford and Canas (1990):

... summarization would be especially practicable if it could provide us
with summaries that are not as terse as the mean, as well as treating the
summarization of non-numeric data

Naturally, people express information in natural language. Hence, the main assumption
for user friendly summarization is to give results formulated linguistically, not numeri-
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cally. Therefore, the effects in the form ofMany people have bought cheap cars in last
yearsrather thanBetween 1998 and 2004 3.8% of customers have bought a car of the
average price of 10,376.99 Euroare expected, not only by an average user, but also by
qualified personnel frequently needing approximated and compact information, instead
of detailed figures and thousands of raw tuples.

Thus, fuzzy sets, which provide computational support and semantics for linguis-
tic summaries of databases, are employed in modeling the linguistic terms describ-
ing features of objects, e.g.VERY TALL , LOW PRICE, or HIGH SPEED, and amounts
of records/objects/tuples satisfying given properties, e.g. MUCH LESS THAN 1000,
ABOUT 10, ABOUT HALF, or ALMOST ALL . These elements of summaries are called
summarizersandlinguistic quantifiers, respectively, and the main idea presented here
is to apply interval-valued fuzzy sets to model them, in order to obtain more universal
and satisfactory linguistic summaries of databases.

1.3. Basic definitions

1.3.1. Fuzzy sets

A fuzzy setA in a non-empty universe of discourseX is the classical set of ordered
pairs

A =df {< x, µA(x) > : x ∈ X} (1)

whereµA : X → [0, 1] is the membership function ofA, whose values express the
membership level ofx in A (Zadeh, 1965). Each functionµA may be seen as a gener-
alization of the characteristic function of the crisp setA – in this sense, crisp sets are
special cases of fuzzy sets.

A fuzzy setA in X is normal if and only if

sup
x∈X

µA(x) = 1. (2)

An α-cutof A, α ∈ [0, 1], is the crisp setAα ⊆ X having the characteristic function

χAα
(x) =

{
1, if µA(x) ≥ α

0, otherwise.
(3)

A is convexif and only if ∀α ∈ [0, 1] Aα is convex in the classical sense.
Cardinalityof a fuzzy setA in a finiteX can be represented as

card(A) =
∑

x∈X

µA(x). (4)

The method is calledσ-count, and, in contrary to thefuzzy cardinalitiesof fuzzy sets,
e.g. FG-count, see, e.g., Zadeh (1983),card(A) is a real number.

Fuzzy sets are mostly applied to formalize linguistic and imprecise but understand-
able statements which express both properties of objects, e.g. FAST CAR, BIG HOUSE,
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and amounts, e.g.VERY FEW, ABOUT 3/4, MUCH MORE THAN 20,000, etc. In par-
ticular, the idea oflinguistic variable, based on fuzzy sets, is applied to the former,
and the so-calledfuzzy quantification, as the model oflinguistic quantification– to the
latter.

1.3.2. Linguistic variables

A linguistic variable (Zadeh, 1975) is an ordered quintuple< L, H , X , G, M >,
where:
L is the name of the variable,
H or H(L) is the term-set (linguistic values ofL)
X is the universe of discourse,
G is a syntactic rule which generates values (labels) ofL,
M is a semantic rule which associates a term fromL with a fuzzy set inX .
A linguistic variable is exemplified by:L=”temperature”,H(L) = {low, medium,
acceptable, high, very high}, X = [−50◦C, +50◦C], in which M associates to e.g.
”very high” a non-decreasing monotonic and continuous membership function inX ,
etc. Values of the membership functions of fuzzy sets inX are interpreted ascom-
patibility levels, i.e. the degrees in which labels given are relevant tox’s, e.g. the
compatibility level of39◦C with ”low temperature” is0 and with ”very high” –0.9.

1.3.3. Linguistic quantifiers

The predicate calculus in the two-valued logic is extended by the use ofexistential,
∃, andgeneral, ∀, quantifiers. Similarly, linguistic predicates can be quantified by
the linguistic quantifiers which are natural language statements expressing amounts
or numbers of objects, e.g.LESS THAN HALF. There are two (canonical) forms of
linguistically quantified propositions

Q objects areS1 (5)

denoted also asQI , and

Q objects beingS2 areS1 (6)

or QII (Zadeh, 1983; Liu, Kerre, 1998). In terms of fuzzy logic,S1 andS2 are the
labels associated with fuzzy sets, andQ is a linguistic pronouncement of quantity rep-
resented by a normal and convex fuzzy set in a non-negative universe of discourse
Y ⊆ R

+ ∪ {0}. In particular, two types of the Zadeh fuzzy quantifiers can be dis-
tinguished:absolute, e.g. ABOUT 1000,BETWEEN 3 AND 6, which are fuzzy sets in
R

+ ∪ {0}, andrelative, e.g. ABOUT HALF, VERY FEW OF, which are fuzzy sets in
[0, 1].

The degree of truth of proposition (5),T , is computed via the membership function
of a fuzzy quantifierQ and via cardinalities of fuzzy sets inX associated toS1, S2.

T ( Q objects areS1) = µQ

(
card(S1)

M

)

(7)
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whereM = card(X ) if Q is relative, andM = 1 if Q is absolute. And for (6):

T ( Q objects beingS2 areS1) = µQ

(
card(S1 ∩ S2)

card(S2)

)

(8)

Moreover, in (6),S2 can be interpreted asimportance.

2. Classical linguistic summaries

This section is intended to present the most fundamental information on linguistic sum-
marizing of databases by Yager and on its selected improvements. Crucial terms and
definitions are introduced, on the basis of which the interval-valued-fuzzy-set-based
approach is then explained in detail in Section 4.

2.1. The Yager approach: the point of departure

”To summarize a database linguistically” means – accordingto Yager – to build a
natural language sentence which describes amounts of elements that have the chosen
properties (Yager, 1982). In general, a linguistic summaryof a database by Yager is in
the form of

Q P are/haveS [T ] (9)

where the symbols are interpreted:Q is a determination of amount (a quantity in agree-
ment), or alinguistic quantifier, e.g. ABOUT HALF, FEW, MORE THAN 150. P is a
subject of summary; it is determined as a set of objects from the summarized data-
base. These objects manifest the attributes with values written in the fields of records.
S is a feature of interest, the so-calledsummarizer, e.g. LOW TEMPERATURE, HIGH

SALARY. T is a quality measure for the summary,a degree of truthor a truth of a
summarywhich describes the reliability of the quantity pronouncementQ for a given
featureS. T is a real number from the interval[0, 1], and it is interpreted asthe level of
confidencefor a given summary.

If y1, y2,..., ym are the objects which manifest an attributeV , and the value ofV
for yi is denoted asV (yi), thenT is computed as a value of the membership function
of a quantifierQ:

T = µQ

( r

m

)

(10)

if Q is relative or

T = µQ(r) (11)

if Q is absolute, where

r =

m∑

i=1

µS

(
V (yi)

)
. (12)
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A sample summary, constructed in this way, is:

ABOUT HALF of my friends haveBIG HOUSES [0.65]

where ABOUT HALF andBIG HOUSEare the linguistic quantifier and the summarizer,
respectively, both handled by fuzzy sets.

2.2. Extensions of linguistic summaries

Yager’s idea of linguistic summarization was extended by George and Srikanth (1996).
Apart from original application of genetic algorithms, they formulated the linguistic
summary which concerns more than one attribute, and these attributes are joined by
the ’AND ’ connective, e.g.TALL AND VERY YOUNG .

Let us define a set of objectsY = {y1, y2,..., ym}, a set of attributesV = {V1,
V2,..., Vn}. Let X1, X2,..., Xn be the domains ofV1, V2,..., Vn, respectively. The
attributes fromV describe objects fromY; this is denoted asVj(yi) – a value of the
attributeVj for the objectyi, i=1, 2,...,m, j = 1, 2,...n. Hence, the databaseD, which
collects information about elements fromY, is in the form of

D = {< V1(y1), V2(y1), ..., Vn(y1) >, < V1(y2), V2(y2), ..., Vn(y2) >,

..........., < V1(ym), V2(ym), ..., Vn(ym) >} =

= {d1, d2, ..., dm} (13)

whered1, d2, ..., dm are the records describing objectsy1, y2,...,ym, respectively, such
thatdi ∈ X1 × X2×...×Xn. Let S1, S2,...,Sn be the labels associated to fuzzy sets in
X1, X2,...,Xn, respectively. LetQ be a linguistic quantifier. The expected summary is

Q objects fromY are/haveS1 AND S2 AND ... Sn [T ] (14)

where the summarizerS is expressed as the family of fuzzy sets{S1, S2,...,Sn}. µS

is the membership function determined as

µS(di) = min
j=1,2,...,n

{
µSj

(
Vj(yi)

)}
, i = 1, 2, ..., m (15)

wheremin is the t-norm. This or anothert-norm is a model of the operatorAND

which connects linguistic descriptions of features ofdi’s. Computation ofT has not
been changed since the Yager’s approach; it is still a real number from[0, 1], and it is
interpreted as the level of confidence for a given summary.

When the number of records is relatively large and each of them is described by
several attributes, computation ofT may be costly and/or may take much time. For
instance, when a database containsm = 6000 records, described byn = 12 attributes
each, it is necessary to computem × n = 72000 membership degrees. Experience
shows that usually most of these degrees equal0, hence the computation of them may
seem to be pointless. Therefore, the limitations which helpto decrease the computa-
tional cost should be determined. One of propositional modifications is presented by
Kacprzyk and Yager (2001) and Kacprzyk, Yager, and Zadrożny (2000, 2001) and is
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based on limiting classes of admissible summary by defining qualifications of a sum-
marizer1. While in Yager’s and George and Srikanth’s summaries, the first canonical
form of a quantification (5) is used, this version is based on the second canonical form
(6) – summaries are constructed only for these objects whichmanifest a preselected
propertywg, named ”a query”, at a non-zero level. As the result, the search process is
significantly shorter and quicker, since computation of minima (or t-norms, see (15))
of all attributes values for all records is not necessary. Moreover, obtained summaries
are much more interesting, informative, and close to natural language.

Let us preselect a qualificationwg = Sg from amongS1, S2,..., Sn. The general
form of such a summary is

Q objects fromY being/havingwg are/haveS [T ] (16)

and finding the degree of truth is a bit different in this case;the membership function
of the summarizer must be reformulated from (15) to

µS(di) = min
j=1,2,...,n

{
µSj

(
Vj(yi)

)
t µwg

(
Vg(yi)

)}
, i = 1, 2, ..., m (17)

where the cofactorµwg

(
Vg(yi)

)
means that only the tuples with the non-zero mem-

berships toS are considered in final results; other records are not considered. It must
be explained that it is necessary to preselect a databaseD′ ⊆ D consisting of those
recordsdi only for whichµwg

(di) > 0, and|D′| = m′; otherwise, the computation via
(17) would be more, instead of less, complicated. The total membershipr is

r =

m′

∑

i=1

µS(di)

m′
∑

i=1

µwg

(
Vg(yi)

)
(18)

which is similar to the total membership (12) divided bym, but differs in the form of
the denominator that is the sum of memberships to thewg feature for all objects inD.
Notice that in this case, only the relative quantification ispossible, which is suggested
by the specific form ofr that relates the total membership to the sum of memberships
to wg.

Not only numerical data can be summarized; an original approach to textual data-
base mining and summarizing is presented by Ochelska, Niewiadomski, and Szczepa-
niak (2001), and by Ochelska, Szczepaniak, and Niewiadomski (2004). The charac-
teristic point there is a summarizer in the textual form, whose membership function is
computed according to its similarity to a given textual pattern. Moreover, the approach
is enriched by the application of intuitionistic fuzzy sets(Atanassov, 1999).

1Another possible manner is to seek these records only, for which a membership function takes the
greatest values, or at least equals an assumed threshold.
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2.3. Quality measures for linguistic summaries

The method of determining a quality measureT for a linguistic summary in the basic
form by Yager, depends essentially on membership functionsof summarizers and/or
quantifiers. When the summarizer or quantifier is determinedwithout sufficient expert
knowledge, e.g. the membership function ofYOUNG MAN takes1 on the whole[0, 120]
interval, the informativeness of a summary is, in fact, none, even if its degree of truth
equals1.

That fact was noticed very early – Yager (1982), Yager, Ford,and Canas (1990),
George and Srikanth (1996), Kacprzyk and Yager (2001), and Kacprzyk, Yager, and
Zadrȯzny (2000, 2001) defined various modifications and improvements, which enable
to eliminate, at least partially, the problem of subjectivequality measures for linguistic
summaries. For instance, Yager, apart from his fundamentalT index, defines also the
informativeness of a summary, I, which is computed on the basis of relations between
a summary and its ”complement” in the form of(Qc, Sc, T ), whereQc andSc are the
complements (1− µ(·)) for Q and forS, respectively (Yager, Ford, and Canas, 1991).

Other two quality measures are defined by George and Srikanth(1996) and named
constraint descriptorand constituent descriptor. Both of them are summaries of a
given database, and the former one is the summary that concerns as large as possible
number of records with attributes meeting at least an assumed threshold of member-
ship, while the latter is the most specific summary that grasps the largest number of
records in a database.

The quality indices of knowledge mined from databases are defined by Traczyk
(1997); they can express degrees of truth due to lengths of sentences expressing some
facts, or due to the fuzzy set modeling properties, shape and”behaviour”. These in-
dices are reformulated and applied by Kacprzyk, Yager, and Zadrȯzny (2000, 2001) to
determineimprecision, covering, appropriateness, andlengthfor a linguistic summary;
these qualities are expressed with real numbers from[0, 1]. Furthermore, the method of
finding the optimum summary for a given database is also presented as an optimization
task.

3. Interval-valued fuzzy sets

3.1. Basic concepts

The main idea of an interval-valued fuzzy set is based on two,instead of one, mem-
bership mappings (Turksen, 1986; Gorzałczany, 1987, 1989). They are called, analo-
gously to ordinary fuzzy sets,the lower membership functionandthe upper member-
ship function. Both are established on a universe of discourseX as a domain, and map
each element fromX to a real number in the[0, 1] interval.

DEFINITION 3.1 An interval-valued fuzzy setA in X is a (crisp) set of ordered triples

A =df {< x, µ
A
(x), µA(x) > : x ∈ X ; µ

A
, µA : X → [0, 1]} (19)
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where:µ, µ are the lower and the upper membership functions, respectively, satisfying
the following condition

0 ≤ µ
A
(x) ≤ µA(x) ≤ 1 ∀x ∈ X . (20)

With respect to the name of this kind of fuzzy sets,Interval-Valued, values ofµ
A

and
µA, computed for anyx ∈ X have the interpretation of the lower and upper bounds of
the interval number which is the membership degree forx to the setA. That interval is
included in[0, 1] and closed on both ends.

EXAMPLE 3.1 LetX = {36.0, 36.5, 37.0, 37.5}. The interval valued fuzzy setA in X
which is a model of the predicate ”regular temperature of a healthy human body” is
defined as

A = { < 36.0, [0.3, 0.6] >, < 36.5, [0.8, 1.0] >,

< 37.0, [0.0, 0.5] >, < 37.5, [0.0, 0.0] >} (21)

A sample interpretation of the element< 36.5, [0.8, 1] > is: the minimal grade of
acceptability that temperature of 36.5◦C suitably characterizes a healthy human body
is 0.8; the maximal acceptability is1.0.

This method of data representing is very promising when it isimpossible to determine
membership degrees as real-valued. In data summarization,interval-valued fuzzy sets
may be a very useful tool when applied as models for linguistic statements expressing
both amounts and properties of objects described by records. They could be especially
fruitful when:

1. summarized information is of the interval character, as frequently occurs in tech-
nical and engineering data, e.g.air pressure in tires: 220–250 kPaor Device
powered with 220–230V, in medical and economical diagnosis, expert opinions,
measurements, and reducing these intervals to reals may cause the loss of infor-
mation (i.e. presenting it too tersely or laconically)2, or

2. membership functions of quantifiers and/or summarizers are constructed accord-
ing to a few different sets of data (e.g. experts opinions; compare Example 3.1)
and it is required to maintain this uncertainty rather than computing average val-
ues.

Two interval-valued fuzzy setsA, B in X areequalif and only if their lower and
upper membership functions take the same values onX :

A = B ←→ µ
A
(x) = µ

B
(x) ∧ µA(x) = µB(x) ∀x ∈ X . (22)

An interval-valued fuzzy set (IVFS)A inX is empty iffµ
A
(x) = µA(x) = 0 ∀x ∈ X .

From the point of view of using interval-valued fuzzy sets assummarizers it is
crucial to definecardinalityof an IVFS:

2Such data must be, due to their semantics, collected and modelled with some ”margin of safety”, and,
in fact, they always consist of intervals expressing memberships and other quantities. Very intuitive and
convincing explanations, and motivating examples of processing medical interval data are presented by Chen,
de Korvin, and Hu (2002).
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DEFINITION 3.2 Let A be an interval-valued fuzzy set inX . Thecardinalityof A is
the interval number

card(A) = [card(A), card(A)] =

[
∑

x∈X

µ
A
(xi),

∑

x∈X

µA(xi)

]

. (23)

Naturally,

0 ≤ card(A) ≤ card(A) ≤ card(X ) (24)

Some arithmetic operations on interval-numbers, defined byHu (1997), Hu, Xu,
and Yang (2002), Moore and Lodwick (2003), and by Sengupta, Pal, and Chakraborty
(2001), have been recalled since they are useful in operating on cardinalities of interval-
valued fuzzy sets. Leta = [a, a], b = [b, b] be intervals inR, andr ∈ R

+. The
arithmetic operations ’+’, ’−’, ’ ·’ and power are defined

[
a, a] + [b, b] = [a + b, a + b

]
(25)

[
a, a]− [b, b] = [a− b, a− b

]
(26)

[a, a] ·
[
b, b
]

=
[
min{a · b, a · b, a · b, a · b}, max{a · b, a · b, a · b, a · b}

]
(27)

([a, a])
r

= [ar, a r] for non-negativea, a. (28)

In addition, the division ofa by b, b 6= 0 is defined as the multiplication ofa by
[

1
b
, 1

b

]

.

The variant of (27) – the operation of multiplying/dividingan interval by a positive real
numberr ∈ R

+ is needed frequently. Ifr is treated as the degenerated interval[r, r],
(27) is in the form of

[a, a] · r = [a · r, a · r]. (29)

It must be emphasized that if operations (25)–(28) are to be used in processing
membership values in interval-valued fuzzy sets, then someadditional restrictions must
be taken to ensure that the set of all intervals in[0, 1] (denoted asInt([0, 1])) is closed
under these operations.

The complement of an interval-valued fuzzy setA in X is denoted asAc and its
membership function has the form

µAc(x) = 1− µA(x) =
[

1− µA(x), 1 − µ
A
(x)
]

∀x ∈ X . (30)

It may be noticed that

card(Ac) =
∑

x∈X

(
1− µA(x)

)
(31)

card(Ac) =
∑

x∈X

(
1− µ

A
(x)
)

(32)

card(A) + card(Ac) = card(A) + card(Ac) = card(X ) (33)
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and
(
Ac
)c

= A. (34)

The operations of union and intersection for interval-valued fuzzy sets are defined
by triangular norms. LetA, B be interval-valued fuzzy sets inX , t – at-norm ands –
ans-norm (t-conorm). The union ofA andB is the interval-valued fuzzy setA ∪ B

with the membership function

µA∪B(x) =
[

µ
A
(x) s µ

B
(x), µA(x) s µB(x)

]

(35)

and the intersection ofA andB is the interval-valued fuzzy setA ∩B in which

µA∩B(x) =
[

µ
A
(x) t µ

B
(x), µA(x) t µB(x)

]

. (36)

Thus, de Morgan laws for interval-valued fuzzy setsA, B in X are

(A ∪B)c = Ac ∩Bc (37)

(A ∩B)c = Ac ∪Bc. (38)

Moreover

A ∪A = A (39)

A ∩A = A (40)

but usually

A ∪Ac 6= X (41)

A ∩Ac 6= ∅. (42)

3.2. Type-reduction

The operations that enable converting an interval-valued fuzzy set into an ordinary
fuzzy set and maintaining, at least partially, pieces of information stored in the former
one, are frequently needed. This kind of operation is called, in some wider sense,type-
reductionby Karnik and Mendel (1998, 1999) and Mendel (2001). Here, the field of
interest is limited only to obtaining ordinary fuzzy sets from interval-valued fuzzy sets.

DEFINITION 3.3 LetA be an interval-valued fuzzy set inX , andµ
A
(x), µA(x) be its

lower and upper membership functions, respectively. The following operations, which
transformA into an ordinary fuzzy set are type-reductions

TRopt(A) = {< x, µA(x) > : x ∈ X} (43)

TRpes(A) = {< x, µ
A
(x) > : x ∈ X} (44)

TRre(A) =
{

< x, 0.5 ·
(
µ

A
(x) + µA(x)

)
> : x ∈ X

}

. (45)
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Here, lower indices mean:opt – optimistic, pes – pessimistic, andre – realistic. ”Op-
timistic” means that in the ordinary fuzzy set which is the result of (43), membership
degrees forx’s, are taken as the highest (the most optimistic) degrees inA and (44),
(45) are defined accordingly. It is also possible to modify (45) with a weighted average
of µ

A
(x) andµA(x), if there are premises that one of membership levels could bemore

influential on a description of phenomenon than the other. Inthat case, (45) is in the
form of

TRrew(A) =
{

< x, w1 · µA
(x) + w2 · µA(x) > : x ∈ X

}
(46)

provided thatw1 + w2 = 1. Formula (46) is a generalization of the definitions above.
In particular, the optimistic variant, (43), may be writtenas (46) withw1 = 0 and
w2 = 1. Analogously, the pessimistic variant, (44), is computed via (46) forw1 = 1
andw2 = 0. In the case of the realistic variant, (45),w1 = w2 = 0.5. It can be noticed
that

card(TRpes(A)) = card(A) (47)

card(TRopt(A)) = card(A) (48)

wherecard(TRopt(A)), card(TRpes(A)) are cardinalities of ordinary fuzzy sets.
The operations of type-reduction can be applied when a crispvalue must be ex-

tracted as a final result of a computational or thinking process, but the only accessible
data are of interval character.

3.3. Interval-valued linguistic variables

3.3.1. Preliminaries

The concept of linguistic variable exists, thanks to Zadeh (1975), in scientific litera-
ture since 1975. This simple and useful construction is described in Section 1.3. The
idea ofinterval-valued linguistic variableis presented here as the enhancement of or-
dinary linguistic variable in which ordinary fuzzy sets arereplaced by interval-valued
fuzzy sets. The construction of interval-valued linguistic variables has already been
mentioned in Mendel (2001) and Niewiadomski (2005a):
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Figure 1. Interval-valued linguistic variable

DEFINITION 3.4 An interval-valued linguistic variable is an ordered quintuple
< L, H , X , G, M >, where:
L is the name of the variable,
H or H(L) is the set of linguistic values ofL (the term-set),
X is the universe of discourse,
G is a syntactic rule which generates values (labels) ofL,
M is a semantic rule which associates a term to an interval-valued fuzzy set inX .

As the consequence, compatibility levels of linguistic statements modelled by inter-
val-valued linguistic variables are interval numbers in the [0, 1] interval.

EXAMPLE 3.2 LetX = [20,70]. The interval-valued linguistic variableAGE which
describes the age of workers, is defined by the set of its valuesH = {NOVICE, YOUNG,
MIDDLE -AGED, EXPERIENCED, OLD }. The values ofAGE are modelled by the
interval-valued fuzzy setsS1,..., S5 in X , respectively, and their membership func-
tions are given in Fig. 1. Lety be an employee who is 25. The compatibility level of
the sample statement ”y is a NOVICE” is the interval [0.5, 0.75].

As it can be concluded from Definition 3.4 and Example 3.2, each ordinary linguis-
tic variableL′ is a special case of an interval-valued linguistic variableL, it is assumed
that crisp values of ordinary membership functions are equivalent to the degenerated
intervals – values of an interval-valued membership function.

3.3.2. Ranking interval-valued compatibility levels

The methods, which enable comparing intervals are necessary to determine the to-
tal order, or, at least, a partial order among the values of membership functions of
interval-valued fuzzy sets. The need for such comparison isvisible when two inter-
vals, corresponding to greater/smaller compatibility value, should be ranked. In other
words, an answer to the following question is sought:which of two (or more) different
intervals shows greater degree of truth?or, simply,is intervala more/less than interval
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b? The following partial order relation for intervalsa = [a, a], b = [b, b] is defined (see
Lin, 2002; Ishibuchi and Tanaka, 1990; Sengupta, Pal, and Chakraborty, 2001):

a < b↔ a < b (49)

a ≤ b↔ a ≤ b ∧ a ≤ b. (50)

Ishibuchi and Tanaka (1990) defined another ordering relation for intervals inR. The
numberm(a) = a+a

2 is termedthe mid-point ofa, and the numberw(a) = a−a

2 is
termedthe half of width ofa. Indicesm(a) andw(a) are an alternative representation
for an intervala. They may define the partial order relation onInt([0, 1]):

a ≤ b←→ m(a) ≤ m(b) ∧ w(a) ≥ w(b). (51)

In case of a pair of intervals that cannot be compared via (49)–(51) (e.g.a = [0.1, 0.9]
and b = [0.4, 0.5]), some other definitions must be given. The method of ranking
such intervals is defined in Sengupta, Pal, and Chakraborty (2001). The termgrade of
acceptabilityof the sentenceintervala is less thenb is introduced and formulated as

µ(≤)(a, b) =
m(b)−m(a)

w(a) + w(b)
∀a, b ∈ Int([0, 1]). (52)

Formula (52) can be easily converted to the form of the membership function of the
fuzzy relation on

(
Int([0, 1])

)
which representsIntervala is more/less than intervalb,

if only all the values ofµ(≤) exceeding1 are reduced to1 and all the values under0
are treated as0.

3.3.3. Operations on interval-valued linguistic variables

Interval-valued linguistic variables can be applied to represent the composite terms
which contain the connectivesAND, OR, andNOT. In case of interval-valued fuzzy sets
– models of interval-valued linguistic variable labels – the new methods (with respect
to Definition 3.4) are necessary.

DEFINITION 3.5 LetL be an interval-valued linguistic variable, andX be its universe
of discourse. LetS1, S2,...,Sn be the labels ofL which are modelled by interval-valued
fuzzy sets inX . TheAND , OR andNOT connectives are modelled via the intersection,
union, and complement operations for IVFSs, respectively.In particular, the compati-
bility values for the composite terms:

1. x is Si AND Sj , i, j ≤ n

2. x is Si OR Sj , i, j ≤ n

3. x is NOT Si, i ≤ n

wherex ∈ X , are computed as intervalsa, b, c:

a = [a, a] =
[

min{µ
Si

(x), µ
Sj

(x)}, min{µSi
(x), µSj

(x)}
]

(53)

b = [b, b] =
[

max{µ
Si

(x), µ
Sj

(x)}, max{µSi
(x), µSj

(x)}
]

(54)
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Figure 2. The interval-valued membership function forMIDDLE -AGED OR EXPERI-
ENCED BUT NOT OLD in Example 3.3.

c = [c, c] =
[

1− µSi
(x), 1 − µ

Si
(x)
]

(55)

respectively, wherei, j ≤ n.

This definition is an extension of the analogous definition for ordinary linguistic
variables (Zadeh, 1975).

EXAMPLE 3.3 LetL be the linguistic variable as in Example 3.2 and Fig. 1. We con-
struct the interval-valued membership function for the composite termMIDDLE -AGED

OR EXPERIENCED BUT NOT OLD. The propertiesMIDDLE -AGED, EXPERIENCED, and
OLD are modelled byS3, S4, andS5, respectively, andOR is in the form of (54) and
BUT=AND suggests the construction (S3 OR S4) AND NOT S5, whereAND is given via
(53). Hence

µS3 OR S4 BUT NOT S5
(x) = min

{

max{µ
S3

(x), µ
S4

(x)}, 1− µS5
(x)
}

(56)

and

µS3 OR S4 BUT NOT S5
(x) = min

{

max{µS3
(x), µS4

(x)}, 1− µ
S5

(x)
}

(57)

The function is depicted in Fig. 2.

Now, the enhancement of Definition 3.5 is introduced; it can be applied to build
sentences based on two or more linguistic variables.

DEFINITION 3.6 Let L1, L2 be interval-valued linguistic variables, andX1, X2 be
their universes of discourse. LetS1, S2 be the labels modelled by interval-valued fuzzy
sets inX1, X2, respectively, such thatS1 ∈ H(L1), S2 ∈ H(L2). Let y be an object
described by crisp values{x1, x2}, such thatxi ∈ Xi, i ∈ {1, 2}. Let t be at-norm,
ands be ans-norm. The intervalsa, b ∈ Int([0, 1]) – the compatibility levels for the
propositions:

a) y is S1 AND y is S2
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b) y is S1 OR y is S2

are computed with formulae (58), (59):

a = [a, a] =
[

µ
Si

(x1) t µ
Sj

(x2), µSi
(x1) t µSj

(x2)
]

(58)

b = [b, b] =
[

µ
Si

(x1) s µ
Sj

(x2), µSi
(x1) s µSj

(x2)
]

. (59)

Other two operations on interval-valued linguistic variables, analogous to the known
in fuzzy logicconcentrationanddilation, are defined. They are extensions of these op-
erations for ordinary fuzzy sets.

DEFINITION 3.7 LetA be an interval-valued fuzzy set inX . The membership function
of interval-valued fuzzy setAcon (A concentrated) is

µAcon
(x) = [µ

Acon
(x), µAcon

(x)] = [µ2
A
(x), µ2

A(x)], ∀x ∈ X (60)

and the membership function of interval-valued fuzzy setAdil (A dilated) is

µAdil
(x) = [µ

Adil
(x), µAdil

(x)] = [µ0.5
A

(x), µ0.5
A (x)], ∀x ∈ X . (61)

In general, the indices2 and0.5 in (60) and (61), respectively, may be replaced by
any positive real index,r > 1 andr < 1, respectively, if only ”the strength” of the
operation is to be modified. The proposition of modeling the linguistic statements like
EXTREMELY or SLIGHTLY by the values of ther index in the concentration/dilation
operations is discussed by Chen and Liu (2003).

In addition, the fact that the mapping(·)k, k ∈ R
+ is strictly increasing on[0, 1] as-

sures thatµ
A
(x) ≤ µA(x)→ µk

A
(x) ≤ µk

A(x), thus the intervals[µ
Acon

(x), µAcon
(x)]

and[µ
Adil

(x), µAdil
(x)] are well determined.

3.3.4. Fuzzy quantification and interval-valued linguistic variables

The linguistic quantification of imprecise statements modelled by interval-valued fuzzy
sets is presented in this subsection. Degree of truth of a statement in the form of (5),
whenQ is an ordinary fuzzy quantifier andS1 is an interval-valued fuzzy set inX , is
computed as an interval number in [0,1]

T =
[
t, t
]

=
[
µQ (card(S1)) , µQ

(
card(S1)

)]
(62)

if Q is absolute, or

T =
[
t, t
]

=

[

µQ

(
card(S1)

card(X )

)

, µQ

(
card(S1)

card(X )

)]

(63)

if Q is relative. The degree of truth of a linguistically quantified proposition in the form
of (6), in whichQ is a relative ordinary fuzzy quantifier,S1 – as given above andS2 is
an ordinary fuzzy set inX , is computed as an interval number in [0,1]:

T =
[
t, t
]

=

[

µQ

(
card(S1 ∩ S2)

card(S2)

)

, µQ

(
card(S1 ∩ S2)

card(S2)

)]

(64)
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where the intersection of the interval-valuedS1 with the ordinaryS2 is computed via
(36), and the membership functionµS2 is treated as the degenerated interval-valued
membership function[µ

S2
, µS2

].
Formulae (62)–(64) are valid only for the quantifiers with non-decreasing mem-

bership functions, otherwise the results could be in the form of an irregular inter-
val T , i.e. in which t ≥ t, or even irrelevant, if, e.g.Q has a local maximum in
[card(S1), card(S1)]. To make them useful also for other shapes of quantifier mem-
berships, it is needed to reformulate them as

T =

[

inf
r∈[card(S1),card(S1)]

µQ (r) , sup
r∈[card(S1),card(S1)]

µQ (r)

]

(65)

if Q is absolute, or

T =




 inf

r∈
h

card(S1)

card(X)
,

card(S1)

card(X)

i

µQ (r) , sup
r∈

h

card(S1)

card(X)
,

card(S1)

card(X)

i

µQ (r)




 (66)

if Q is relative. For the statements constructed according toQII it is

T =




 inf

r∈
h

card(S1∩S2)

card(S2)
,

card(S1∩S2)

card(S2)

i

µQ (r) , sup
r∈

h

card(S1∩S2)

card(S2)
,

card(S1∩S2)

card(S2)

i

µQ (r)




 . (67)

Interval-valued linguistic variables are applied in linguistic summaries to express
properties with respect to which the database is summarized(called interval-valued
summarizers) and/or quantities, i.e. quality expressions (calledinterval-valued fuzzy
linguistic quantifiers).

3.4. Interval-valued fuzzy quantifiers

Interval-valued fuzzy quantifiers are introduced as an original extension of ordinary
fuzzy quantifiers by Zadeh (1983). They model the natural language quantifiers, i.e.
natural statements which pronounce quantities of objects as imprecise numbers (e.g.
ABOUT 15) and/or ratios (e.g.MUCH LESS THAN 1/4). Interval-valued fuzzy quan-
tifiers are very similar – with respect to their construction, usage, and intuitions – to
ordinary fuzzy quantifiers. The only difference is the application of interval-valued
fuzzy sets, instead of ordinary, to express quantities. Interval-valued fuzzy quantifiers
include ordinary fuzzy quantifiers as special cases, i.e. those with interval-valued but
degenerated membership functions.

The following propositions relate selected properties of ordinary fuzzy sets to the
analogous properties of interval-valued fuzzy sets:

PROPOSITION3.1 An interval-valued fuzzy setA in X is normal iff TRpes(A) and
TRopt(A) are normal.
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PROPOSITION 3.2 An interval-valued fuzzy setA in X is convex iffTRpes(A) and
TRopt(A) are convex.

Therefore, the definition of the interval-valued fuzzy quantifier is

DEFINITION 3.8 Recall equations (5) and (6). LetY ⊆ R
+ ∪ {0} be a universe of

discourse. A normal and convex interval-valued fuzzy set inY which is a model of the
quantity pronouncementQ in (5) or (6) is aninterval-valued fuzzy quantifier. Q is
absoluteif Y = R

+ ∪ {0}. Q is relativeif Y = [0, 1].

The evaluation of the quantified linguistic statements in the form of (5), (6), in
which the properties are modelled by ordinary fuzzy sets andthe quantifier – via
interval-valued fuzzy sets, proceeds as follows: letQ be an interval-valued fuzzy quan-
tifier, andS1, S2 – ordinary fuzzy sets inX . The degree of truth for (5) is computed as
the interval number in [0,1]

T = [t, t] =
[

µ
Q

(card(S1)) , µQ (card(S1))
]

(68)

if Q is absolute, or

T = [t, t] =

[

µ
Q

(
card(S1)

card(X )

)

, µQ

(
card(S1)

card(X )

)]

(69)

if Q is relative. The degree of truth for a proposition in the formof (6) is

T = [t, t] =

[

µ
Q

(
card(S1 ∩ S2)

card(S2)

)

, µQ

(
card(S1 ∩ S2)

card(S2)

)]

(70)

for a relativeQ.
The properties of ordinary relative quantifiers described in Zadeh (1983), Yager

(1993) and Liu and Kerre (1998) may be extended to the analogous definitions for
interval-valued (also absolute) fuzzy quantifiers.

DEFINITION 3.9 LetQ be an interval-valued fuzzy quantifier inR+ ∪ {0}. Letal, au,
bl, bu, cl, cu, dl, du ∈ R

+ ∪ {0} be such thatal ≤ bl ≤ cl ≤ dl andau ≤ bu ≤ cu ≤
du. LetTRpes(Q) andTRopt(Q) be convex and normal ordinary fuzzy sets.
Q is regular non-decreasing (see Fig. 3a) if

1. ∀x ≤ al µ
Q

(x) = 0 ∧ ∀x ≤ au µQ(x) = 0 ∧ al ≥ au (71)

2. ∀x ≥ bl µ
Q

(x) = 1 ∧ ∀x ≥ bu µQ(x) = 1 ∧ bl ≥ bu (72)

3. ∀x1, x2 ∈ [al, bl] x1 ≤ x2 → µ
Q

(x1) ≤ µ
Q

(x2) (73)

4. ∀x1, x2 ∈ [au, bu] x1 ≤ x2 → µQ(x1) ≤ µQ(x2). (74)

Q is regular non-increasing (Fig. 3b) if

1. ∀x ≤ cl µ
Q

(x) = 1 ∧ ∀x ≤ cu µQ(x) = 1 ∧ cl ≤ cu (75)

2. ∀x ≥ dl µ
Q

(x) = 1 ∧ ∀x ≤ du µQ(x) = 1 ∧ dl ≤ du (76)

3. ∀x1, x2 ∈ [cl, dl] x1 ≤ x2 → µ
Q

(x1) ≥ µ
Q

(x2) (77)

4. ∀x1, x2 ∈ [cu, du] x1 ≤ x2 → µQ(x1) ≥ µQ(x2). (78)
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Figure 3. Interval-valued fuzzy quantifiers: a) non-decreasing, b) non-increasing,
c) unimodal.

Q is regular unimodal (Fig. 3c) if

1. ∀x ≤ al µ
Q

(x) = 0 ∧ ∀x ≥ dl µ
Q

(x) = 0 (79)

2. ∀x ≤ au µQ(x) = 0 ∧ ∀x ≥ du µQ(x) = 0 (80)

3. ∀x ∈ [bl, cl] µ
Q

(x) = 1 ∧ ∀x ∈ [bu, cu] µQ(x) = 1 ∧ bl ≥ bu ∧ cl ≤ cu

(81)

4. Conditions (73), (74), (77), and (78) are satisfied. (82)

The properties of non-decreasing, non-increasing, and unimodal quantifiers may be
expressed in terms of the analogous properties for ordinaryfuzzy quantifiers using the
type-reduction operations.

PROPOSITION3.3 LetQ be an interval-valued linguistic quantifier.

a) Q is non-decreasing (non-increasing) iffTRpes(Q) and TRopt(Q) are non-
decreasing (non-increasing);

b) Q is unimodal iffTRpes(Q) andTRopt(Q) are unimodal.

The examples of non-decreasing, non-increasing, and unimodal interval-valued
fuzzy quantifiers are shown in Fig. 3 a)–c). The original methods applying interval-
valued fuzzy quantifiers to data summarization are presented in Section 4.
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4. Interval-valued linguistic summaries

When data used for constructing membership functions of quantifiers and/or summa-
rizers, are of the interval form, e.g. experts have determined membership levels with
interval values instead of reals, there are at least two possibilities for handling this un-
certainty: 1) computing average (arithmetic or weighted) membership levels and use
them in ordinary linguistic summarizing, or 2) applying interval-valued memberships
when building summaries. Since the latter option includes the former one (e.g. via
type-reduction operations which can be applied during the summarization process), let
us introduce the concept ofinterval-valued linguistic summary of a database:

DEFINITION 4.1 An interval-valued linguistic summary of a database is a quasi-
natural language sentence

Q P are/haveS [t, t] (83)

where the symbolsQ, P , andS are interpreted as in (9), Section 2.1, but at least one
of Q, S is represented by an interval-valued fuzzy set, andT =

[
t, t
]
⊆ [0, 1] is an

interval-valued degree of truth of the summary.

The definition extends the classical Yager’s approach with the use of interval-valued
fuzzy sets and interval-valued linguistic variables as quantifiers and summarizers, re-
spectively.

4.1. Summaries with interval-valued fuzzy quantifiers

According to the assumption made by Yager, the goal is to find aquality index for
a given summary in the form of "Q P are/haveS". Naturally, if Q is modelled by
an interval-valued fuzzy set, then theT index, which is a value ofµQ(r), is also an
interval: T = [t, t]. The semantics ofr is the same as in the classical case, see (12),
and the computation is based on (10) or on (11). SinceS is an ordinary fuzzy set,r is
a real number.

LetY = {y1, y2,...,ym} be a set of objects, andV be an attribute describing objects
fromY with crisp values fromX , such thatV (yi) = x, x ∈ X , i = 1, 2, ..., m. Hence,
the database modelingY is represented asD = {V (y1), V (y2),...,V (ym)}, which de-
scribes the dependence betweenX andY. LetQ be an interval-valued fuzzy quantifier
modelled by an interval-valued fuzzy set given by the membership functionsµ

Q
and

µQ. Constructing and evaluating an interval-valued linguistic summary proceeds:

Step 1 Computer – the total membership of objects fromY to the featureS as in (12).

Step 2 Compute the lower and upper bounds ofT via membership degrees ofr to Q:

T =
[
t, t
]

=
[

µ
Q

(r), µQ(r)
]

(84)
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if Q is absolute, or

T =
[
t, t
]

=
[

µ
Q

( r

m

)

, µQ

( r

m

)]

(85)

if Q is relative.

Step 3 Hence, the final form of the summary is
Q y’s are/haveS

[
t, t
]
. (86)

The crucial fact should be noticed: if the interval-valued fuzzy quantifierQ is de-
termined by the degenerated membership function, i.e.∀x ∈ X µ

Q
(x) = µQ(x), an

interval-valued linguistic summary is equivalent to an ordinary linguistic summary in
sense of Yager, as in Section 2.1.

4.2. Summaries with interval-valued summarizers

We introduce the use of interval-valued linguistic variables in modeling of features of
objects in databases. An interval-valued linguistic variable allows to assign intervals
as membership values of attributes manifested by the subject of a summary, i.e. the
records in a database. Hence, interval-valued summarizersare presented in this section.

Let us defineY – a set of objects, and a set of attributesV = {V1, V2, . . . , Vn},
which describe objects fromY. LetX1,X2, . . . ,Xn be the domains ofV1, V2, . . . , Vn,
respectively, and the symbolVj(yi), i = 1, . . . , m, j = 1, 2, . . . , n denotes a value of
attributeVj for objectyi. Hence, the denotation of the database is adequate to (13). Let
S1, S2, . . . , Sn be interval-valued fuzzy sets inX1, . . . ,Xn respectively, representing
the features expressed by attributesV1, . . . , Vn, respectively. LetQ be an ordinary
fuzzy quantifier. The general form of this variant of summary, when the summarizer
is composed of several single featuresS1, S2, . . . , Sn, is analogous to the form due to
George and Srikanth (14):

Q objects fromY are/haveS1 AND S2 AND ...Sn
︸ ︷︷ ︸

S

[
t, t
]
. (87)

The problem is to determine the construction of an interval-valued multi-featured sum-
marizerS. Since in the original approach, (15), the membership levelin S is computed
as minimum (in general: as at-norm) of compatibility levels inS1,..., Sn, hence, the
interval-valued extension must follow this. The definitionof the interval-valued form
of function (15) is

µ
S
(di) = min

j=1,2,...,n

{

µ
Sj

(
Vj(yi)

}}

(88)

and

µS(di) = min
j=1,2,...,n

{

µSj

(
Vj(yi)

)}

(89)
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wheredi – as in (13). In general, the minima in (88) and (89) may be replaced by
t-norms. Another manner of computing the summarizerS built on the basis of several
attributes is

µS(di) =
[

µ
S
(di), µS(di)

]

=
∗

min
j=1,...,n

{[

µ
Sj

(
Vj(yi)

)
, µSj

(
Vj(yi)

)]}

(90)

where the
∗

min operation is the choice of the smallest interval via one of operations
(49)–(52).

The sum of memberships of all objects inS, r, is computed via the extended for-
mula (12). Having an interval-valued membership function given with (88) and (89),
the interval-valued form of ther index is

r = [r, r] =

m∑

i=1

[

µ
S
(di), µS(di)

]

(91)

where the addition operation for interval-numbers is givenvia (25). Constructing and
evaluating an interval-valued linguistic summary with thecomposite summarizerS
proceeds as follows:
Step 1a Compute the interval-valuedr = [r, r] via (91).

Step 1b IF Q is relative, THEN substituter : = r
m

.

Step 2 DetermineT – the quality of the summary – as

T =

[

inf
r∈[r,r]

µQ(r), sup
r∈[r,r]

µQ(r)

]

(92)

(see the note at the end of the procedure).

Step 3 Hence, the final form of the linguistic summary is:
Q y’s are/haveS

[
t, t
]

(93)
whereT =

[
t, t
]

is the interval-valued degree of truth for the summary.

Note Step 2 should be additionally commented upon. Formula (92) determines the
interval [r, r] throughµQ, even if it is not monotonic and has – as unimodal fuzzy
quantifiers have – regular or irregular maxima in this interval. Notice that in case of
monotonicity ofµQ on [r, r] (92) may be simplified to

µQ ([r, r]) =

{
[µQ(r), µQ(r)] , if µQ increases monotonically on[r, r]
[µQ(r), µQ(r)] , if µQ decreases monotonically on[r, r].

(94)

4.3. Interval-valued summaries with a querywg

Analogously to the approach presented by Kacprzyk, Yager and Zadrȯzny (2000, 2001),
it is possible to construct interval-valued linguistic summaries which are built accord-
ing to the second canonical form of linguistically quantified proposition, i.e.QII ,
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see (6). The summaries obtained this way are more interesting and informative. More-
over, as mentioned in Section 2.2, the use of thewg preselection prevents from com-
puting many unnecessary values, mostly the zero membershiplevels, see (16). The
limitation introduced for the classic linguistic summaries, is also applied here, but in
the form which is compatible with interval-valued forms of summarizer.

In order to handle queries in the form ofwg, the interval-valued form of the mem-
bership function ofS should be redefined from (88) and (89) to

µ
S
(di) = min

j=1,2,...,n

{

µ
Sj

(Vj(yi)) t µwg
(Vg(yi))

}

, i = 1, 2, ..., m (95)

and

µS(di) = min
j=1,2,...,n

{

µSj
(Vj(yi)) t µwg

(Vg(yi))
}

, i = 1, 2, ..., m. (96)

respectively. Computingr requires determining the databaseD′ ⊆ D consisting only
of recordsdi for which µwg

(di) > 0 (otherwise, the computational cost would in-
crease). Assuming thatwg is a real-valued (non-interval-valued) membership function,
the interval-valued form ofr is

r = [r, r] =

[
m∑

i=1

µ
S
(di),

m∑

i=1

µS(di)

]

m∑

i=1

µwg
(Vg(yi))

. (97)

The given method makes it possible to apply the relative quantification only, since
r is expressed by the ratio of the total membership to the sum ofmemberships in the
wg query.

The following observation must be noted here: the method presented does not han-
dle the cases in which a query is described by an interval-valued membership function.
It would require defining intervals with interval-valued bounds (see Wu and Mendel,
2002). Suitable methods and the semantics for them are currently being developed.

4.4. Examples

The described methods of summarization are applied as a partof a larger experiment in
the field of e-testing (distance and automated testing in theprocess of learning over the
Internet). The subject of the experiment is to run and score grammar tests in German for
e-students. Since the experiment requires multidisciplinary knowledge, the additional
task, solved by the use of linguistic summaries, is to support the natural (or close-to-
natural) language data interpretation for experts in different domains, such as philology,
computer science, methodology, etc. Further details can befound in Niewiadomski,
Bartyzel, and Szczepaniak (2005), Niewiadomski (2005c), and Niewiadomski et al.
(2005).

The set ofm = 243 correct, partially correct and incorrect answers to 50 ques-
tions was collected. The answers were then scored by three experts separately; the
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scale used in scoring is 0 – incorrect, 0.25, 0.5, 0.75, and 1 –totally correct. The
results – the scores given to answers – are stored in the vectors E1, E2, E3, where
E1 = {e1,1, e1,2, ..., e1,243} collects scores by Expert 1, andE2, E3 – analogously for
Experts 2 and 3. Thus, the database to be summarized is:

ID Score Expert
1 0.75 1
2 0.5 3
3 1 2
4 0.5 med
... ... ...
n 0 med

(98)

where ”med” means the median of scores given by Experts 1–3 toan answer, and ID is
the key of the table. The sample linguistic quantifiers used in the experiment are3:

µFEW(x) = exp

(

−

(
x− 0.24

0.13

)2
)

(99)

µMANY (x) = exp

(

−

(
x− 0.76

0.13

)2
)

(100)

µALMOST ALL (x) = exp

(

−

(
x− 1

0.1

)2
)

. (101)

The sample interval-valued summarizers (describing scores) are used in the experiment
in the following form:

µHIGH(e) =

{
e, if e ∈ [0.5, 1]
0, otherwise

(102)

µHIGH(e) =

{
e+1
2 , if e ∈ [0.5, 1]
0, otherwise

(103)

µLOW(e) =

{
−e + 1, if e ∈ [0.5, 1]

0, otherwise
(104)

µLOW(e) =

{
−e+1

2 , if e ∈ [0.5, 1]
0, otherwise

(105)

wheree is a score from the ”Score” column in the database (98).
Constructing and evaluating the sample summary MANY scores given by experts

are HIGH proceeds as given in Section 4.2: letm = 972 (number of records),j = 1

3As it is seen, the quantifiers presented here are built with ordinary fuzzy sets; such solution has been
chosen to present the new material as clearly as possible. The summarizers used in the experiment are
interval-valued; the interval-valued fuzzy quantifiers have also been considered but finally omitted as irrele-
vant from the point of view of expected results.
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(number of summarized attributes),S = HIGH [score] – the summarizer,Q = MANY –
the quantifier.

Step 1

r =

m∑

i=1

[

µ
S
(di), µS(di)

]

= [676.75, 755.38] (106)

thus
r

m
=

[676.75, 755.38]

972
= [0.70, 0.78] (107)

according to (91).

Step 2

inf
r∈[0.70,0.78]

µMANY = 0.79 (108)

and
sup

r∈[0.70,0.78]

µMANY = 1 (109)

for relativeQ.

Step 3 Hence, the final form of the summary is
MANY scores areHIGH [0.79, 1] (110)

so its degree of truth is relatively high.

Another sample summary:FEW scores by Expert 1 areLOW is obtained according
to the method described in Section 4.3. The additional element is the queryBY EXPERT

1 which means that not all the tuples in the database are considered, but only those in
which the field ”Expert”, see (98), takes the ”1” value, which means ”by Expert 1”.
Let m = 972 (number of records),j = 1 (number of summarized attributes),S = LOW

[score] – the summarizer,wg = BY EXPERT 1 – the query,Q = FEW – the quantifier.

Step 1

r =

m∑

i=1

[

µ
S
(di), µS(di)

]

m∑

i=1

µwg
(di)

=
[35, 84]

243
= [0.17, 0.35] (111)

according to (95)–(97).

Step 2

inf
r∈[0.17,0.35]

µMANY (r) = 0.52 (112)

and
sup

r∈[0.17,0.35]

µMANY (r) = 1. (113)
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Step 3 Hence, the final form of the summary is
FEW scoresBY EXPERT 1 areLOW [0.52, 1]. (114)

5. Conclusions and future work

This paper presents the concept of interval-valued linguistic summary as a tool for dis-
tilling the most important information from a large number of tuples and presenting
obtained results in a linguistic form. The approach is an extension of the Yager ap-
proach in the same sense as an interval-valued fuzzy set extends the idea of an ordinary
fuzzy set, and the former includes the latter as a special case. The interval-valued forms
of summarizers and fuzzy quantifiers are defined, exemplified, and applied in summa-
rizing a sample database. The direct consequence of using intervals as membership
values is the interval form of theT index – the degree of truth of summary. Finally,
two illustrative examples have been provided.

At least two additional concepts related to the introduced summarization methods
should be examined in the nearest future: 1) the interval-valued form of thewg query,
which is considered here as an ordinary fuzzy set only (see Section 4.3), and 2) interval-
valued-based extensions of quality measures. Till now, only the indices by Kacprzyk,
Yager, and Zadrȯzny have been extended to interval-valued forms and described in
Niewiadomski (2005d).

Currently, the authors are working on a further extension oflinguistic summariz-
ing in the sense of Yager – it is based on type-2 fuzzy sets (Karnik, Mendel, 1998,
1999; Mendel, 2001), which are a promising field for modelinguncertain data by fuzzy
membership levels in fuzzy sets. The very first concepts havebeen given already in
Niewiadomski (2005b). The crucial observation that interval-valued fuzzy sets are the
equivalent of interval type-2 fuzzy sets, and therefore theequivalence of interval-valued
linguistic summaries to interval type-2 linguistic summaries may be observed, has been
made. The type-2-based extension is a further generalization of interval-valued linguis-
tic summaries presented here, and, in consequence, includes also the Yager approach.

References

ATANASSOV, K.T. (1999)Intuitionistic Fuzzy Sets. Theory and Applications. Springer
Verlag.

BOSC, P. and PIVERT, O. (1992) Fuzzy querying in conventional databases. In: L.A.
Zadeh, J. Kacprzyk, eds.,Fuzzy Logic for the Management of Uncertainty. Wi-
ley, New York, 645–671.

BOSC, P., DUBOIS, D., PIVERT, O., PRADE, H. andDE CALMES, M. (2002) Fuzzy
summarization of data using fuzzy cardinalities.Proceedings of IPMU’2002,
Annecy, France, 1553–1559.

CHEN, P.,DE KORVIN, A. and HU, C. (2002) Association Analysis with Interval Val-
ued Fuzzy Sets and Body of Evidence.Proceedings of the 2002 IEEE Interna-
tional Conference on Fuzzy Systems, Honolulu, HI, 518–523.



Interval-valued linguistic summaries of databases 441

CHEN, C.-Y. and LIU , B.-D. (2003) Linguistic Hedges and Fuzzy Rule Based Sys-
tems. In: J. Cassillas, O. Cordon, F. Herrera, L.Magdalena,eds.,Accuracy Im-
provement in Linguistic Fuzzy Modelling. Physica-Verlag, c/o Springer-Verlag,
Heidelberg, New York.

GEORGE, R. and SRIKANTH , R. (1996) Data Summarization Using Genetic Algo-
rithms and Fuzzy Logic. In: F. Herrera, J.L. Verdegay, eds.,Genetic Algorithms
and Soft Computing, Physica–Verlag, Heidelberg, 599–611.

GORZAŁCZANY, M.B. (1987) A method of inference in approximate reasoningbased
on interval-valued fuzzy sets.Fuzzy Sets and Systems21, 1–17.

GORZAŁCZANY, M.B. (1989) An interval-valued fuzzy inference method in approx-
imate reasoning.Fuzzy Sets and Systems31, 243–251.

HU, C. (1997) Reliable Computing with Interval Arithmetic.Proc. of the Interna-
tional Workshop on Computational Science and Engineering. Press of Univer-
sity of Science and Technology of China, 17–22.

HU, C., XU, S. and YANG, X. (2002) A Review on Interval Computation – Software
and Applications.Int. J. of Computational and Numerical Analysis and Appli-
cations1 (2), 149–162.

ISHIBUCHI, H. and TANAKA , H. (1990) Multiobjective programming in optimisation
of the interval objective function.European Journal of Operational Research48,
219–225.

KACPRZYK, J. and YAGER, R.R. (2001) Linguistic summaries of data using fuzzy
logic. International Journal of General Systems30, 133–154.
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