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1. Introduction

We study bang–bang control problems in a very general form admitting free
final time and mixed initial and terminal conditions of equality and inequality
type. Second order necessary and sufficient optimality conditions for bang-bang
controls were obtained by Osmolovskii; see Milyutin and Osmolovskii (1998),
Part 2, Chapter 3, Section 12. These conditions require the postive (semi)-
definiteness of a certain quadratic form on the finite-dimensional critical cone.
Using a suitable transformation via a linear matrix ODE, we have developed
numerical methods of testing the positive definiteness of the quadratic form; see
Maurer, Osmolovskii (2003,2004).

A different approach to second order sufficient conditions (SSC) was pre-
sented in Agrachev, Stefani, Zezza (2002). These authors consider a more spe-
cialized form of a bang-bang control problem with fixed final time and separated
boundary conditions of equality type. Their approach consists in transforming
the bang-bang control problem into a finite-dimensional optimization problem
where the assumed finitely many switching times and the (possibly free) initial
point are taken as optimization variables. (We will refer to this problem as to
the induced optimization problem). Their main result can be summarized by
stating that a combination of finite dimensional SSC for the induced problem
and the so-called strict bang-bang property imply SSC for the bang-bang con-
trol problem. An extension of this result to control problems with free final time
was discussed in Poggioloni, Stefani (2003). However, no numerical applications
have been given by these authors so far, though they present a conceptual al-
gorithm. Recently, a numerical implementation of the optimization approach
has been discussed in Maurer, Büskens, Kim and Kaya (2004) on a variety of
bang-bang control problems. The basic ideas for applying SSC to the sensitivity
analysis of bang-bang controls may be found in Kim, Maurer (2003).

When comparing the approaches of Agrachev, Stefani, Zezza (2002) and
Osmolovskii (Milyutin and Osmolovskii, 1998) we strongly suspected that the
results in both publications are mathematically equivalent. Indeed, it is the pur-
pose of this paper to establish the equivalence of quadratic forms in both works
and to give explicit relations between the corresponding Lagrange multipliers
and elements of the critical cones. An interesting side-effect of this analysis is
that elements of the Hessian of the Lagrangian associated to the optimization
problem can be computed solely on the basis of first order variations of the tra-
jectory. The results obtained in this paper extend those in Agrachev, Stefani,
Zezza (2002) to the general class of bang-bang control problems, more precisely,
to the problem on a nonfixed time interval, with mixed initial and terminal
conditions of equality and inequality type, see the main problem (1)–(4).

Due to space restrictions we present only the basic methodology and a sum-
mary of the results. The proofs are given in the second part of the paper. They
involve a detailed and rather lengthy study of the first and second order deriv-
atives of the trajectories with respect to variations of the switching times, the
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free final time and the free initial point.
In Section 2 we give a statement of the general bang-bang control problem

(main problem), formulations of the minimum principle (the first order necessary
optimality condition) and the notion of a regular (or strict) bang-bang control.
In Section 3 we formulate second order optimality conditions, both necessary
and sufficient, for a regular bang-bang control in the main problem which are
given in Milyutin and Osmolovskii (1998) and briefly discuss the proofs of these
conditions. Section 4 contains the main results of this paper: a statement of
the finite-dimensional induced optimization problem introduced by Agrachev,
Stefani and Zezza, second order necessary and sufficient optimality conditions
for the induced problem, relationships between Lagrange multipliers, critical
cones and quadratic forms in the main and induced problems.

2. Bang–bang control problems on nonfixed time intervals

2.1. The main problem

We consider optimal control problems with control appearing linearly. Let
x(t) ∈ IRd(x) denote the state variable and u(t) ∈ IRd(u) the control variable
in the time interval t ∈ [t0, t1] with non–fixed initial time t0 and final time t1.
We shall refer to the following optimal control problem (1)–(4) as the main
problem:

Minimize J (t0, t1, x, u) = J(t0, x(t0), t1, x(t1)) (1)

subject to the constraints

ẋ(t) = f(t, x(t), u(t)), u(t) ∈ U, (t, x(t)) ∈ Q, t0 ≤ t ≤ t1, (2)
F (t0, x(t0), t1, x(t1)) ≤ 0, K(t0, x(t0), t1, x(t1)) = 0,

(t0, x(t0), t1, x(t1)) ∈ P , (3)

where the control variable appears linearly in the system dynamics,

f(t, x, u) = a(t, x) +B(t, x)u . (4)

Here, F,K, a are column-vector functions, B is a d(x) × d(u) matrix function,
P ⊂ IR2+2d(x), Q ⊂ IR1+d(x) are open sets and U ⊂ IRd(u) is a convex polyhe-
dron. The functions J, F,K are assumed to be twice continuously differentiable
on P and the functions a,B are twice continuously differentiable on Q. The
dimensions of F,K are denoted by d(F ), d(K). By ∆ = [t0, t1] we shall denote
the interval of control.

We shall use the abbreviations

x0 = x(t0), x1 = x(t1), p = (t0, x0, t1, x1).

A trajectory

T = (x(t), u(t) | t ∈ [t0, t1])
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is said to be admissible, if x(·) is absolutely continuous, u(·) is measurable
bounded on ∆ and the pair of functions (x(t), u(t)) together with the end-points
p = (t0, x(t0), t1, x(t1)) satisfies the constraints (2), (3).

Definition 2.1 The trajectory T affords a Pontryagin local minimum, if there
is no sequence of admissible trajectories

T n = (xn(t), un(t) | t ∈ [tn0 , t
n
1 ]), n = 1, 2, . . . ,

such that the following properties hold with ∆n = [tn0 , t
n
1 ] :

(a) J (T n) < J (T ) ∀ n and tn0 → t0, t
n
1 → t1 for n→ ∞ ;

(b) max
∆n∩∆

|xn(t) − x(t)| → 0 for n→ ∞;

(c)
∫

∆n∩∆

|un(t) − u(t)| dt→ 0 for n→ ∞.

Note that for a fixed time interval ∆, a Pontryagin minimum corresponds to an
L1–local minimum with respect to the control variable.

2.2. First order necessary optimality conditions

Let

T̂ = (x̂(t), û(t) | t ∈ [t̂0, t̂1])

be a fixed admissible pair of functions such that the control û(·) is a piecewise
constant function on the interval ∆̂ = [t̂0, t̂1]. Denote by

θ̂ = {τ̂1, . . . , τ̂s}, t̂0 < τ̂1 < . . . < τ̂s < t̂1

the finite set of all discontinuity points (jump points) of the control û(t). Then
˙̂x(t) is a piecewise continuous function whose discontinuity points belong to θ̂,
and hence x̂(t) is a piecewise smooth function on ∆̂. Henceforth we shall use
the notation

[û]k = ûk+ − ûk−

to denote the jump of function û(t) at the point τ̂k ∈ θ̂, where

ûk− = û(τ̂k − 0), ûk+ = û(τ̂k + 0)

are the left hand and the right hand side values of the control û(t) at τ̂k, respec-
tively. Similarly, we denote by [ ˙̂x]k the jump of the function ˙̂x(t) at the same
point.

Let us formulate first-order necessary conditions of optimality for T̂ in the
form of the Pontryagin minimum principle. To this end we introduce the Pon-
tryagin or Hamiltonian function

H(t, x, ψ, u) = ψf(t, x, u) = ψa(t, x) + ψB(t, x)u, (5)
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where ψ is a row-vector of dimension d(ψ) = d(x) while x, u, f and a are column-
vectors. The factor of the control u in the Pontryagin function is called the
switching function

σ(t, x, ψ) = ψB(t, x) (6)

which is a row vector of dimension d(u). Denote by l the end-point Lagrange
function

l(α0, α, β, p) = α0J(p) + αF (p) + βK(p),

where α and β are row-vectors with d(α) = d(F ), d(β) = d(K), and α0 is a
number. We introduce a tuple of Lagrange multipliers

λ = (α0, α, β, ψ, ψ0)

such that

α0∈IR1, α∈IRd(F ), β∈IRd(K), ψ∈W 1,1(∆̂, IRd(x)), ψ0∈W 1,1(∆̂, IR1),

where W 1,1(∆̂, IRd(x)) is the space of absolutely continuous functions

ψ : ∆̂ → IRd(x).

Thus, λ is an element of the space

Y := IR∞ × IR�(F) × IR�(K) ×W∞,∞(∧·, IR�(§)) ×W∞,∞(∧·, IR∞).

In the sequel, we shall denote first or second order partial derivatives by sub-
scripts referring to the variables.

Denote by M0 the set of the normalized multipliers λ ∈ Y satisfying the
minimum principle conditions for the trajectory T̂ :

α0 ≥ 0, α ≥ 0, αF (p̂) = 0, α0 +
∑

αi +
∑

|βj | = 1, (7)

ψ̇ = −Hx, ψ̇0 = −Ht ∀t ∈ ∆̂ \ θ̂, (8)
ψ(t̂0) = −lx0 , ψ(t̂1) = lx1 , ψ0(t̂0) = −lt0 , ψ0(t̂1) = lt1 , (9)

min
u∈U

H(t, x̂(t), ψ(t), u) = H(t, x̂(t), ψ(t), û(t)) ∀t ∈ ∆̂ \ θ̂, (10)

H(t, x̂(t), ψ(t), û(t)) + ψ0(t) = 0 ∀t ∈ ∆̂ \ θ̂. (11)

The derivatives lx0 and lx1 are taken at the point (α0, α, β, p̂), where p̂ =
(t̂0, x̂(t̂0), t̂1, x̂(t̂1)), and the derivatives Hx, Ht are evaluated at the point
(t, x̂(t), û(t), ψ(t)), t ∈ ∆̂ \ θ̂. The condition M0 	= ∅ constitutes the first order
necessary condition for a Pontryagin minimum of the trajectory T̂ , which is
the so called Pontryagin minimum principle, see, e.g. Pontryagin et al. (1961),
Hestenes (1966), Milyutin, Osmolovskii (1998).
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Theorem 2.1 If the trajectory T̂ affords a Pontryagin minimum, then the set
M0 is nonempty. The set M0 is a finite-dimensional compact set and the pro-
jector λ �→ (α0, α, β) is injective on M0.

In the sequel, it will be convenient to use the simple abbreviation (t) for
indicating all arguments (t, x̂(t), û(t), ψ(t)), e.g., H(t) = H(t, x̂(t), û(t), ψ(t)),
σ(t) = σ(t, x̂(t), ψ(t)). The continuity of the pair of functions (ψ0(t), ψ(t)) at
the points τ̂k ∈ θ̂ constitutes the Weierstrass–Erdmann necessary conditions for
nonsmooth extremals. We formulate one more condition of this type which is
important for the statement of second-order conditions for extremal with jumps
in the control. Namely, for λ ∈M0, τ̂k ∈ θ̂ consider the function

(∆kH)(t) = H(t, x̂(t), ψ(t), ûk+) −H(t, x̂(t), ψ(t), ûk−) = σ(t) [û]k. (12)

Proposition 2.1 For each λ ∈M0 the following equalities hold

d

dt
(∆kH)

∣∣
t=τ̂k−0

=
d

dt
(∆kH)

∣∣
t=τ̂k+0

, k = 1, . . . , s.

Consequently, for each λ ∈ M0 the function (∆kH)(t) is differentiable at the
point τ̂k ∈ θ̂. Define the quantity

Dk(H) = − d

dt
(∆kH)(τ̂k).

Then the minimum condition (10) implies the following property:

Proposition 2.2 For each λ ∈M0 the following conditions hold:

Dk(H) ≥ 0, k = 1, . . . , s. (13)

The value Dk(H) can be written in the form

Dk(H) = −Hk+
x Hk−

ψ +Hk−
x Hk+

ψ − [Ht]k

= ψ̇k+ ˙̂x
k− − ψ̇k− ˙̂x

k+
+ [ψ0]k,

where Hk−
x and Hk+

x are the left- and right-hand values of the function Hx(t)
at τ̂k, respectively, [Ht]k is the jump of the function Ht(t) at τ̂k, etc. It also
follows from the above representation that we have

Dk(H) = −σ̇(τ̂k − 0)[û]k = −σ̇(τ̂k + 0)[û]k. (14)

2.3. Integral cost function, unessential variables, strong minimum

It is well known that any control problem with a cost functional in the integral
form

J =

t1∫
t0

f0(t, x(t), u(t)) dt (15)
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can be represented in the canonical form (1) by introducing a new state variable
y defined by the state equation

ẏ = f0(t, x, u), y(t0) = 0 . (16)

This yields the cost function J = y(t1). The component y is called an unessen-
tial component in the augmented problem. The general definition of an unessen-
tial component is as follows.

Definition 2.2 The state variable xi, i.e., the i–th component of the state
vector x is called unessential if the function f does not depend on xi and if the
functions F, J,K are affine in xi0 = xi(t0) and xi1 = xi(t1).

Unessential components should not be taken into consideration in the defi-
nition of a minimum. This leads to the definition of a strong minimum which
is stronger than the Pontryagin minimum in Definition 1. The strong mini-
mum refers to the proximity of the state components in the trajectory only. In
the following, let x denote the vector of all essential components of the state
vector x.

Definition 2.3 We say that the trajectory T affords a strong minimum if there
is no sequence of admissible trajectories

T n = (xn(t), un(t) | t ∈ [tn0 , t
n
1 ]), n = 1, 2, . . .

such that
(a) J (T n) < J (T ),
(b) tn0 → t0, tn1 → t1, xn(t0) → x(t0) (n→ ∞),
(c) max

∆n∩∆
|xn(t) − x(t)| → 0 (n→ ∞), where ∆n = [tn0 , t

n
1 ].

The strict strong minimum is defined in a similar way by replacing the
inequality J (T n) < J (T ) in (a) by J (T n) ≤ J (T ) where the trajectory T n is
required to be different from T for each n.

2.4. Bang-bang control

By definition, a bang–bang control assumes values only in the set of vertices of
the admissible polyhedron U in (2). We shall need a slightly more restrictive
property to obtain the sufficient conditions in Theorem 3.2 (see definition (12.53)
and Theorem 12.9 in Milyutin and Osmolovskii, 1998, Part 2, Chapter 3, Section
12.3). For a given λ ∈M0, let

Arg min v∈U σ(t)v

be the set of points v ∈ U where the minimum of the linear function σ(t)v
is attained. For a given extremal trajectory T̂ = { (x̂(t), û(t)) | t ∈ ∆̂ } with
a piecewise constant control û(t) we say that û(t) is a regular (or strict, or
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nonsingular) bang-bang control if there exists λ = (α0, α, β, ψ, ψ0) ∈ M0 such
that

Arg min v∈U σ(t)v = [û(t− 0), û(t+ 0)] ∀ t ∈ ∆̂, (17)

where [û(t−0), û(t+0)] denotes the line segment spanned by the vectors û(t−0)
and û(t+ 0) in IRd(u). Note that [û(t− 0), û(t+0)] is a singleton {û(t)} at each
continuity point of the control û(t) with û(t) being a vertex of the polyhedron
U . Only at the points τ̂k ∈ θ̂ the line segment [ûk−, ûk+] does coincide with an
edge of the polyhedron.

If the control is scalar, d(u) = 1 and U = [umin, umax], then the regular
bang–bang property is equivalent to

σ(t) 	= 0 ∀ t ∈ ∆̂ \ θ̂,

which yields the control law

û(t) =
{
umin, if σ(t) > 0
umax, if σ(t) < 0

}
∀ t ∈ ∆̂ \ θ̂. (18)

For vector–valued control inputs, condition (17) imposes further restrictions.
For example, if U is the unit cube in IRd(u), condition (17) precludes simulta-
neous switching of any two different components of the control. This property
holds in many examples. However, a modification of this condition, which would
include the situation of simultaneous switching of control components, is an in-
teresting question (see Felgenhauer, 2005).

3. Quadratic necessary and sufficient optimality condi-
tions for bang-bang control problems

In this section, we shall formulate a quadratic necessary optimality condition
of a Pontryagin minimum (Definition 2.1) for a given bang–bang control. A
strengthening of this quadratic condition yields a quadratic sufficient condition
for a strong minimum (Definition 2.3). These quadratic conditions are based
on some properties of a quadratic form on the so called critical cone whose
elements are first order variations along a given trajectory T̂ . The main results
of this section (Theorems 3.1 and 3.2) are due to Osmolovskii; see Milyutin and
Osmolovskii (1998), Part 2, Chapter 3. The proofs missing in that book are
given in Osmolovskii (2004).

3.1. Critical cone

Denote by Pθ̂C
1(∆̂, IRd(x)) the space of piecewise continuous functions

x̄(·) : ∆̂ → IRd(x),
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that are continuously differentiable on each interval of the set ∆̂ \ θ̂. For each
x̄ ∈ Pθ̂C

1(∆̂, IRd(x)) and for τ̂k ∈ θ̂ we set

x̄k− = x̄(τ̂k − 0), x̄k+ = x̄(τ̂k + 0), [x̄]k = x̄k+ − x̄k−.

Set z̄ = (t̄0, t̄1, ξ̄, x̄), where t̄0, t̄1 ∈ IR1, ξ̄ ∈ IRs, x̄ ∈ Pθ̂C
1(∆̂, IRd(x)). Thus,

z̄ ∈ Z(θ̂) := IR2 × IRs × Pθ̂C
1(∆̂, IRd(x)).

For each z̄ we set

x̃0 = x̄(t̂0) + t̄0 ˙̂x(t̂0), x̃1 = x̄(t̂1) + t̄1 ˙̂x(t̂1), p̃ = (t̄0, x̃0, t̄1, x̃1). (19)

The vector p̃ is understood as a column vector. Note that t̄0 = 0 and t̄1 = 0 hold
for a fixed initial time t0 and a fixed final time t1, respectively. Let IF (p̂) =
{i ∈ {1, . . . , d(F )} | Fi(p̂) = 0} be the set of indices of all active endpoint
inequalities Fi(p̂) ≤ 0 at the point p̂ = (t̂0, x̂(t̂0), t̂1, x̂(t̂1)). Denote by K the set
of all z̄ ∈ Z(θ̂) satisfying the following conditions, where the prime denotes the
total derivative:

J ′(p̂)p̃ ≤ 0, F ′
i (p̂)p̃ ≤ 0 ∀ i ∈ IF (p̂), K ′(p̂)p̃ = 0, (20)

˙̄x(t) = fx(t, x̂(t), û(t))x̄(t), [x̄]k = [ ˙̂x]k ξ̄k, k = 1, . . . , s. (21)

It is obvious that K is a convex finite-dimensional cone with finitely many
faces in the space Z(θ̂). We call K the critical cone. Each element z̄ ∈ K is
uniquely determined by numbers t̄0, t̄1, a vector ξ̄ and an initial value x̄(t̂0) of
the function x̄(t). The following two important properties of the critical cone
were proved in Maurer and Osmolovskii (2003).

Proposition 3.1 For any λ ∈M0 and z̄ ∈ K, we have

α0J
′(p̂)p̃ = 0, αiF

′
i (p̂)p̃ = 0 ∀ i ∈ IF (p̂).

Proposition 3.2 Suppose that there exist λ ∈ M0 with α0 > 0. Then adding
the equalities αiF ′

i (p̂)p̃ = 0 ∀i ∈ IF (p̂), to the system (20), (21) defining K, one
can omit the inequality J ′(p̂)p̃ ≤ 0, in that system without affecting K.

Thus, K is defined by condition (21) and by the condition p̃ ∈ K0, where K0

is the cone in IR2d(x)+2 given by (20). But if there exists λ ∈ M0 with α0 > 0,
then we can put

K0 = {p̃ ∈ IRd(x)+2 | F ′
i (p)p̃ ≤ 0, αiF ′

i (p)p̃ = 0 ∀ i ∈ IF (p), K ′(p)p̃ = 0}.

If, in addition, αi > 0 holds for all i ∈ IF (p), then K0 is a subspace in IRd(x)+2.
An explicit representation of the variations x̄(t) in (21) is obtained as follows.

For each k = 1, ..., s, define the vector functions yk(t) as the solutions to the
system

ẏ = fx(t)y, y(τ̂k) = [ ˙̂x]k, t ∈ [τ̂k, t̂1].
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For t < τ̂k we put yk(t) = 0 which yields the jump [yk]k = [ ˙̂x]k. Moreover, define
y0(t) as the solution to the system

ẏ = fx(t)y, y(t̂0) = x̄(t̂0) =: x̄0.

By the superposition principle for linear ODEs it is obvious that we have

x̄(t) =
s∑

k=1

yk(t)ξ̄k + y0(t)

from which we obtain the representation

x̃1 =
s∑

k=1

yk(t̂1)ξ̄k + y0(t̂1) + ẋ(t̂1)t̄1.

Furthermore, denote by x(t; τ1, ..., τs) the solution of the state equation (2) using
the values of the optimal bang–bang control with switching points τ1, ...τs. It
easily follows from elementary properties of ODEs that the partial derivatives
of state trajectories w.r.t. the switching points are given by

∂x

∂τk
(t; τ̂1, ..., τ̂s) = −yk(t) for t ≥ τ̂k, k = 1, ..., s.

This gives the following expression for x̄(t) :

x̄(t) = −
s∑

k=1

∂x

∂τk
(t)ξ̄k + y0(t).

3.2. Quadratic necessary optimality conditions

Let us introduce a quadratic form on the critical cone K defined by conditions
(20), (21). For each λ ∈M0 and z̄ ∈ K we set

Ω(λ, z̄) = 〈Ap̃, p̃〉 +
s∑

k=1

(
Dk(H)ξ̄2k + 2[Hx]kx̄kav ξ̄k

)
+

∫

∆̂

〈Hxxx̄(t), x̄(t)〉 dt, (22)

where

〈Ap̃, p̃〉 = 〈lppp̃, p̃〉 + 2ψ̇(t̂0)x̃0 t̄0 + (ψ̇0(t̂0) − ψ̇(t̂0) ˙̂x(t̂0))t̄20
−2ψ̇(t̂1)x̃1 t̄1 − (ψ̇0(t̂1) − ψ̇(t̂1) ˙̂x(t̂1))t̄21, (23)

lpp = lpp(α0, α, β, p̂), p̂ = (t̂0, x̂(t̂0), t̂1, x̂(t̂1)), p̃ = (t̄0, x̃0, t̄1, x̃1),

x̄kav =
1
2
(x̄k− + x̄k+), Hxx = Hxx(t, x̂(t), ψ(t), û(t)).

Note that the functional Ω(λ, z̄) is linear in λ and quadratic in z̄. Also
note that for a problem on a fixed time interval [t0, t1] we have t̄0 = t̄1 = 0
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and, hence, the quadratic form (23) reduces to 〈Ap̃, p̃〉 = 〈lppp̄, p̄〉, where p̄ =
(t̄0, x̄(t0), t̄1, x̄(t1)) = (0, x̄(t0), 0, x̄(t1)).

The following theorem gives the main second order necessary condition of
optimality in the main problem (1)–(4) (see Theorem 12.7 in Milyutin and
Osmolovskii, 1998, Part 2, Chapter 3, Section 12.3, p. 306).

Theorem 3.1 If the trajectory T̂ affords a Pontryagin minimum, then the fol-
lowing Condition A holds: the set M0 is nonempty and

max
λ∈M0

Ω(λ, z̄) ≥ 0 for all z̄ ∈ K.

We call Condition A the necessary quadratic condition, although it is truly
quadratic only if M0 is a singleton.

3.3. Quadratic sufficient optimality conditions

A natural strengthening of the necessary Condition A turns out to be a sufficient
optimality condition not only for a Pontryagin minimum, but also for a strong
minimum in the main problem (1)–(4); see Definition 2.3. The following theorem
was obtained by Osmolovskii; see Milyutin and Osmolovskii (1998), Part 2,
Chapter 3, Section 12.3, Theorem 12.9, p. 307. The proofs missing in that book
are given in Osmolovskii (2004).

Theorem 3.2 Let the following Condition B be fulfilled for T̂ = (x̂(t), û(t) | t ∈
[t̂0, t̂1]):

(a) û(t) is a regular bang-bang control (hence M0 is nonempty and condition
(17) holds for some λ ∈M0),

(b) there exists λ ∈M0 such that Dk(H) > 0, k = 1, . . . , s,
(c) max

λ∈M0
Ω(λ, z̄) > 0 for all z̄ ∈ K \ {0}.

Then T̂ is a strict strong minimum.

Note that condition (c) is automatically fulfilled, if K = {0} holds, which
gives a first order sufficient condition for a strong minimum in the main problem.
Also note that condition (c) is satisfied if there exists λ ∈M0 such that

Ω(λ, z̄) > 0 for all z̄ ∈ K \ {0}. (24)

3.4. Discussion of the proofs of quadratic conditions

The complete proofs of Theorems 3.1 and 3.2 are given in the book of Milyutin
and Osmolovskii (1998), Part 2, Chapter 3, Section 12, and in the paper by
Osmolovskii (2004). Below we shall briefly recall the general results on second
order conditions for broken extremals and show how these results were used in
Milyutin and Osmolovskii (1998) to get Theorems 3.1 and 3.2, first for a fixed
and then for a variable interval of control. The subsection can be omitted by
those readers, who are not interested in the details of the proofs.
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Quadratic optimality conditions for broken extremal in the general
problem of the calculus of variations. Consider the following problem on
a fixed time interval [t0, t1] with a pointwise equality-type constraint:

J (w) = J(x0, x1) → min, (25)
F (x0, x1) ≤ 0, K(x0, x1) = 0, (x0, x1) ∈ P , (26)
ẋ = f(t, x, u), g(t, x, u) = 0, (t, x, u) ∈ Q, (27)

where, by definition, x0 = x(t0), x1 = x(t1), w = (x, u). It is assumed that
the functions J, F , and K are twice continuously differentiable on an open set
P ⊂ IR2d(x), and f and g are twice continuously differentiable on an open set
Q ⊂ IR1+d(x)+d(u). Moreover, the following local full rank condition is assumed
to be satisfied:

rank gu(t, x, u) = d(g) (28)

for all (t, x, u) ∈ Q such that g(t, x, u) = 0.
We are looking for the minimum in the set of pairs of functions w(t) =

(x(t), u(t)) such that x(t) is an absolutely continuous function on [t0, t1] and
u(t) is a bounded measurable function on ∆ = [t0, t1]. Hence the minimum is
sought over all pairs w = (x, u) in the space

W := W 1,1(∆, IRd(x)) × L∞(∆, IRd(u)).

Consider an admissible trajectory w0(t) = (x0(t), u0(t)) in the space W
such that u0(t) is a piecewise Lipschitz continuous function on the interval
∆ = [t0, t1], i.e. u0(t) is a piecewise continuous and Lipschitz continuous on
each continuity interval. The set of discontinuity points of u0(t) will be denoted
here by

θ = {t1, . . . , ts}, t0 < t1 < . . . < ts < t1.

Denote by H and H̄ the Pontryagin function and the extended Pontryagin
function, respectively:

H(t, x, u, ψ) = ψf(t, x, u), H̄(t, x, u, ψ, ν) = H(t, x, u, ψ) + νg(t, x, u),

where ν ∈ IRd(g). Denote by l the endpoint Lagrange function:

l(α0, α, β, p) = α0J(p) + αF (p) + βK(p),

where p = (x0, x1). Denote by M0 the set of normalized Lagrange multipliers
λ = (α0, α, β, ψ(·), ν(·)) satisfying the minimum principle conditions for the
trajectory w0(·) = (x0(·), u0(·)):

α0 ≥ 0, α ≥ 0, αF (p0) = 0, α0 +
∑

αi +
∑

|βj | = 1,

ψ̇ = −H̄x, ψ(t0) = −lx0 , ψ(t1) = lx1 , H̄u = 0,
min

u∈U(t,x0(t))
H(t, x0(t), u, ψ(t)) = H(t, x0(t), u0(t), ψ(t)),
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where

U(t, x) = {u ∈ IRd(u) | (t, x, u) ∈ Q, g(t, x, u) = 0}.

Denote by K the set of triples z̄ = (ξ̄, x̄(·), ū(·)) such that ξ̄ ∈ IRs, ū(·) ∈ L2,
x̄(·) is a piecewise continuous function, absolutely continuous on each interval
of the set ∆ \ θ, and the following conditions are fulfilled:

J ′(p0)p̄ ≤ 0, F ′
i (p

0)p̄ ≤ 0, i ∈ IF (p0), K ′
p(p

0)p̄ = 0,

˙̄x(t) = fx(t, w0(t))x̄(t) + fu(t, w0(t))ū(t), [x̄]k = [ẋ0]k ξ̄k, k = 1, . . . , s,

gx(t, w0(t))x̄(t) + gu(t, w0(t))ū(t) = 0,

where IF (p0) = {i ∈ {1, . . . , d(F )} | Fi(p0) = 0} is the set of active indices, p̄ =
(x̄(t0), x̄(t1)), p0 = (x0(t0), x0(t1)). For λ ∈ M0 define the following quadratic
form Ω(λ, ·) on the critical cone K:

Ω(λ, z̄) = 〈lppp̄, p̄〉 +

t1∫
t0

〈H̄www̄, w̄〉 dt+
s∑

k=1

(
Dk(H̄)ξ̄2k + 2[H̄x]kx̄kav ξ̄k

)
,

where w = (x, u), w̄ = (x̄, ū), Dk(H̄) = − d
dt (∆

kH̄)|t=tk , ∆kH̄ = H̄(t, x0(t),
u0(tk + 0), ψ(t), ν(tk + 0)) − H̄(t, x0(t), u0(tk − 0), ψ(t), ν(tk − 0)),
lpp = lpp(α0, α, β, p

0), H̄ww = H̄ww(t, w0(t)).
We say that w0 is a point of a Pontryagin minimum for the problem (25)-

(27) if there is no sequence of admissible points wn = (xn, un) ∈ W such that
J (wn) < J (w0) ∀n and the sequence {wn} converges to w0 in the Pontryagin

sense. The latter means that max
t∈[t0,t1]

|xn(t)−x0(t)| → 0,
t1∫
t0

|un(t)−u0(t)| dt → 0

(n → ∞) and there exists a compact set C ⊂ Q such that for all sufficiently
large n we have (t, xn(t), un(t)) ∈ C a.e. on ∆.

Theorem 3.3 If w0 is a point of a Pontryagin minimum in problem (25)-(27),
then the set M0 is nonempty and

max
λ∈M0

Ω(λ, z̄) ≥ 0 ∀z̄ ∈ K.

The proof of this theorem is given in Osmolovskii (2004), see Chapter III,
Section 11.5, Theorem 11.1.

Now we proceed to formulations of sufficient optimality conditions in prob-
lem (25)-(27) at the point w0. Assume that for this point the set M0 is
nonempty. Note that for each λ = (α0, α, β, ψ(·), ν(·)) ∈ M0 the function
H(t, x0(t), u0(t), ψ(t) is continuous in t ∈ ∆; in particular Hk− = Hk+ for all
tk∈θ, where Hk− :=H(tk, x0(tk), u0(tk−0), ψ(tk)), Hk+ :=H(tk, x0(tk), u0(tk+
0), ψ(tk)). For given λ ∈M0, tk ∈ θ we set Hk := Hk− = Hk+.
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Denote by M+
0 the subset of all elements λ ∈M0 satisfying the strict mini-

mum principle determined by conditions:
a)H(t, x0(t), u, ψ(t)) > H(t, x0(t), u0(t), ψ(t)) for all t ∈ ∆\θ, u ∈ U(t, x0(t)),

u 	= u0(t), and

b) H(tk, x0(tk), u, ψ(tk)) > Hk for all tk ∈ θ, u ∈ U(tk, x0(tk)), u 	= u0(tk −
0), u 	= u0(tk + 0).

Let us define a notion of a strictly Legendrian element. An element λ ∈M0

will be called strictly Legendrian if the following conditions are fulfilled:

Dk(H̄) > 0, k = 1, . . . , s,

and the strengthened Legendre-Clebsch condition holds, namely,
• for any t ∈ ∆ \ θ the quadratic form

〈H̄uu(t, x0(t), u0(t), ψ(t), ν(t))ū, ū〉
is positive definite on the subspace of vectors ū ∈ IRd(u) such that
gu(t, x0(t), u0(t))ū = 0;

• for any tk ∈ θ the quadratic form
〈H̄uu(tk, x0(tk), u0(tk − 0), ψ(tk), ν(tk − 0))ū, ū〉

is positive definite on the subspace of vectors ū ∈ IRd(u) such that
gu(tk, x0(tk), u0(tk − 0))ū = 0;

• for any tk ∈ θ the quadratic form
〈H̄uu(tk, x0(tk), u0(tk + 0), ψ(tk), ν(tk + 0))ū, ū〉

is positive definite on the subspace of vectors ū ∈ IRd(u) such that
gu(tk, x0(tk), u0(tk + 0))ū = 0.

Denote by Leg+(M+
0 ) the set of all strictly Legendrian elements λ ∈M+

0 .

Set

σ(w) = (J(p) − J(p0))+ +
d(F )∑
i=1

(Fi(p))++|K(p)|+
t1∫
t0

|ẋ(t)−f(t, x(t), u(t))| dt,

where w = (x, u), p = (x(t0), x(t1)), a+ = max{a, 0}. Denote

γ1(w − w0) = max
t∈∆

|x(t) − x0(t)|2 +

⎛
⎝

t1∫
t0

|u(t) − u0(t)| dt

⎞
⎠

2

.

We say that the bounded-strong γ1-sufficiency holds in the problem (25)-
(27) at the point w0 if there is no sequence {wn} = {(xn, un)} ⊂ W such that
σ(wn) = o(γ(wn − w0)), and the following conditions are fulfilled:

(a) we have max
t∈∆

|xn(t) − x0(t)| → 0, where the vector function xn consists

of essential components of the vector function xn;

(b) there exists a compact set C ⊂ Q such that for any n we have (t, xn(t),
un(t)) ∈ C a.e. on ∆;
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(c) for any n we have g(t, xn(t), un(t)) = 0 a.e. on ∆

If {(t, x, u) ∈ Q | g(t, x, u) = 0} is a compact set, then the property (b)
is automatically fulfilled. In this case instead of the term ”bounded-strong γ1-
sufficiency” we shall use the term ”strong γ1-sufficiency”.

Theorem 3.4 Assume that, at a point w0 the set Leg+(M+
0 ) is nonempty and

there exist ε > 0 and a nonempty compact set M ⊂ Leg+(M+
0 ) such that

max
λ∈M

Ω(λ, z̄) ≥ εγ̄(z̄) ∀z̄ ∈ K,

where

γ̄(z̄) = 〈ξ̄, ξ̄〉 + 〈x̄(t0), x̄(t0)〉 +

t1∫
t0

〈ū(t), ū(t)〉 dt.

Then the bounded-strong γ1-sufficiency holds at the point w0.

The proof of Theorem 3.4 follows from Theorem 12.1 in Osmolovskii (2004),
Chapter III, Section 12.3, as well as from an estimate derived in Milyutin and
Osmolovskii (1998), Part 2, Proposition 12.2, p. 300.

Linear in control problem on a fixed time interval. Consider the sim-
plified version of the main problem, where the interval [t0, t1] is fixed. Namely:

J(x0, x1) → min, F (x0, x1) ≤ 0, K(x0, x1) = 0, (x0, x1) ∈ P , (29)
ẋ = a(t, x) +B(t, x)u, (t, x) ∈ Qtx, u ∈ U. (30)

We use the same notations and assumptions as in (1)–(4).
Let ui, i = 1, . . . ,m be the vertices of the polyhedron U , and denote V =

{u1, . . . , um}. Consider the admissible pair w0 = (x0, u0) where the control u0(t)
is a piecewise constant function taking values in the vertices of U , i.e. u0(t) ∈ V
for all t ∈ ∆. Again, we denote by θ = {t1, . . . , ts} the set of discontinuity
points (switchings) of the control u0(t).

Let Qiu ⊂ IRd(u), i = 1, . . . ,m be disjoint open neighborhoods of the vertices

ui ∈ V . Set Qu =
m⋃
i=1

Qiu. Define the function g(u) : Qu → IRd(u) by setting

g(u) = u − ui on each Qiu ⊂ Qu, i = 1, . . . ,m. Then g(u) is a function of class
C∞ on Qu defining the set of vertices of U , i.e. V = {u ∈ Qu | g(u) = 0}.
Moreover, g′u(u) = I for all u ∈ Qu. Hence the full rank condition (28) is
fulfilled.

Now, consider the following problem P :

J(x0, x1) → min, F (x0, x1) ≤ 0, K(x0, x1) = 0, (x0, x1) ∈ P , (31)
ẋ = a(t, x) +B(t, x)u, (t, x) ∈ Qtx, g(u) = 0, u ∈ Qu. (32)

By virtue of relations V = {u ∈ Qu | g(u) = 0} and U = coV (where coV
denotes the convex hull of V ) problem (29), (30) can be considered as the
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convexification of the problem P . Therefore we refer to the problem (29), (30)
as to the problem coP .

It is easy to see that we can use here Theorem 3.3 to derive the necessary
conditions for w0 to be a Pontryagin minimum in problem P . Obviously, the
necessary optimality conditions for Pontryagin minimum in the problem P are
also necessary in the problem coP . It leads to the proof of Theorem 3.1 in the
case of a fixed time interval [t0, t1] (see Milyutin and Osmolovskii, 1998, Part 2,
Chapter 3, Section 12.1, Theorem 12.1).

Now we turn to quadratic sufficient conditions. Applying Theorem 3.4, we
derive condition under which a bounded-strong γ1-sufficiency holds at w0 for P .
Since V is a compact set, a bounded-strong γ1-sufficiency for P is equivalent to
a strong γ1-sufficiency.

There are examples where the convexification leads to the loss of the mini-
mum. However, a remarkable fact is that the convexification of the constraint
u ∈ V turns a strong γ1-sufficiency into a strong minimum (see Theorem 12.3 in
Milyutin and Osmolovskii, 1998, Part 2, Section 12.1). It leads to the proof of
Theorem 3.2 in the case of a fixed time interval [t0, t1]. The above very simple
but somewhat unexpected way of using equality constraints in the problem with
constraints on the control specified by a polyhedron is due to A.A. Milyutin.

Linear in control problem on a variable time interval. In order to
extend the proofs to the case of a variable time interval [t0, t1] we used (see
Milyutin and Osmolovskii, 1998, Part 2, Section 12.2) a simple change of the
time variable. Namely, with the admissible control process T̂ = (x̂(t), û(t) | t ∈
[t̂0, t̂1]) in problem (1)-(4), we associate the process (x0(τ), t0(τ), v0(τ), u0(τ)),
τ ∈ [τ0, τ1], where x0(τ), t0(τ), v0(τ) are state variables, u0(τ) is a control,
τ0 = t̂0, τ1 = t̂1, t0(τ) = τ , v0(τ) = 1, x0(τ) = x̂(τ), u0(τ) = û(τ). Thus, we
get an admissible process for the following problem on a fixed interval [τ0, τ1]:

J(t(τ0), x(τ0), t(τ1), x(τ1)) → min, F (t(τ0), x(τ0), t(τ1), x(τ1)) ≤ 0,

K(t(τ0), x(τ0), t(τ1), x(τ1)) = 0, (t(τ0), x(τ0), t(τ1), x(τ1)) ∈ P ,

dx(τ)
dτ

= v(τ) (a(t(τ), x(τ)) +B(t(τ), x(τ))u(τ)) ,

dt(τ)
dτ

= v(τ),
dv(τ)
dτ

= 0, (t(τ), x(τ)) ∈ Qtx, u(τ) ∈ U.

Necessary and sufficient quadratic optimality conditions written for the process
(x0(τ), t0(τ), v0(τ), u0(τ) in this new problem on a fixed time interval give us the
corresponding quadratic optimality conditions for the process T̂ = (x̂(t), û(t) |
t∈ [t̂0, t̂1]) in problem (1)-(4) on a variable time interval.
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4. Main results

4.1. Induced optimization problem

Again, let T̂ = (x̂(t), û(t) | t ∈ [t̂0, t̂1]) be an admissible trajectory for the main
problem (1)-(3). Assume that û(t) is a bang-bang control in ∆̂ = [t̂0, t̂1] taking
values in the set of vertices V of the polyhedron U ,

û(t) = ui ∈ V for t ∈ (τ̂i−1, τ̂i), i = 1, . . . , s+ 1,

where τ̂0 = t̂0, τ̂s+1 = t̂1. Thus, θ̂ = {τ̂1, . . . , τ̂s} is the set of switching points
of the control û(·) with τ̂i < τ̂i+1 for i = 0, 1, ..., s. Assume now that the set M0

of multipliers is nonempty for the trajectory T̂ . Put

x̂(t̂0) = x̂0, τ̂ = (τ̂1, . . . , τ̂s), ζ̂ = (t̂0, t̂1, x̂0, τ̂ ). (33)

Then τ̂ ∈ IRs, ζ̂ ∈ IR2 × IRn × IRs, where n = d(x).
Take a small neighbourhood V of the point ζ̂ in IR2 × IRn× IRs, and let ζ =

(t0, t1, x0, τ) ∈ V , where τ = (τ1, . . . , τs) satisfies t0 < τ1 < τ2 < . . . < τs < t1 .
Define the function u(t; τ) by the condition

u(t; τ) = ui for t ∈ (τi−1, τi), i = 1, . . . , s+ 1, (34)

where τ0 = t0, τs+1 = t1. The values u(τi; τ), i = 1, . . . , s, may be chosen in U
arbitrarily. For definiteness, define them by the condition of continuity of the
control from the left: u(τi; τ) = u(τi − 0; τ), i = 1, . . . , s.

Let x(t; t0, x0, τ) be the solution of the initial value problem

ẋ = f(t, x, u(t; τ)), t ∈ [t0, t1], x(t0) = x0. (35)

For each ζ ∈ V this solution exists if the neighborhood V of the point ζ̂ is
sufficiently small.

We obviously have

x(t; t̂0, x̂0, τ̂ ) = x̂(t), t ∈ ∆̂, u(t; τ̂) = û(t), t ∈ ∆̂ \ θ̂.

Consider now the following finite dimensional optimization problem in the
space IR2 × IRn × IRs of the variables ζ = (t0, t1, x0, τ):

F0(ζ) := J(t0, x0, t1, x(t1; t0, x0, τ)) → min,
F(ζ) := F (t0, x0, t1, x(t1; t0, x0, τ)) ≤ 0,
G(ζ) := K(t0, x0, t1, x(t1; t0, x0, τ)) = 0. (36)

We shall call (36) the induced optimization problem of Agrachev, Stefani, Zezza
or simply the induced problem (see Agrachev, Stefani, Zezza, 2002). The follow-
ing assertion is almost obvious.



944 N.P. OSMOLOVSKII, H. MAURER

Theorem 4.1 Let the trajectory T̂ be a Pontryagin local minimum for the main
control problem (1)-(3). Then the point ζ̂ is a local minimum for the induced
optimization problem (36), and hence it satisfies first and second order necessary
conditions for this problem.

Proof. Assume that ζ̂ is not a local minimum in problem (36). Then there exists
a sequence of admissible points ζν = (tν0 , t

ν
1 , x

ν
0 , τ

ν) in problem (36) such that
ζν → ζ̂ for ν → ∞ and F0(ζν) < F0(ζ̂). Take the corresponding sequence of
admissible trajectories

T ν = {x(t; tν0 , xν0 , τν), u(t; τν) | t ∈ [tν0 , t
ν
1 ]}

in problem (1)-(3). Then the conditions tν0 → t̂0, tν1 → t̂1, xν0 → x̂0, τν→ τ̂ imply
that ∫

∆ν∩∆̂

|u(t; τν) − û(t)| dt → 0, max
∆ν∩∆̂

|x(t; tν0 , xν0 , τν) − x̂(t)| → 0,

where ∆ν = [tν0 , t
ν
1 ]. Moreover,

J (T ν) = F0(ζν) < F0(ζ̂) = J (T̂ ).

It means that the trajectory T̂ is not a Pontryagin local minimum for the main
problem (1)-(3).

We shall clarify a relationship between the second order conditions for the
induced optimization problem (36) at the point ζ̂ and those in the main bang-
bang control problem (1)-(3) for the trajectory T̂ . We shall state that there
is an one-to-one correspondence between Lagrange multipliers in these prob-
lems and an one-to-one correspondence between elements of the critical cones.
Moreover, for corresponding Lagrange multipliers, the quadratic forms in these
problems take equal values on the corresponding elements of the critical cones.
This will allow us to express the necessary and sufficient quadratic optimality
conditions for bang-bang control, formulated in Theorems 3.1 and 3.2, in terms
of the induced problem (36), and thus to establish the equivalence between our
quadratic sufficient conditions and those due to Agrachev, Stefani, Zezza.

First, for the sake of convenience, we shall recall second order necessary and
sufficient conditions for a smooth finite dimensional optimization problem with
inequality and equality type constraints.

4.2. Second order necessary and sufficient conditions for a local min-
imum in a smooth optimization problem with inequality and
equality constraints

Consider the problem in IRn

f0(x) → min; fi(x) ≤ 0, i = 1, . . . , k; gj(x) = 0, j = 1, . . . ,m, (37)
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where f0, . . . , fk, g1, . . . , gm are C2–functions in IRn. Let x̂ be an admissible
point in this problem. Define, at this point, the set of normalized vectors

µ = (α0, . . . , αk, β1, . . . , βm)

of Lagrange multipliers

Λ0 = {µ ∈ IRk+1+m | αi ≥ 0, i = 0, . . . , k; αifi(x̂) = 0, i = 1, . . . , k;
k∑
i=0

αi +
m∑
j=1

|βj | = 1; Lx(µ, x̂) = 0},

where

L(µ, x) =
k∑
i=0

αifi(x) +
m∑
j=1

βjgj(x)

is the Lagrange function. Define the set of indices of active inequality constraints
at the point x̂

I = {i ∈ {1, . . . , k} | fi(x̂) = 0}

and the critical cone

K0 = {x̄ | f ′
0(x̂)x̄ ≤ 0, f ′

i(x̂)x̄ ≤ 0, i ∈ I, g′j(x̂)x̄ = 0, j = 1, . . . ,m}.

Theorem 4.2 Let x̂ be a local minimum in problem (37). Then, at this point,
the set Λ0 is nonempty and the following inequality holds

max
µ∈Λ0

〈Lxx(µ, x̂)x̄, x̄〉 ≥ 0 ∀ x̄ ∈ K0.

Theorem 4.3 Let the set Λ0 be nonempty at the point x̂ and

max
µ∈Λ0

〈Lxx(µ, x̂)x̄, x̄〉 > 0 ∀ x̄ ∈ K0 \ {0}.

Then x̂ is a local minimum in problem (37).

These conditions were obtained in Levitin, Milyutin, and Osmolovskii (1974),
(1978); see also Ben-Tal, Zowe (1982).

4.3. The relationship between second-order conditions for the main
and induced problem

Let T̂ = (x̂(t), û(t) | t ∈ [t̂0, t̂1]) be an admissible trajectory in the main problem
with the properties assumed in Section 4.1 and let ζ̂ = (t̂0, t̂1, x̂0, τ̂) be the
corresponding admissible point in the induced problem.
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Lagrange multipliers. Let us define the set Λ0 ⊂ IR1+d(F )+d(K) of the triples
µ = (α0, α, β) of normalized Lagrange multipliers at the point ζ̂ for the induced
problem. The Lagrange function for the induced problem is

L(µ, ζ) = L(µ, t0, t1, x0, τ) = α0J(t0, x0, t1, x(t1; t0, x0, τ))
+αF (t0, x0, t1, x(t1; t0, x0, τ)) + βK(t0, x0, t1, x(t1; t0, x0, τ))

= l(µ, t0, x0, t1, x(t1; t0, x0, τ)), (38)

where l = α0J + αF + βK. By definition, Λ0 is the set of multipliers µ =
(α0, α, β) such that

α0 ≥ 0, α ≥ 0, α0 + |α| + |β| = 1, αF (p̂) = 0, Lζ(µ, ζ̂) = 0, (39)

where p̂ = (t̂0, x̂0, t̂1, x̂1), x̂0 = x̂(t̂0), x̂1 = x̂(t̂1) = x(t̂1; t̂0, x̂0, τ̂). Now,
let us define the corresponding set of normalized Lagrange multipliers for the
trajectory T̂ in the main problem. Denote by Λ the set of multipliers λ =
(α0, α, β, ψ, ψ0) ∈ Y such that

α0 ≥ 0, α ≥ 0, α0 + |α| + |β| = 1, αF (p̂) = 0,
−ψ̇(t) = ψ(t)fx(t, x̂(t), û(t)), −ψ̇0(t) = ψ(t)ft(t, x̂(t), û(t)),
ψ(t̂0) = −lx0(µ, p̂), ψ(t̂1) = lx1(µ, p̂),
ψ0(t̂0) = −lt0(µ, p̂), ψ0(t̂1) = lt1(µ, p̂),

ψ(t)f(t, x̂(t), û(t)) + ψ0(t) = 0 ∀t ∈ ∆̂ \ θ̂, (40)

where ∆̂ = [t̂0, t̂1], θ̂ = {τ̂0, . . . , τ̂s}.

Proposition 4.1 The projector

π0 : (α0, α, β, ψ, ψ0) → (α0, α, β) (41)

maps one-to-one the set Λ onto the set Λ0.

Let us define the inverse mapping. Take an arbitrary multiplier µ=(α0, α, β)∈
Λ0. This tuple defines the gradient lx1(µ, p̂), and hence the system

−ψ̇ = ψfx(t, x̂(t), û(t)), ψ(t1) = lx1(µ, p̂) (42)

defines ψ(t). Define ψ0(t) by the equality

ψ(t)f(t, x̂(t), û(t)) + ψ0(t) = 0. (43)

Proposition 4.2 The inverse mapping

π−1
0 : (α0, α, β) ∈ Λ0 → (α0, α, β, ψ, ψ0) ∈ Λ (44)

is defined by formulas (42) and (43).
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We note that M0 ⊂ Λ holds, because the system of conditions(7)-(9) and
(11) is equivalent to system (40). But it may happen that M0 	= Λ, since in
the definition of Λ there is no requirement that its elements satisfy minimum
condition (10). Let us denote ΛMP

0 := π0(M0) (MP=minimum principle).
We shall say that multipliers µ = (α0, α, β) and λ = (α0, α, β, ψ, ψ0) cor-

respond to each other if they have the same components α0, α and β, i.e.
π0(α0, α, β, ψ, ψ0) = (α0, α, β).

Critical cones. We denote by K0 the critical cone at the point ζ̂ in the
induced problem. Thus, K0 is the set of tuples ζ̄ = (t̄0, t̄1, x̄0, τ̄ ) such that

F ′
0(ζ̂)ζ̄ ≤ 0, F ′

i(ζ̂)ζ̄ ≤ 0, i ∈ I, G′(ζ̂)ζ̄ = 0, (45)

where I is the set of indices of the inequality constraints active at the point ζ̂.
Let K be the critical cone for the trajectory T̂ in the main problem, i.e. the set
of all tuples z̄ = (t̄0, t̄1, ξ̄, x̄) ∈ Z(θ̂), satisfying conditions (19)-(21).

Proposition 4.3 The operator

π1 : (t̄0, t̄1, ξ̄, x̄) → (t̄0, t̄1, x̄0, τ̄ )

defined by

τ̄ = −ξ̄, x̄0 = x̄(t0) (46)

is an one-to-one mapping of the critical cone K (for the trajectory T̂ in the main
problem) onto the critical cone K0 (at the point ζ̂ in the induced problem).

We say that elements ζ̄ = (t̄0, t̄1, x̄0, τ̄) ∈ K0 and z̄ = (t̄0, t̄1, ξ̄, x̄) ∈ K corres-
pond to each other if τ̄ = −ξ̄ and x̄0 = x̄(t0), i.e. π1(t̄0, t̄1, ξ̄, x̄) = (t̄0, t̄1, x̄0, τ̄).

Now we shall give explicit formulas for the inverse mapping for π1. Let V (t)
be n × n matrix-valued function (n = d(x)) which is absolutely continuous in
∆̂ = [t̂0, t̂1] and satisfies the system

V̇ (t) = fx(t, x̂(t), û(t))V (t), V (t̂0) = E, (47)

where E is the identity matrix.
For each i = 1, . . . , s denote by yi(t) the n-dimensional vector function which

is equal to zero in [t̂0, τ̂i) and in [τ̂i, t̂1] it is the solution to the initial value
problem

ẏi = fx(t, x̂(t), û(t))yi, yi(τ̂i) = −[ ˙̂x]i. (48)

Hence yi is a piecewise continuous function with one jump [yi]i = −[ ˙̂x]i at the
point τ̂i.
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Proposition 4.4 The inverse mapping

π−1
1 : (t̄0, t̄1, x̄0, τ̄ ) ∈ K0 → (t̄0, t̄1, ξ̄, x̄) ∈ K

is given by the formulas

ξ̄ = −τ̄ , x̄(t) = V (t)
(
x̄0 − ˙̂x(t̂0)t̄0

)
+

s∑
i=1

yi(t)τ̄i. (49)

Quadratic forms. For µ ∈ Λ0 the quadratic form, of the induced optimiza-
tion problem, is equal to 〈Lζζ(µ, ζ̂)ζ̄ , ζ̄〉.

The main result of this paper is the following:

Theorem 4.4 Let the Lagrange multipliers µ = (α0, α, β) ∈ ΛMP
0 and λ =

(α0, α, β, ψ, ψ0) ∈ M0 correspond to each other, i.e. π0λ = µ, and let the
elements of the critical cones ζ̄ = (t̄0, t̄1, x̄0, τ̄) ∈ K0 and z̄ = (t̄0, t̄1, ξ̄, x̄) ∈ K
correspond to each other, i.e. π1z̄ = ζ̄. Then the quadratic forms in the main
and induced problems take equal values: 〈Lζζ(µ, ζ̂)ζ̄, ζ̄〉 = Ω(λ, z̄). Consequently,

max
µ∈ΛMP

0

〈Lζζ(µ, ζ̂)ζ̄ , ζ̄〉 = max
λ∈M0

Ω(λ, z̄)

for each pair of elements of the critical cones ζ̄ ∈ K0 and z̄ ∈ K such that
π1z̄ = ζ̄.

Theorems 3.1, 4.4, and Proposition 4.3 imply the following second order
necessary optimality condition for the main problem.

Theorem 4.5 If the trajectory T affords a Pontryagin minimum in the main
problem, then the following Condition A0 holds: the set M0 is nonempty and

max
µ∈ΛMP

0

〈Lζζ(µ, ζ̂)ζ̄ , ζ̄〉 ≥ 0 for all ζ̄ ∈ K0.

Theorems 3.2, 4.4, and Proposition 4.3 imply the following second order
sufficient optimality condition for the main control problem.

Theorem 4.6 Let the following Condition B0 be fulfilled for the trajectory T in
the main problem:

(a) û(t) is a regular bang-bang control (hence, the set M0 is nonempty and
condition (17) holds for some λ ∈M0),

(b) there exists λ ∈M0 such that Dk(H) > 0, k = 1, . . . , s,
(c) max

µ∈ΛMP
0

〈Lζζ(µ, ζ̂)ζ̄ , ζ̄〉 > 0 for all ζ̄ ∈ K0 \ {0}.

Then T is a strict strong minimum in the main problem.
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Theorem 4.6 is a generalization of sufficient optimality conditions for bang-
bang controls obtained in Agrachev et al. (2002).

Due to space limitations a detailed proof of the preceding theorems will be
given in the second part of this paper. Let us point out that the proof reveals the
useful fact that all elements of the Hessian Lζζ(µ, ζ̂) can be computed explicitly
on the basis of the transition matrix V (t̂1) in (47) and of the first order variations
yi defined by (48).
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