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Abstract. In this paper, we survey some recent results on the asymptotic behavior, as
time tends to infinity, of solutions to the Cauchy problems for the generalized Korteweg-de
Vries-Burgers equation and the generalized Benjamin-Bona-Mahony-Burgers equation. The main
results give higher-order terms of the asymptotic expansion of solutions.

1. Introduction. This paper is intended as a survey of recent results on the large-
time behavior of solutions to the Cauchy problem for two classes of nonlinear dissipative-
dispersive wave equations

ut − νuxx + uxxx + f(u)x = 0 (1.1)

and

ut − νuxx − uxxt + ux + f(u)x = 0, (1.2)

both supplemented by the initial condition

u(x, 0) = u0(x). (1.3)

Here u = u(x, t) is a real-valued function of two real variables: x ∈ R (called the spatial
variable) and the time t > 0. We shall consider f ∈ C2(R). The letter ν denotes a positive
constant.

Such models appear when one attempts to describe the propagation of small-ampli-
tude long waves in nonlinear dispersive media taking into account dissipative mechanisms.
Hence, they arise when dissipation, dispersion, and the effect of nonlinearity are appended
to the basic model ut + ux = 0 for the unidirectional wave propagation.
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The damping is represented here, for simplicity of exposition, by the simple model
term −uxx, typical for the Burgers equation. However, recall that more general dissipation
can be considered (cf. e.g. [19, 30, 12, 2]).

The dispersion term in (1.1) has the form uxxx which appears in the well-known
Korteweg-de Vries equation ut + uxxx + uux = 0, derived originally as a model for waves
propagating on the surface of a canal. It is worth emphasizing that all the results con-
cerning (1.1) that we are going to present below may be rewritten directly for the case
when the third derivative in (1.1) is replaced by a pseudo-differential operator with a
purely imaginary symbol homogeneous of degree α > 2 (cf. [28], for more details).

Equation (1.2) generalizes the model ut − uxxt + ux + uux = 0 put forward in [5] in
order to have an alternative model for the Korteweg-de Vries equation. Note that it is
called either the regularized long-wave equation or the Benjamin-Bona-Mahony equation.
Let us also mention here that equation (1.2) has a counterpart for x ∈ Rn (then ∂2/∂x2

is replaced by ∆ and ∂/∂x by div). In this case, the physical background of this equation,
its well-posedness, as well as some asymptotic properties of solutions are studied in [26].

The typical non-linear term occurring in hydrodynamics in the one-dimensional case
has the form uux = (u2/2)x. The most obvious generalization of this nonlinearity consists
in replacing the square by f(u) for sufficiently regular f . Indeed, this was done in several
papers (cf. [2, 6, 9, 10, 19, 26]). Here we intend to observe more subtle interaction of
the nonlinearity with dissipation and dispersion, thus we consider f(u) = uq with a
continuous range of the parameter q. But then, the problem appears with the definition
of uq for negative u and for non-integer q. Hence, in this paper, uq should be interpreted
either as

|u|q or |u|q−1u. (1.4)

To shorten notation in this report, we continue writing uq in order to denote nonlinearities
having the form above. However, note that, in fact, the following property of the nonlin-
earity will only be important throughout this work: the nonlinear term in (1.1) and (1.2)
has the form f(u)x where the C1-function f satisfies |f(u)| ≤ C|u|q, |f ′(u)| ≤ C|u|q−1

for every u ∈ R, q ≥ 2, and a constant C. Moreover, the limits limu→0− f(u)/|u|q,
limu→0+ f(u)/|u|q exist and the both are different from 0.

Notation. The notation to be used is mostly standard. For 1 ≤ p ≤ ∞ the Lp(Rn)-
norm of a Lebesgue measurable real-valued function defined on Rn is denoted by ‖f‖p.
We will denote by ‖ · ‖X the norm of any other Banach space X used in this paper.
If ` is a nonnegative integer, W `,p(Rn) will be the Sobolev space consisting of func-
tions in Lp(Rn) whose generalized derivatives up to order ` belong also to Lp(Rn).
The case p = 2 deserves the special notation: W `,2(Rn) = H`(Rn) with the norm
‖u‖H` ≡

(∫
Rn(1 + |ξ|2)`|û(ξ)|2 dξ

)1/2. The Fourier transform of v is given by Fv(ξ) =
v̂(ξ) ≡

∫
Rn e

−ixξv(x) dx. The heat kernel (the fundamental solution of the heat equation)
is denoted by G(x, t) = (4πt)−n/2 exp(−|x|2/(4t)). Moreover, M =

∫
Rn u0(x) dx is called

the mass of a solution (one may show that M =
∫
R u(x, t) dx is conserved for any t > 0),

and m =
∫
R xu0(x) dx is the first moment of the initial data. The letter C will denote

generic positive constants which may vary from line to line.
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2. Existence of solutions. For the well-posedness of the initial-value problem (1.1)-
(1.3), we refer the reader to Saut [33], Naumkin et al. [30], Abdelouhab [1], Alarcón [2],
Karch [27]. It is sufficient to know for the purpose of this paper that it is always possible
to construct global-in-time solutions for any initial data u0 ∈ L1 ∩ H1 provided either
‖u0‖1 +‖u0‖H1(R) is small or some restrictions on q are imposed. In [28, Sec. 4], we study
this problem more carefully.

The first approach to basic questions concerning existence, uniqueness, as well as the
regularity of the solutions to the problem (1.2)-(1.3) was made by Benjamin et al. [5],
and they have considered the case f(u) = u2/2, and u0 ∈ Hs(R) with s ≥ 1. Their results
have been extended by Bona et al. [13] and Amick et al. [4].

In our work [26], we use the theory of semigroups of linear operators in order to prove
the existence of solutions to the multidimensional version of this problem

ut −∆ut − ν∆u− (b,∇u) = ∇ · F (u) (2.1)

u(x, 0) = u0(x), (2.2)

where ν > 0 is a fixed constant, t ≥ 0, x ∈ Rn, and n ≥ 1. Here b ∈ Rn, F ∈ C1(R,Rn)
is a fixed vector field and ∇ · F (u) =

∑n
i=1 ∂xi

Fi(u). To describe our approach, let
K(x) denote the fundamental solution of the operator I −∆ on the whole Rn. K is the
well-known Bessel potential of order 2, K,∇K ∈ L1(Rn), K(x) ≥ 0,

∫
K(x) dx = 1.

Consider the equation (2.1) for u at the point (y, t), multiply the result by K(x− y), and
then integrate with respect to y over Rn in order to obtain the following integral equation

ut − νK ∗∆u−K ∗ (b,∇u) = K ∗ ∇ · F (u). (2.3)

Now, the existence of a unique solution u(t) ∈ C([0, T ), X) to the problem (2.1)-(2.2) for
some T > 0 and a Banach space X can be obtained using an iteration procedure applied
to the integral equation (2.3).

Theorem 2.1. i) (Local existence) Let 1 ≤ p ≤ ∞. Assume that F ∈ C1(R,Rn),
F (0) = 0. Then for each initial value u0 ∈ Lp(Rn) ∩ L∞(Rn) there exist T > 0 and
a unique solution u of the problem (2.1)-(2.2) on [0, T ).

ii) (Regularity) Suppose additionally that 1 < p < ∞, u0 ∈ W k,p(Rn), and
F ∈ Ck+1(R,Rn) for a natural number k. Then u ∈ C1([0, T );W k,p(Rn)).

Now, if we multiply (2.1) by u and integrate with respect to x over Rn we obtain that
‖u(·, t)‖H1(Rn) ≤ ‖u0(·)‖H1(Rn). This is the basic a priori estimate which leads to the
following result.

Theorem 2.2 (Global existence). Let k = 1 or k = 2. Assume that α is a number
satisfying 1 ≤ α < ∞ if n = 2, and 2/n ≤ α ≤ 2/(n − 2) if n ≥ 3. Suppose that there
exists a positive constant C such that |F ′(s)| ≤ C(1 + |s|α) for all s ∈ R. If k = 1, let
us assume that 2 < p < ∞ for n = 2, and max{2n/(n − 2), n} < p < ∞ in the case
n > 2. If k = 2, assume that n/2 < p < n for n ≥ 2. For n = 1, simply suppose that
F ∈ C1(R; Rn) and 1 ≤ p ≤ ∞ for k = 1.

Then for each initial data u0 ∈W k,p(Rn)∩H1(Rn) there exists a unique global solution
u of the problem (2.1)-(2.2).
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The details of the proofs of Theorems 2.1 and 2.2 may be found in [26], where our
approach was based on some ideas adapted from [23].

3. Decay of solutions and the first order term of asymptotics. The long-time
behavior of solutions to equations similar to those in (1.1) and (1.2) has been discussed
in several recent works. Concerning the decay of solutions to (1.1) or to (1.2) in various
norms Amick et al. [4] studied them with f(u) = u2/2. Next, Dix [19] developed the theory
of equations more general than that in (1.1) for f(u) = uq with an integer q > 2. His
results considerably improved the earlier results of Biler [6]. That research was continued
by Bona and Luo [9], where assuming that q ≥ 2 it was shown that if u is a solution
corresponding to suitably restricted data, the L2-norm of u decays at the rate t−1/4 as
t→∞, and this rate is sharp for a generic class of initial data. Note that this is the same
rate that one obtains via the Fourier analysis of the linearized equation, i.e. the equation
obtained by dropping the nonlinear term in (1.1) or (1.2). More results on the decay of
solutions either to (1.1) or to (1.2) may be found in [8, 11, 18, 25, 26, 30, 34, 36, 37].

Below, we describe briefly the contribution of the author to this theory concerning
the multidimensional version of the Benjamin-Bona-Mahony-Burgers equation (2.1).

First, we deal with the linear equation, i.e. F ≡ 0. Using the Fourier transform it is
possible to express the solution v(x, t) ≡ S(t)v0(x) of the equation vt − ∆vt − ν∆v −
(b,∇v) = 0 with the initial condition v(x, 0) = v0(x) by the oscillatory integral

v(x, t) = S(t)v0(x) = (2π)−n
∫

Rn

exp(tΦ(ξ) + ixξ)v̂0(ξ) dξ (3.1)

with the phase function Φ(ξ) = (−ν|ξ|2+i(b, ξ))(1+|ξ|2)−1. It is easy to see that for every
v0 ∈ S(Rn) the oscillatory integral (3.1) converges, and it represents a smooth rapidly
decreasing function for every t. In fact, (3.1) defines a solution to the linear equation
also for less regular initial data v0 (cf. the next theorem, below). The following theorem
was proved first in [25, Prop. 2.1] in the one-dimensional case. Then its multidimensional
improved version appeared in [26, Thm. 2.1].

Theorem 3.1 ([25, 26]). Let 1 ≤ q ≤ p ≤ ∞ and n ≥ 1. There exist positive con-
stants C, ε (independent of t and v0) such that for every v0 ∈ Lp(Rn) ∩ Lq(Rn)

‖S(t)v0‖p ≤ C(1 + t)n(1/p−1/q)/2‖v0‖q + Ce−εt‖v0‖p (3.2)

for all t ≥ 0.

Let us compare this result with an analogous estimate for the heat semigroup eνt∆

generated by the Laplace operator ν∆:

‖eνt∆v0‖p ≤ Ctn(1/p−1/q)/2‖v0‖q (3.3)

for all t > 0 and 1 ≤ q ≤ p ≤ ∞. The reason of the same decay rate as t→∞ in (3.2) and
(3.3) is that the real part of the phase function Φ(ξ) in the definition of S(t) (cf. (3.1))
behaves like −ν|ξ|2 for ξ → 0, hence as in the formula eνt∆v0(x) = (2π)−n

∫
exp(−νt|ξ|2+

ixξ)v̂0(ξ) dξ. On the other hand, the additional exponentially decaying term on the right-
hand side of (3.2) has to appear, because S(t) has no smoothing properties typical for
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eνt∆. In fact, for every t ∈ R and 1 ≤ p ≤ ∞, S(t) : Lp(Rn)→ Lp(Rn) is a bijection (cf.
[26, Sec. 4]).

The estimate (3.2) suggests that the natural question to study is the long time be-
havior of tn(1/q−1/p)/2S(t)v0 in Lp(Rn). The next proposition says that if

∫
v0(x) dx 6= 0,

then the decay rate (3.2) is optimal for q = 1. Moreover, we can assert that the asymptotic
of S(t)v0 is described by the fundamental solution of the heat equation.

Theorem 3.2 ([26]). Let 1 ≤ p ≤ ∞, n ≥ 1, assume that v0 ∈ L1(Rn) ∩ Lp(Rn),
and define M =

∫
v0(x) dx = v̂0(0), G(x, t) = (4πt)−n/2 exp

(
−|x|2/(4t)

)
, S̃(t)v0(x) ≡

S(t)v0(x− tb). Then

tn(1−1/p)/2‖S̃(t)v0(·)−MG(·, νt)‖p → 0 as t→∞.

Remark 3.1. It is proved in [4, Lemma 4.1] that for n = 1 and all v0 ∈ L1(R)∩H1(R)

lim
t→∞

t1/4‖S(t)v0‖2 = (8νπ)−1/4

∣∣∣∣∫ v0(x) dx
∣∣∣∣ .

Of course, this is a particular case of Theorem 3.2.

Remark 3.2. Theorem 3.1 improves estimates of S(t) in the one-dimensional case
given in [25, Prop. 4.1]. In that work the decay of the Lp-norms of solutions to the
linearized equation was established for u0 ∈ H1(R)∩L1

2(R), where L2
1(R) = {g ∈ L2(R) :

‖g‖ ≡
∫
|g(x)|2(1 + |x|)2 dx < ∞} ⊂ L1(R). We can also obtain the same conclusion in

[25, Thm. 2.1 and 2.2] under the weaker assumption u0 ∈ H1(R) ∩ L1(R).

An important tool in proving the decay of solutions to nonlinear parabolic conser-
vation laws is the property that a nonnegative initial data u0 produces a nonnegative
solution u(x, t) for all t ≥ 0. A direct consequence of this is: for u0 ∈ L1(Rn) we have
‖u(·, t)‖1 ≤ ‖u0‖1 and this estimate gives the decay of other Lp-norms of u, cf. e.g. [22].
In the case of the equations (1.1) and (2.1), the maximum principle mentioned above
usually fails, hence it is necessary to use different techniques in order to get boundedness
of the norm ‖u(·, t)‖1 for t ≥ 0. This bound seems to be crucial in the proof of the decay
of solutions to (1.1) and (1.2), as it was observed in [4, Lemma 5.1]. That result says that
if f(u) = −u2/2 and u0 ∈ L1(R) ∩H1(R), then the estimates supt>0 ‖u(·, t)‖1 <∞ and
supt>0 t

1/2‖u(·, t)‖22 < ∞ of solutions to (1.1) or to (1.2) are equivalent. Similar consid-
erations for other norms are used in [4, Cor. 5.2] and in [9, Cor. 5.2]. We extend those
results for a general F and other Lp-norms of u. Our first theorem says that for general
nonlinearities F the Lp-decay properties of solutions to (2.1) for n = 1 and each p are
equivalent. This extrapolation principle improves results cited above.

Theorem 3.3 ([25]). Let u(x, t) be a solution of (2.1) with n = 1, F ∈ C2(R), and
ν > 0, corresponding to the initial data u0 ∈ L1(R) ∩ H1(R). Assume that for some
p0 ∈ [1,∞) and a constant C > 0

‖u(·, t)‖p0 ≤ C(1 + t)(1/p0−1)/2 (3.4)

for all t ≥ 0. Then for every p ∈ [1,∞] there exists a constant C = C(p, ‖u0‖1, ‖u0‖H1)
such that the inequality (3.4) holds for p0 replaced by p.
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Theorem 3.3 suggests the question, when the assumed estimate (3.4) does hold for
some p0 ∈ [1,∞). The next theorem gives some sufficient conditions guaranteeing the
validity of (3.4).

Theorem 3.4 ([25]). Let u denote the solution of (2.1) for n = 1 corresponding to
the initial condition u0 ∈ L1(R) ∩ H1(R), F ∈ C2(R), and ν > 0. Suppose in addition
that one of the following conditions is satisfied

(i) ν > |b| and u0 ∈ H2,
(ii) |u0|1 is sufficiently small.

(iii) |F ′(u)| ≤ C|u|2 for some C > 0.

Then for every 1 ≤ p ≤ ∞ there exists Cp = C(p, u0) such that

‖u(·, t)‖p ≤ Cp(1 + t)(1/p−1)/2

for all t ≥ 0.

Remark 3.3. For ν > |b| the dissipative term dominates dispersive effects and then
the maximum principle mentioned above begins to be valid after a finite time and the
inequality ‖v(·, t)‖1 ≤ ‖v(·, T )‖ holds for some T ≥ 0 and all t > T , cf. [25, Prop. 3.2
and Cor. 3.1.]. Hence we have (3.4) with p0 = 1. The decay result for (2.1) under the
assumption (ii) is new, while an analogous fact for (1.1) is known, see [19]. The decay of
solutions to (2.1) with F satisfying (iii) was proved in [9] and [37]. In [25], we present
a shorter, direct argument.

Recall that any (sufficiently regular) solution of (2.1)-(2.2) satisfies the integral equa-
tion

u(t) = S(t)u0 +
∫ t

0

S(t− τ)K ∗ ∇ · F (u(τ)) dτ. (3.5)

obtained by computing the Fourier transform of (2.1) with respect to the spatial variable
x, solving the resulting ordinary equation via the variation of parameters formula, and
taking the inverse Fourier transform.

The representation (3.5) is the main tool in the proof of local and global existence of
solutions as well as in obtaining time decay of the Lp-norms of solutions from Theorems
3.3 and 3.4. Moreover, in some cases, it allows us to improve the asymptotic results from
those theorems.

Proposition 3.5 ([25]). Let n = 1. Suppose that S(t)u0(x) is defined by (3.1). Let
2 ≤ p ≤ ∞ and u0 ∈ H2(R). Under the assumptions of Theorem 3.3 if F ′′(0) = 0 , then

‖v(·, t)− S(t)u0(·)‖p = o(t(1/p−1)/2) as t→∞.

Next we investigate behavior of solutions to the nonlinear equation (2.1) with n ≥ 2.
In order to avoid technical complications we limit ourselves to the case of quadratic
nonlinearities.

Theorem 3.6 ([26, Thm. 2.2]). Let n ≥ 2. Assume that u(x, t) is a solution of (2.1)
with ∇·F (u) = u(a,∇u) for some a ∈ Rn corresponding to the initial data u0 ∈ L1(Rn)∩
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H1(Rn) ∩ L∞(Rn). Then there exist constants Cp > 0 independent of t such that

‖u(t)− S(t)u0‖p ≤

{
Cp(1 + t)n(1/p−1)/2−1/2(1 + log(1 + t)) for 1 ≤ p < n

n−1 ,

Cp(1 + t)n(1/p−1)/2(1 + log(1 + t)) for n
n−1 ≤ p <

n
n−2 .

(3.6)

Remark 3.4. Theorem 3.6 implies that the long-time behavior of some Lp-norms of
solutions to (2.1) is given by the heat kernel, i.e.

tn(1−1/p)/2‖u(· − tb, t)−MG(·, νt)‖p → 0 as t→∞

for 1 ≤ p < n/(n − 1) (for every p ∈ [1,∞], if n = 1). This is a direct consequence of
Theorem 3.2 and the first inequality in (3.6). If n/(n−1) ≤ p < n/(n−2), we get almost
optimal decay estimates ‖u(·, t)‖p ≤ C(1 + t)n(1/p−1)/2(1 + log(1 + t)) by (3.2) and (3.6).

4. Nonlinear asymptotics. In this section, we describe the results from [27]. That
paper, where our main goal is to investigate the behavior as t→∞ of solutions to (1.1)
with f(u) = u2/2, was inspired by the work of Amick et al. [4]. Using the Hopf-Cole
transformation and several subtle estimates, they show that each solution of (1.1) (with
f(u) = u2/2) corresponding to the initial data u0 ∈ L1(R) ∩H2(R) satisfies

‖u(·, t)‖2 ≤ Ct−1/4 (4.1)

for all t > 0 and a positive constant C. Next, as a direct consequence of (4.1), they obtain
‖u(·, t)‖∞ ≤ Ct−1/2 with another C > 0, as well as decay rates for other Lp-norms of u
and its derivatives (cf. [4, Th. 5.1 and Cor. 5.2]). Moreover, the estimate (4.1) is optimal
as long as

∫
R u0(x) dx 6= 0, because, as it was shown in [4, Th. 5.5],

lim
t→∞

t1/2
∫

R
u2(x, t) dx (4.2)

=
4ν2(β − 1)2

2π
√
ν

∫
R

exp(−2ξ2)
{1 + ((β − 1)/

√
π)
∫∞
ξ

exp(−s2) ds}2
dξ,

where β = exp{−(1/2ν)
∫
R u0(x) dx}.

In [27], we contribute to a better understanding of the limit (4.2). We show that the
large time behavior of solutions to (1.1)-(1.3) satisfying (4.1) is described by a nonlinear
diffusion wave. In other words, the asymptotic profile of solutions to (1.1) with f(u) =
u2/2 is given by a particular solution UM = UM (x, t) to the Burgers equation

vt − νvxx + vvx = 0, (4.3)

having the properties ∫
R
UM (x, t) dx = M for all t > 0 (4.4)

and ∫
R
UM (x, t)ϕ(x) dx→Mϕ(0) as t→ 0 (4.5)

for all ϕ ∈ C∞(R). Using the terminology from [29] one can say that UM (x, t) → Mδ0
(the Dirac delta) as t↘ 0 narrowly in R. Such a solution is called a fundamental solution
in the linear theory and a source solution in a nonlinear case.



140 G. KARCH

We need to recall some properties of solutions to (4.3) before we make precise our
results. It is well-known that the Hopf-Cole transformation allows us to solve (4.3) for
each initial value v(0) ≡ v0 ∈ L1(R) giving a solution v in an explicit form. This is
a unique classical solution belonging to C([0,∞); L1(R)). Moreover, applying the known
result for the linear heat equation and inverting the transformation, one concludes that
the large time behavior of v is given by the following explicit solution

UM (x, t) = t−1/2UM

(
xt−1/2, 1

)
with UM (η, 1) =

exp(−η2/4)
CM + 1

2

∫ η
0

exp(−ξ2/4) dξ
. (4.6)

Here, the constant CM is uniquely determined as a function of M by the condition∫
R UM (η, 1) dη = M . The important point to note here is that for every M ∈ R the

function UM is a unique solution to (4.3) in the space C((0,∞);L1(R)) which takes
the initial data in the narrow sense (4.5) (cf. [20, Thm. 3]). It represent the asymptotic
behavior of all solutions to (4.3) with given (conserved in time) M . More precisely, it
follows that for all initial data v0 ∈ L1(R) such that

∫
R v0(x) dx = M , the corresponding

solutions of (4.3) satisfy

t(1−1/p)/2‖v(·, t)− UM (·, t)‖p → 0 as t→∞ (4.7)

for each p ∈ [1,∞] (see e.g. [17], [22], [24], for details).
The main result of [27] consists in showing the analogous asymptotic behavior of

solutions to (1.1).

Theorem 4.1. Let u = u(x, t) be a solution to the problem (1.1)-(1.3) with f(u) =
u2/2 corresponding to the initial data u0 ∈ L1(R) ∩ L2(R) and satisfying the estimate
(4.1). Then for each p ∈ [1,∞]

t(1−1/p)/2‖u(·, t)− UM (·, t)‖p → 0 as t→∞, (4.8)

where UM = UM (x, t) is the source solution of the Burgers equation (4.3) given by formula
(4.6).

Theorem 4.1 may be summarized by saying that dispersion becomes asymptoti-
cally negligible (compared to dissipation and nonlinearity) in the leading-order long-time
asymptotic form of solutions to (1.1).

Remark 4.1. As we have mentioned above, each solution of (1.1) with f(u) = u2/2
corresponding to u0 ∈ L1(R)∩H2(R) satisfies (4.1) ([4]). One can take also u0 ∈ L1(R)∩
H1(R) to get (4.1) assuming additionally that u0 is small in an appropriate sense (cf. [19]).
In our case, as long as we know (4.1), we are able to prove (4.8) for solutions corresponding
to u0 ∈ L1(R) ∩ L2(R). Moreover, in [27, Sec. 5] we discuss possible applications of our
method to more general equations.

Remark 4.2. By Theorem 4.1, we discover that the number on the right hand side
of (4.2) is equal to ‖UM (·, 1)‖22. To see this, we need the explicit form of CM in (4.6),
which one obtains by straightforward calculations.

Remark 4.3. It is proved in [19] (see also [27, 28]) that the asymptotic profile as
t→∞ of the solution of the linear equation ut− νuxx + uxxx = 0 with

∫
R u0(x) dx = M
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is given by MG(x, νt). The same result holds for solutions to the nonlinear equation

ut − νuxx + uxxx + (uq)x = 0 (4.9)

for q > 2. This is the case of so-called asymptotically weak nonlinearity, and we refer to
[19] for a treatment of more general equations with such a property. Theorem 4.1 shows
now that the large time behavior of solutions to (4.9) for q = 2 is different.

Remark 4.4. By the previous remark and Theorem 4.1, we see that the first order
term in the asymptotic expansion of solutions (with integrable data) to (4.9) for q ≥ 2
is the same as for the convection-diffusion equation with the analogous nonlinearity (cf.
[22]). It would be interesting to know what happens with solutions to

ut − νuxx + uxxx + (uq)x = 0

for 1 < q < 2 as t→∞. Do such solutions with integrable data look (for large t) like the
entropy solution of the purely convective equation

ut + (uq)x = 0

with initial data Mδ0? One can hope that effects of the dissipative and dispersive terms
(−νuxx and uxxx, resp.) disappear completely in the limit. This conjecture is based on
similar results obtained for solutions to the convection-diffusion equation (cf. [20]).

The proof of Theorem 4.1 uses a standard scaling argument (cf. e.g. [15, 20, 21, 29]).
For λ ≥ 1, we consider the rescaled function

uλ(x, t) ≡ λu(λx, λ2t), (4.10)

where u is a solution to (1.1). Going back to (1.1) with f(u) = u2/2, one easily checks
that uλ is a solution to

(uλ)t − ν(uλ)xx + λ−1(uλ)xxx + uλ(uλ)x = 0, (4.11)

uλ(x, 0) = λu0(λx) ≡ u0,λ(x).

Now the investigation of the asymptotic behavior of the solution u can be reduced to
studying the convergence of the family {uλ}λ≥1 as λ → ∞, what will allow us to pass
to a weak limit in (4.11). Hence, in [27], we prove some preliminary estimates, which
are essential to establish the compactness of the above family. We deal with a crucial
difficulty which does not appear in the case of the heat equation with either absorbing
or convective term. The third order term in (1.1) causes oscillations of solutions, and the
maximum principle fails. Consequently, one cannot follow reasonings from [20, 21, 29],
and others based on this important tool.

Thus another argument is needed. Observe that the decay (4.1) of solutions to (1.1)
gives an estimate of the family {uλ}λ≥1 uniform with respect to λ. Indeed, it follows
immediately by a simple change of variables that

‖uλ(·, t)‖2 = λ1/2‖u(·, λ2t)‖2 ≤ Cλ1/2(λ2t)−1/4 = Ct−1/4 (4.12)

with C independent of λ. We obtain analogous bounds for derivatives of uλ using (4.12)
and an integral representation of solutions to (4.11). Next, classical compactness results
allow us to prove Theorem 4.1 for p = 2, first. We are able to handle other p ∈ [1,∞]
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in (4.8) by using (4.7) and an integral representation of solutions of (4.3) (analogous to
that in (3.5), with S(t) replaced by G(t)).

5. Higher order asymptotics. Bona and Luo proved in [10] that if the initial data
has the property that its Fourier transform vanishes at the origin like |y|β , 0 ≤ β ≤ 1,
as y → 0, then for f(u) = uq with q ≥ 2 the decay rate of the corresponding solutions
of (1.1) or (1.2) will increase by β/2. Moreover, for β = 1 they computed explicitly
limt→∞ t3/2

∫
u2(x, t) dx which appears to depend on the first moment of the initial data

u0 and on the double integral ∫ t

0

∫
R
uq(x, t) dxdt. (5.1)

In addition, in this special case, the L2-norm of the difference between solutions of (1.1)
or (1.2) and the corresponding linear equation also has the large-time asymptotic form
Ct−3/4, where C depends on the double integral in (5.1) only (some preliminary results
in this direction can be also found in [19]).

To develop the theory described above, we find in [28] the higher-order term of the
asymptotic expansion in Lp as t→∞ of solutions to (1.1) and (1.2) with f(u) = uq. To
put this more precisely, assume that w = w(x, t) is a solution to the linearized equation.
We compute explicitly a function Q = Q(x, t) such that u(x, t)− w(x, t)−Q(x, t) tends
to 0 in Lp(R) (p ∈ [1,∞]) as t goes to infinity, faster than u(x, t) − w(x, t). Moreover,
the form of Q(x, t) differs for 2 < q < 3, q = 3, and q > 3. We complete these results by
deriving asymptotic formulas as t→∞ of solutions to the linearized equation.

To describe our results more precisely, let us recall that any solution of (1.1)-(1.3)
satisfies the integral equation (the counterpart of (3.5))

u(t) = S(t) ∗ u0 −
∫ t

0

Sx(t− τ) ∗ uq(τ) dτ. (5.2)

Here S(x, t) is the fundamental solution of the equation ut − νuxx + uxxx = 0 given by
the formula

S(x, t) ≡ 1
2π

∫
R
e(−νξ2+iξ3)t+ixξdξ.

All the results proved in [28] concern solutions to the integral equation (5.2). However,
one can show repeating the reasoning from [27, Thm. 2] that these solutions are, in fact,
classical solutions to (1.1)-(1.3) provided q is either an integer or sufficiently large. Hence,
without loss of generality, by solutions to (1.1)-(1.3), we always mean solutions to (5.2).

In [28], we impose the following basic assumptions.

1. We consider the asymptotically weak nonlinearity, i.e.

f(u) = uq for q > 2 (5.3)

(cf. the comments following (1.4)).
2. The function u = u(x, t) is a solution of (1.1)-(1.3) satisfying the following decay

estimates:
‖u(·, t)‖2 ≤ Ct−1/4 and ‖u(·, t)‖∞ ≤ C, (5.4)

for all t > 0, where the numbers C are independent of t.
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Remark 5.1. The condition in (5.4) is not particularly restrictive, and is imposed
for brevity sake. Indeed, the works [19, 30, 6, 9, 8, 11] contain several conditions under
which (5.4) holds true. Moreover, we construct in [28] solutions to (1.1)-(1.3) satisfying
(5.4) provided u0 is small in L1(R) ∩H1(R).

We are now in a position to formulate the main theorem from [28].

Theorem 5.1 ([28]). Assume p ∈ [1,∞]. Suppose that u is a solution to (1.1)-(1.3)
satisfying the decay estimate (5.4) with u0 ∈ L1(R) ∩H1(R).

i. For 2 < q < 3 it follows that

t(q−1/p)/2−1/2

∥∥∥∥u(t)− S(t) ∗ u0 +
∫ t

0

Gx(t− τ) ∗ (MG(τ))q dτ
∥∥∥∥
p

→ 0 (5.5)

as t→∞.
ii. For q = 3 we have

t(1−1/p)/2+1/2

log t
‖u(t)− S(t) ∗ u0 + (log t)M3(4π

√
3)−1Gx(t)‖p → 0 (5.6)

as t→∞.
iii. For q > 3 the following relation

t(1−1/p)/2+1/2

∥∥∥∥u(t)− S(t) ∗ u0 +
∫ ∞

0

∫
R
uq(y, τ) dydτ Gx(t)

∥∥∥∥
p

→ 0 (5.7)

holds as t→∞.

Remark 5.2. Since
∫
R |u(x, τ)|q dx ≤ C(1 + τ)(1−q)/2 (cf. [28, Lemma 5.1]), the inte-

gral
∫∞

0

∫
uq(y, τ) dydτ converges for q > 3. Moreover, multiplying (1.1) by x, integrating

over R× (0, t), and letting t→∞, we obtain (at least formally) that (cf. [38, Remark 4])∫ ∞
0

∫
R
uq(y, τ) dydτ = lim

t→∞

∫
R
u(x, t)x dx−

∫
R
u0(x)x dx. (5.8)

Another way of deriving (5.8) is based on (5.2), if we observe that easy computation shows
that

∫
R xS(t) ∗ u0(x) dx =

∫
R xu0(x) dx and

∫
R xSx(t− τ) ∗ uq(x, τ) dx =

∫
R u

q(x, τ) dx.

The asymptotic expansion of S(x, t) derived in [28, Sec. 3] allows us to extend Theo-
rem 5.1.

Proposition 5.2. Assume that u0 ∈ L1((1 + |x|) dx). For every p ∈ [1,∞],

t(1−1/p)/2+1/2‖S(t) ∗ u0 −MG(t) +mGx(t) + tMGxxx(t)‖p → 0 as t→∞,

and
t(1−1/p)/2+1/2

log t
‖S(t) ∗ u0 −MG(t) +mGx(t)‖p → 0 as t→∞.

Moreover, for 2 < q < 3,

t(q−1/p)/2−1/2‖S(t) ∗ u0 −MG(t)‖p → 0 as t→∞.

Remark 5.3. Theorem 5.1 and Proposition 5.2 may be summarized by saying that
the dispersive effect (i.e. the term tMGxxx(t)) appears in the second-order terms of the
large-time behavior of solutions to (1.1)-(1.3) for q > 3, only. However, when q ∈ (2, 3]
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the first and the second-order terms of the large time behavior of solutions is the same
as that of solutions to the corresponding Cauchy problem for the convection-diffusion
equation ut − uxx + (uq)x = 0 (cf. [38]).

Our work [28] is closely related to the one by Bona et al. [12]. They use a renormal-
ization mapping that was introduced in another context by Bricmont et al. [14] in order
to find the asymptotic formula, as t→∞, for solutions to the equation

ut + (uq)x − uxxx +Mu = 0, (5.9)

where ̂(Mu)(ξ) = |ξ|2β û(ξ), 1 < 2β ≤ 2, q ≥ 2β + 1 (q is an integer). Hence our results
overlap exactly with those in [12] for the generalized KdV-Burgers equation when q ≥ 3
is an integer.

The primary new aspect of our work is that we propose a new approach to study
the higher-order asymptotics of solutions to conservation laws with dispersion and dis-
sipation. This approach is based on subtle estimates of the fundamental solution to the
linearized equation and on the decay estimates of the Lp-norms of solutions to the non-
linear equations as well as on their integral representation (cf. (3.5), below). This allows
us to impose conditions on the initial data (1.3) simpler than those in [12], and we does
not require u0 to be small.

Moreover, we can control the behavior of solutions in Lp(R) for 1 ≤ p < 2, which
gives more information when x/

√
t is large. Up to our knowledge, this is the first result

of this type for solutions to conservation laws with dissipation and dispersion.
In [28], we also consider other types of dispersion. This extends the generalized KdV-

Burgers equation in a different direction than was done in [12]. In fact, here we model
the dissipation effects in (1.1) and (1.2) by the term −uxx for simplicity of the exposition
only. Note, however, that a more general dissipation can be handled by our method (cf.
[7]).

We also consider fractional power nonlinearities, so we replace uq by (1.4). This enables
us to say what happens when 2 < q < 3.

Finally, another novel aspect of our work is that we also consider the generalized BBM-
Burgers equation (1.2), and we find the higher order terms of the asymptotic expansion
of solutions in Lp(R) for p ∈ [1,∞].

We conclude this section by reviewing analogous results for other equations. Zuazua
[38] was the first who found the second order term in the asymptotic expansion as t →
∞ of solutions to the convection-diffusion equation ut − ∆u = ~a · ∇(|u|q−1u) in Rn.
He observed that this asymptotics differs for 1 + 1/n < q < 1 + 2/n, q = 1 + 1/n,
and q > 1 + 2/n. However, the methods used by him are very specific, and can be
applied neither to (1.1) nor to (1.2). Next, Carpio [16] derived an analogous result for
solutions to the Cauchy problem for the incompressible Navier-Stokes equations in two
and three dimensions. In that case, the semigroup of linear operators generated by the
Stokes operator reduces to the classical heat semigroup which simplifies considerations.
Nonlinear effects in the asymptotic expansion of small solutions to the nonlinear heat
equation was observed by Wayne [35] and to a class of nonlinear Schrödinger equations
by Pillet and Wayne [32].
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