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1. Introduction

It is well known that, under certain regularity conditions, a diffusion process on a manifold with boundary is determined by a second order differential operator of elliptic type (possibly degenerate) plus a Wentzell’s boundary condition (cf. Wentzell [11]). The problem of constructing the diffusion from a given pair of such analytic data has been discussed so far by many authors. K. Sato and T. Usano [7] laid a fundamental route of construction in an analytical way and following it, J. M. Bony, Ph. Courrege and P. Priouret [1] succeeded in constructing diffusions in very general cases. In a probabilistic way, N. Ikeda [4] applied Itô’s stochastic differential equations to this problem and S. Watanabe [8] extended his idea so as to cover more general cases.

In this paper, we will propose still another approach to this problem by constructing directly the excursions of the diffusion. Our plan is as follows: we prepare two kinds of Poisson point processes on function spaces which we call Poisson point processes of the Brownian excursions of the first and second kinds. Each point of these point processes represents a Brownian excursion and by solving a stochastic differential equation based on this excursion (which is an absorbing barrier Brownian motion with an infinite entrance law) we can associate an excursion of the diffusion to be constructed to each of Brownian excursions. Here, we make use of the space-time relation of the Brownian excursion to produce the frequency of excursions in proportion to the coefficient of the corresponding terms in the given boundary condition.

The path functions of the diffusion to be constructed will be defined by gluing the excursion thus constructed and, in doing this, we need the so-called process on the boundary. This is constructed by solving a stochastic differential equation of jump type based on the Poisson point processes of Brownian excursions. Usually stochastic differential equations of jump type, as discussed in e.g. K. Itô [5] and
2. Point processes and Poisson point processes

Here, we will summarize the theory of point processes as will be necessary below.

For details, we refer to, e.g., Grigelionis [3], Itô [6] and Watanabe [9].

Let \((X, \mathcal{B}(X))\) be a measurable space. By a point function \(p\) on \(X\), we mean a map \(p : D_p \subseteq (0, \infty) \to X\), where the domain \(D_p\) is a countable subset of \((0, \infty)\). \(p\) defines a counting measure \(N_p(\cdot, dx)\) on \((0, \infty) \times X\) by

\[
N_p(\{s \leq t\} \times U, \{s \leq t, p(s) \in U\}) = \#\{p \in D_p : s \leq t, p(s) \in U\}, \quad t > 0, \ U \in \mathcal{B}(X).
\]

A point process is obtained by randomizing the notion of point functions. Let \(\mathcal{P}_X\) be the set of all point functions on \(X\) and \(\mathcal{B}(\mathcal{P}_X)\) the smallest \(\sigma\)-field on \(\mathcal{P}_X\) with respect to which all \(p \to N_p(\{0, t\} \times U)\), \(t > 0, \ U \in \mathcal{B}(X)\), are measurable.

A point process \(p\) on \(X\) is, by definition, a \((\mathcal{P}_X, \mathcal{B}(\mathcal{P}_X))\)-valued random variable, i.e., a measurable map \(p : \Omega \to \mathcal{P}_X\) defined on a probability space \((\Omega, \mathcal{F}, P)\).

Let \((\Omega, \mathcal{F}, P; \mathcal{F})\) be a probability space with right-continuous increasing family \((\mathcal{F}_t)_{t \geq 0}\) of \(\mathcal{F}\)-subfields of \(\mathcal{F}\). From now on, we consider all point processes to be defined on the quadruple \((\Omega, \mathcal{F}, P; \mathcal{F})\). A point process \(p\) on \(X\) is called \((\mathcal{F}_t)\)-adapted if \(\{N_p(\{0, t\} \times U)\}_{t \geq 0}\) is \(\mathcal{F}_t\)-measurable for all \(t > 0\).

Theorem 2.1. A point process \(p\) on \(X\) is called the class \((QL)\) if

(i) it is \((\mathcal{F}_t)\)-adapted,

(ii) it has a compensating measure \(\phi_p(\cdot, dx)\) of \(p(\cdot, dx)\).

We refer to [9] for the precise meaning of (ii). Let \(n(dx)\) be a \(\sigma\)-finite measure on \((X, \mathcal{B}(X))\).

Definition 2.2. A point process \(p\) on \(X\) is called an \((\mathcal{F}_t)\)-stationary Poisson point process on \(X\) with the characteristic measure \(n(dx)\) if it is of the class \((QL)\) with

\[
\phi_p(\cdot, dx) = dn(dx).
\]

By Itô's formula (cf. [3], [9]), we can prove easily that such \(p\) satisfies, for every \(t > s \geq 0, \lambda_t > 0, \ U_t \in \mathcal{B}(X), \ t = 1, 2, \ldots, \) and such that \(n(U_t) < \infty\) and are disjoint,

\[
E(e^{-\lambda_t \int_0^t N_p(\{s \leq t\} \times \cdot, \cdot))} | \mathcal{F}_s) = \exp\left\{-(1-s) \sum_{t=1}^n n(U_t)(e^{-\lambda_t} - 1)\right\}
\]

and this justifies to call \(p\) a Poisson point process.
and
\[ b(t, x) = (b^1(t, x), \ldots, b^d(t, x)): [0, \infty) \times \mathbb{R}^d \to \mathbb{R}^d \]
be Borel measurable such that, for a constant \( K \geq 0 \),
\[ ||\sigma(t, x)||^2 + ||b(t, x)||^2 \leq K(1 + ||x||^2), \quad t > 0, \ x \in \mathbb{R}^d, \]
\[ ||\sigma(t, x) - \sigma(t, y)||^2 + ||b(t, x) - b(t, y)||^2 \leq K(||x - y||^2), \quad t > 0, \ x, y \in \mathbb{R}^d. \]
Then the following stochastic differential equation
\begin{equation}
X^t(y) = X^t(0) + \int_0^t \int \sigma(u, x) \, dB^i(u) + \int_0^t b^i(u, x) \, du + \int_0^t f^i(u, x(s - u)) \, ds \, dz(u, du) - d\mu(u, dz)
\end{equation}
have the unique solution (cf. [2], [5]).

**3. Conditions on Analytic Data**

Let \( D = \mathbb{R}^d^+ = \{ x = (x_1, x_2, \ldots, x_d); \ x_0 > 0 \} \) be the upper half space of \( \mathbb{R}^d \); \( \bar{D} = \{ x \in D; \ x_0 > 0 \} \) be its interior and \( \partial D = \{ x \in D; \ x_0 = 0 \} \) be its boundary. Suppose we are given the following analytic data:

(i) a second order differential operator \( A \) on \( D \) of elliptic type (possibly degenerate)
\begin{equation}
A(x) = \frac{1}{2} \sum_{i,j=1}^d a^{ij}(x) D_i D_j f(x) + \sum_{i=1}^d b^i(x) D_i f(x) - c(x) f(x) \quad (D_i = \frac{\partial}{\partial x_i})
\end{equation}
where \( a(x) = (a^{ij}(x)) \) is symmetric and non-negative definite and \( c(x) \geq 0 \),

(ii) a Wentzell's boundary condition \( L \), which is a map from a smooth function on \( D \) to a function on \( \partial D \) given as
\begin{equation}
L(x) = \frac{1}{2} \sum_{i,j=1}^d a^{ij}(x) D_i D_j f(x) + \sum_{i=1}^d b^i(x) D_i f(x) - \gamma(x) f(x) + \mu(x) D_0 f(x) - q(x) f(x) + \int_{|u|<1} [f(x + g(x, u)) - f(x) - \int_{|u|<1} g(x, u) D_1 f(x)] \, du
\end{equation}
where \( \gamma(x) = (\gamma^i(x)) \) is symmetric and non-negative definite \( \gamma(x) \geq 0, \mu(x) \geq 0, \ g(x) \geq 0 (x \in \partial D) \) and \( g(x, u) = \{ g^i(x, u) \}_{i=1}^d, \ x \in \partial D, \ u \in \mathbb{R} \), satisfies \( g(x, 0) = 0 \), \( g^*(x, u) = 0 \) and
\[
\int_{|u|<1} \left| g^*(x, u) + \sum_{i=1}^d g^i(x, u) \right| \, du < \infty.
\]
We assume \( \sigma^*(x) > 0 \) everywhere. Then, by a time change (or by a transformation of coordinates) we may, without loss of generality, assume that \( \sigma^*(x) = 1 \). We may also assume that \( b^*(x) = 0, \ c(x) = 0 \) and \( \gamma(x) = 0 \) since, if a diffusion is constructed in such a case, then by a well-known probabilistic method of transformations of drift and killing, a general case is easily constructed. Thus, we assume (A.I) we have
\begin{equation}
\sigma(x) = 1, \ b(x) = 0, \ c(x) = 0 \quad \text{and} \quad \gamma(x) = 0.
\end{equation}
Next, we assume the following regularity conditions on coefficients.

(A.II) There exists \( \sigma(x) = (\sigma^i(x))_{k=1, k+1, 2, \ldots, n} \in D, \text{such that} \sigma(x) \text{is bounded and} \text{Lipschitz continuous,} \sigma^2(x) = 1, \sigma^1(x) = 0, \ k = 1, 2, \ldots, n-1, \ \text{and} \ a^i(x) = \sum_{k=1}^n \sigma^k(x) \sigma^k(x).
\end{equation}

N.B. If \( a(x) \) is of the class \( C^2 \) on some neighborhood of \( D \), then such \( a(x) \) exists.

(A.II) \( b(x) = (b^i(x)) \in D \) is bounded and Lipschitz continuous.

(A.III) \( r(x) = (r^i(x))_{k=1, k+1, 2, \ldots, n} \in D \) such that it is bounded and Lipschitz continuous and
\begin{equation}
\phi(x) = \sum_{k=1}^n \psi^k(x) \chi^k(x)
\end{equation}

N.B. If \( a(x) \) is of the class \( C^2 \) on \( D \), then such \( r(x) \) exists.

(A.II) \( b^i(x) = (b^i(x)) x \in \partial D \to \mathbb{R}^d \) is bounded and Lipschitz continuous.

(A.II) \( b^i(x) = x \in \partial D \to [0, \infty) \) is bounded and Lipschitz continuous.

(A.III) \( r(x) = (r^i(x))_{k=1, k+1, 2, \ldots, n} \in D \) such that it is bounded and Borel measurable.

(A.III) \( g(x, u) = (g^i(x, u)): (x, u) \in \partial D \times \mathbb{R} \to D \) satisfies the following:

(i) it is Borel measurable,

(ii) \( g(x, 0) = 0 \)

(iii) there exists bounded function \( h(u) \) defined on \([ -1, 1 ] \) such that \( h(0) = 0 \),
\begin{equation}
\int_{|u|<1} h(u) \, du < \infty
\end{equation}
and, for every \( x, y \in \partial D \) and \( u \in [-1, 1] \),
\begin{equation}
0 \geq g^*(x, u) - g^*(y, u) \leq h(u) |x - y|
\end{equation}
As is well known, there exists a $\sigma$-finite measure $Q$ on $\mathcal{W}_a$, $\mathcal{B}(\mathcal{W}_a)$) such that
\begin{align}
Q(w; w(t_1) \in E_1, w(t_2) \in E_2, \ldots, w(t_n) \in E_n, \sigma(w) > t_n)
&= \int_{E_1} dx_1 \int_{E_2} dx_2 \cdots \int_{E_n} dx_n \, p^n(t_{n+1}-t_1, x_1, x_2, \ldots, x_n, t_n), \\
&\quad 0 < t_1 < t_2 < \ldots < t_n, E_i \in \mathcal{B}(D).
\end{align}
$Q$ is constructed, for example, in the following way. Consider a stochastic differential equation on $\mathbb{R}^n$:
\begin{align}
\frac{d}{dt} e_i(t) &= \frac{\partial}{\partial x_i} - \frac{1}{2} \frac{\partial^2}{\partial x_i^2} e_i(t), \\
e_0 = 0, && i = 1, 2, \ldots, n.
\end{align}
where $(B_1, B_2, \ldots, B_n)$ is an $n$-dimensional Wiener process. Then, there exists a unique solution $e_i$ for $t \in [0, T]$ such that $e_i > 0$, $t \in (0, T)$ and $\lim_{t \to T} e_i = 0$. In fact, the uniqueness of the solution in $[0, T]$ of
\begin{align}
\frac{d}{dt} f(t) &= 2(f''(t) + 0)f(t) + \frac{3 - 2f''(t)}{T-t} dt, \\
f(0) &= 0
\end{align}
is well known and $e_i = (f(t_i)^2)^{1/2}$. By setting $e_i = e_i - e_j$, $i = 1, 2, \ldots, n-1$ and $\sigma(e) = 0$ for $t \geq T$, $t \mapsto e_i$ is a $\mathcal{W}_a$-valued random variable such that $\sigma(e) = T$ and we denote the probability law as $P_T$. Then
\begin{align}
Q(B) = \int P_T(B \cap \{w; \sigma(w) = T\}) \frac{dT}{\sqrt{2\pi T}}.
\end{align}
By Theorem 2.1, there exists a stationary Poisson point process $p_t$ on $\mathcal{W}_a$ with the characteristic measure $Q$.

DEFINITION 4.1. $p_t$ is called a Poisson point process of Brownian excursions of the first kind.

Let $(\mathcal{W}_a, \mathcal{B}(\mathcal{W}_a), Q)$ be the above $\sigma$-finite measure space and $\mathcal{B}(\mathcal{W}_a)$ be the sub-$\sigma$-field of $\mathcal{B}(\mathcal{W}_a)$ generated by cylinder sets up to time $t$. Let us denote by $E^a$ the integration by the measure $Q$. It is easy to see that for $0 < t_1 < t_2$ and $t_1, t_2, \ldots, t_n$,
\begin{align}
E^a((w(t_1) - w(t_1)_{|\mathcal{B}_n(\mathcal{W}_a)})) &= 0 \ a.s., \\
E^a((w(t_1) - w(t_1))_{|\mathcal{B}_n(\mathcal{W}_a)}) &= 0, \quad \text{a.s.}
\end{align}
For a $\mathcal{B}(\mathcal{W}_a)$-adapted measurable process $f(t, w)$ such that for every $t$,
\begin{align}
E^a\left[\int_0^{e(x, w)} f(t, w) dt \right] < \infty,
\end{align}
(hence, in particular, for any bounded \( f(t, w) \)) we can define the stochastic integral

\[
I(f)(t) = \int_0^t f(s, w) \, dw(s), \quad t = 1, 2, \ldots, n
\]

is exactly the same way as ordinary Itô's integral and, for almost all \( w(\Omega) \), \( t \in (0, \infty) \), \( I(f)(t) \) is continuous, \( I(f)(0+) = 0 \) and \( I(f)(t) = I(f)(t \wedge \sigma(w)) \).

Let \( \sigma(w) : \mathbb{R} \to \mathbb{R} \) and \( b(x) : \mathbb{R} \to b(x) \in \mathbb{R}^n \) be given as in § 3, and let \( c \geq 0 \) be given. Consider the following stochastic differential equation for the process \( X(t) \) on \( D \):

\[
X(t) = x + c \sum_{i=1}^{n} \sigma_i(X(s)) \, dw_i(s) + c^2 \int_0^t b(X(s)) \, ds, \quad t = 1, 2, \ldots, n-1
\]

**Theorem 4.1.** For given \( x = (x_1, x_2, \ldots, x_{n-1}, 0) \in \partial D \) and \( c \geq 0 \), there exists a unique solution \( X^{x,c}(t) \) of (4.15). This solution defines a map \( (x, c, w) \in \partial D \times \mathbb{R}_0 \to X^{x,c} \in \mathbb{W} \) which is measurable \( \mathbb{B}(\partial D) \times \mathbb{B}(\mathbb{R}_0) \times \mathbb{B}(\mathbb{W}) \).

Furthermore, for every \( T > 0 \) and \( C > 0 \), there exists a constant \( K = K(T, C) \) such that

\[
\mathbb{E}(|X^{x,c}(t) - X^{x',c'}(t)|^2) \leq K(|x - x'|^2 + |c - c'|^2)
\]

for all \( x, x' \in [0, C], c, c' \in (0, C], t \in [0, T] \).

**Proof.** Let \( \sigma_c(x) = c \sigma(x) \) and \( b_c(x) = c^2 b(x) \). Then, for a fixed \( C > 0 \), there exists a constant \( K > 0 \) such that for all \( x, x' \in [0, C], c, c' \in (0, C], t \in [0, T] \),

\[
|\sigma_c(x) - \sigma_c(x')|^2 + |b_c(x) - b_c(x')|^2 \leq K |x - x'|^2
\]

for all \( c, c' \in (0, C], t \in [0, T] \).

Now

\[
\mathbb{E}(X^{x,c}(t) - X^{x',c'}(t))^2 = \int_0^t \mathbb{E}(\sigma_c(X^{x,c}(s)) - \sigma_c(X^{x',c'}(s)))^2 \, dw(s) + \int_0^t \mathbb{E}(b_c(X^{x,c}(s)) - b_c(X^{x',c'}(s)))^2 \, ds
\]

Hence, noting \( \mathbb{E}(|X^{x,c}(t) - X^{x',c'}(t)|^2) \leq K |x - x'|^2 + |c - c'|^2 + \mathbb{E}(H(t))^2 \) ds, the conclusion follows at once from this estimate.

**Definition 4.2.** Let, for given \( x \in \partial D \) and \( c \geq 0 \), \( (X^{x,c}(t))_{t \geq 0} \) be defined by

\[
Y^{x,c}(t) = \left\{ \begin{array}{ll}
X_{t} & \text{if } c > 0, \\
0 & \text{if } c = 0.
\end{array} \right.
\]

Let \( \mu(x) \) be given as in § 3.

**Definition 4.3.** Let a map \( \Phi : (x, w) \in \partial D \times \mathbb{W}_0 \to \Phi(x, w) \in \mathbb{W} \) be defined by

\[
\Phi(x, w)(t) = Y^{x,c}(t)
\]

\( \Phi(x, w) \) is called the excursion of the first kind (of the diffusion to be constructed) corresponding to a Brownian excursion \( w \).

Clearly,

\[
\Phi(x, w)(0) = x
\]

and

\[
\sigma[\Phi(x, w)] = \mu^2(x) \sigma(w)
\]

**Definition 4.4.** Let a map \( \varphi : (x, w) \in \partial D \times \mathbb{W}_0 \to \varphi(x, w) \in \partial D \) be defined by

\[
\varphi(x, w) = \Phi(x, w) \sigma[(x, w)] - x
\]

\( \varphi(x, w) \) is the first kind excursion of the diffusion \( \varphi(x, w) \) along \( w \).

From (4.16) and the Lipschitz continuity of \( \mu \), we have at once the following

**Theorem 4.2.** There exists a constant \( K > 0 \) such that

\[
\mathbb{E}(\varphi(x, w) - \varphi(y, w))^2 : \sigma(w) \leq 1 \leq K |x - y|^2, \quad x, y \in \partial D
\]

and

\[
\mathbb{Q}(w; \sigma(w) > 1) = m \left( \frac{2m^3}{3} \right) < \infty.
\]
Let
\[ \beta_i(x) = \mu^2(x)E^Q \int_0^{\infty} \lambda^i(x, o(x), t) dt : \sigma(w) \leq 1 \]  

Then, using (4.16), we see easily the following

**Theorem 4.3.** \( \beta_i(x) = (\beta_i(x))_{i=1}^n \) is bounded and Lipschitz continuous on \( \partial D \).

5. Construction of excursions of the second kind

We introduce the following subspaces of \( W = C([0, \infty) \to D) \):
\begin{align*}
\mathcal{W}^* &= \{ w \in W; w(t) = w(t \land \sigma(w)) \}, \\
\mathcal{W}^{**} &= \{ w \in \mathcal{W}^*; w(0) \equiv \hat{D} \}
\end{align*}

and
\[ \mathcal{W}^o = \{ w \in \mathcal{W}^*; w(0) = (0, 0, \ldots, 0, 1) \}, \]

where
\[ \sigma(w) = \inf \{ t \geq 0; w(t) \notin \hat{D} \}. \]

Clearly, \( \mathcal{W}^* \supset \mathcal{W}^{**} \supset \mathcal{W}^o \). Let \( P_1 \) be the probability measure on \( (\mathcal{W}^{**}, \mathcal{B}(\mathcal{W}^{**})) \) which is the probability law of the Brownian motion on \( D \) with absorbing boundary \( \partial D \) starting at \( (0, 0, \ldots, 0, 1) \). On the product space \( \mathcal{W}^o \times (R \setminus \{0\}) \), we define the following \( \sigma \)-finite measure \( P_1(dw) \) as a product measure.

**Definition 5.1.** A stationary Poisson point process \( P_2 \) on \( \mathcal{W}^o \times (R \setminus \{0\}) \) with the characteristic measure \( P_1(dw) \), \( dw \) is a called a Poisson point process of Brownian excursions of the second kind.

Let \( x = (x_1, x_2, \ldots, x_n) \in D, w \in \mathcal{W}^o \) is a sample of a Wiener process with absorbing boundary starting at \( (0, 0, \ldots, 0, 1) \) with respect to the probability \( P_1 \), and hence, we can consider the following stochastic differential equation for \( \sigma(x) \) and \( b(x) \) given in § 3:
\begin{align*}
X(t) &= x + \sum_{i=1}^{n} \int_0^t \sigma_i(X(s)) dw_i(s) + \int_0^t b_i(X(s)) ds, \quad i = 1, 2, \ldots, n-1, \\
X_n(t) &= x_n w_n(t).
\end{align*}

Clearly, the solution exists uniquely which we denote as \( X^o(t) \). Note that \( X^o(t) = X^o(t \land \sigma^*(w)) \).

**Theorem 5.1.** The solution \( X^o(t) \) defines a map \( (x, w) \in D \times [0, \infty) \to X^o \in \mathcal{W}^o \) which is measurable \( (t, \mathcal{B}([0, \infty])) \to \mathcal{B}(\mathcal{W}^o) \). \( (\tau, \mathcal{B}([0, \infty))) \to \mathcal{B}(\mathcal{W}^o) \). Let \( y \) be the projection \( R^o \to R^{n-1} : y = (y_1, y_2, \ldots, y_{n-1}) \) for \( x = (x_1, x_2, \ldots, x_n) \).

Then, there exists a constant \( K \) such that, for every \( t > 0, x, y \in D, \)
\begin{align*}
\mathbb{E}^x[(y(X^o(t) - x, y(X^o(t) - y))^2) \\
= K(y - y^2)^2 \mathbb{E}^x[(y^2(t \land \sigma^*(t) + \tau^2))] + \\
+ |x_n - y_n|^2 \mathbb{E}^x[(y^2(t \land \sigma^*(t) + \tau^2))] \exp(K(x_n^2 + \tau^2)).
\end{align*}

**Proof.** Let \( \xi(t) = X(t) - x, \eta(t) = y(t) - y, i = 1, 2, \ldots, n-1 \). Then, \( \eta(t) = \xi(t) - \eta(t) \)
\begin{align*}
&= \int_0^t \sigma(X(s)) \, dw(s) + \int_0^t b(X(s)) \, ds \\
&= \int_0^t \sigma(X(s)) \, dw(s) + \int_0^t b(X(s)) \, ds + \int_0^t \sigma(X(s)) \, dw(s) + \\
&+ \int_0^t b(X(s)) \, ds.
\end{align*}

Therefore, for some constants \( K \) and \( \kappa \),
\begin{align*}
\mathbb{E}^x[(\eta(t))^2] &\leq K \left( |x_n - y_n|^2 \mathbb{E}^x[(y^2(t \land \sigma^*(t) + \tau^2))] + |x_n - y_n|^2 \mathbb{E}^x[(y^2(t \land \sigma^*(t) + \tau^2))] \right) + \\
+ x_n^2 \mathbb{E}^x \left( \int_0^t \sigma(X(s)) \, dw(s) + \int_0^t b(X(s)) \, ds \right) + \\
+ x_n^2 \mathbb{E}^x \left( \int_0^t \sigma(X(s)) \, dw(s) + \int_0^t b(X(s)) \, ds \right) + \\
+ \left( x_n + y_n \right)^2 \mathbb{E}^x \left( \int_0^t \sigma(X(s)) \, dw(s) + \int_0^t b(X(s)) \, ds \right).
\end{align*}

(5.6) follows easily from this estimate. Here we used the following inequality:
\begin{align*}
\mathbb{E}^x \left( \int_0^t |w_n(s)|^2 \, ds \right) &\leq \int_0^t \mathbb{E}^x |w_n(s)|^2 \, ds \leq \mathbb{E}^x \left( \int_0^t |w_n(s)|^2 \, ds \right) \leq \mathbb{E}^x \left( \int_0^t |w_n(s)|^2 \, ds \right) \leq \mathbb{E}^x \left( \int_0^t |w_n(s)|^2 \, ds \right) \leq \mathbb{E}^x \left( \int_0^t |w_n(s)|^2 \, ds \right),
\end{align*}

**Definition 5.2.** Let, for a given \( x \in D, (Y^x(t))_{t>0} \) be defined by
\[ Y^x(t) = \begin{cases} \begin{align*}
x^0 \left( t \land \tau^2 \right), & x > 0, \\
x_n, & x = 0.
\end{cases}
\end{align*}

Let \( y(x, u) = (y^x(x, u)) \) be given as in § 3.
DEFINITION 5.3. Let a map \( \Psi : (x, w, u) \in \partial D \times \mathbb{R}^+ \times \mathbb{R} \rightarrow \Psi(x, w, u) \in \Psi^* \) be defined by
\[
\Psi(x, w, u) (t) = y + x(t).
\]
\( \Psi(x, w, u) \) is called the excursion of the second kind (of the diffusion to be constructed) corresponding to a Brownian excursion \((w, u)\) of the second kind.

Clearly,
\[
\Psi(x, w, u)(0) = x + g(x, u),
\]
\( \sigma^* [\Psi(x, w, u)] = 0 \).

DEFINITION 5.4. Let a map \( \psi : (x, w, u) \in \partial D \times \mathbb{R}^+ \times \mathbb{R} \rightarrow \psi(x, w, u) \in \partial D \) be defined by
\[
\psi(x, w, u) = \Psi(x, w, u)(\sigma^* [\Psi(x, w, u)]) - x = X + \sigma^* [\Psi(x, w, u)] - x.
\]

THEOREM 5.2. There exists a constant \( K > 0 \) such that
\[
\int_{\partial D} I_{\{ \sigma^* [\Psi(x, w, u)] < 0 \}} P_t \left( \frac{du}{|u|^2} \right) \leq \int_{\partial D} \int_{\mathbb{R}} \left( \begin{array}{c}
\psi(x, w, u) = \\
-x
\end{array} \right) \frac{du}{|u|^2} < \infty.
\]

Proof. By (5.6),
\[
E^t \left[ (\psi(x, w, u) - \psi(y, w, u))^2 \right] = \sigma^* (u) \leq h^{-2} (u) \leq \sum_{i=1}^{n+1} \left| g_i (x, u) - g_i (y, u) \right|^2 + \int_{\partial D} I_{\{ \sigma^* [\Psi(x, w, u)] < 0 \}} P_t \left( \frac{du}{|u|^2} \right) \leq \int_{\partial D} \int_{\mathbb{R}} \left( \begin{array}{c}
\psi(x, w, u) = \\
-x
\end{array} \right) \frac{du}{|u|^2} < \infty.
\]

As for (5.13), we have
\[
\int_{\partial D} I_{\{ \sigma^* [\Psi(x, w, u)] < 0 \}} P_t \left( \frac{du}{|u|^2} \right) \leq \int_{\partial D} \int_{\mathbb{R}} \left( \begin{array}{c}
\psi(x, w, u) = \\
-x
\end{array} \right) \frac{du}{|u|^2} < \infty
\]
since \( P_t \{ \sigma^* (u) > h^{-2} (u) \} = O (h^{-2}) \).

Let, for \( x \in \partial D \) and \( i = 1, 2, \ldots, n - 1 \),
\[
\beta_i (x) = \int \frac{1}{2} \left( g_i (x, u)^2 + \right)
\]

Then, by the same estimate as in the proof of (5.6), we can easily prove the following

THEOREM 5.3. \( \beta_i (x) \in (\beta_i (x)|_{x=1}) \) is bounded and Lipschitz continuous on \( \partial D \).

6. Construction of path functions

Now, we are going to construct our diffusion process corresponding to the analytic data \((A, I)\) given in § 3. We prepare, on a suitable quadruplet \((\partial D, \mathcal{F}, \mathbb{P}, \mathcal{A})\), the following:

(i) \( \mathcal{A} \subset \mathcal{F}_0 \): an increasing family of sub-\( \sigma \)-fields of \( \mathcal{F}_0 \) and an \( n \)-dimensional \( \mathcal{F} - \)Wiener process \( B = (B_t)_{t \geq 0} \),

(ii) an \( (n+1) \)-dimensional \( \mathcal{F} - \)Wiener process \( B^* = (B^*_t)_{t \geq 0} \),

(iii) an \( \mathcal{F} - \)stationary Poisson point process \( P_t \) on \( \mathcal{F}_0 \) with the characteristic measure \( \omega \) and \( \mathcal{F} - \)stationary Poisson point process \( P^*_t \) on \( \mathcal{F}^*_0 \times (R \setminus \{0\}) \) with the characteristic measure \( \omega^* \times \mathbb{P} \) such that they are mutually independent, i.e., mutually independent \( \mathcal{F} - \)Poisson point processes of Brownian excursions of the first and second kinds.

N.B. We have automatically that \( \{ B(t) \} \), \( \{ B^*_t \} \), \( P_t \) and \( P^*_t \) are mutually independent. This is well known and an easy consequence of Itô’s formula.

Let \( x \in \partial D \) be given as the starting point of the diffusion process to be constructed. Let \( \eta = (\eta(t)) \) be the solution of the stochastic differential equation
\[
d\eta_t = \sum_{i=1}^n \alpha_i \eta(t) dB_t^i + b(t) \eta(t) dt, \quad \eta(0) = x.
\]
Clearly, there exists the unique solution which is \( \mathcal{F}_t \)-adapted and let

\[
\sigma_D = \inf \{ t \geq 0 : \eta^t(x) \in \partial D \}
\]

and

\[
\xi_0 = \eta^t(\sigma_D) \in \partial D.
\]

Note that \( \xi_0 \) is \( \mathcal{F}_0 \)-measurable.

Let

\[
\tilde{\beta}(x) = \beta_i(x) + \beta^*_i(x), \quad i = 1, 2, \ldots, n - 1, x \in \partial D,
\]

where \( \beta(x) \) is given in 3.1, \( \beta_i(x) \) in (4.24) and \( \beta^*_i(x) \) in (5.14). By Theorems 4.2 and 3.3, \( \tilde{\beta}(x) \) is bounded and Lipschitz continuous on \( \partial D \). We consider the following stochastic differential equation of jump-type for the process \( \tilde{\xi}(t) \) on \( \partial D \):

\[
\tilde{\xi}(t) = \tilde{\xi}_0 + \sum_{i=1}^{n-1} \int_0^t 1_{\{ \xi(s) = i \}} dB^i(s) + \int_0^t \tilde{\beta}(\tilde{\xi}(s)) \, ds + \int_0^t \int_{\partial D} \left[ \int_0^1 I_{\{ \xi(s) = i \}} \phi_i(\xi(s), w) \, dw ight] N_p(ds, dw) \, ds \, d\mathcal{L}(w) + \int_0^t \int_{\partial D} \left[ \int_0^1 I_{\{ \xi(s) \in \gamma(0, \partial D) \}} \phi_i(\xi(s), w) \, dw ight] N_p(ds, dw) \, ds + \int_0^t \int_{\partial D} \left[ \int_0^1 I_{\{ \xi(s) \in \gamma(0, \partial D) \}} \phi_i(\xi(s), w, \eta) \, dw ight] N_p(ds, dw) \, ds + \int_0^t \int_{\partial D} \left[ \int_0^1 I_{\{ \xi(s) \in \gamma(0, \partial D) \}} \phi_i(\xi(s), w, \eta) \, dw ight] N_p(ds, dw) \, ds \, d\mathcal{L}(w),
\]

where \( \gamma(0, \partial D) \) is the set of points \( x \) on \( \partial D \) such that \( \xi(0) = x \) and \( \mathcal{L}(w) \) is the measure on \( \partial D \) induced by the Lebesgue measure on \( \mathbb{R}^n \).

By Theorems 4.2 and 5.2, the coefficients of (6.5) satisfy the conditions like (2.4)–(2.8) of 2 and hence, there exists the unique \( \mathcal{F}_t \)-adapted solution \( \tilde{\xi}(t) \) on \( \partial D \).

\( \tilde{\xi}(t) \) is called the process on the boundary of the diffusion to be constructed.

Next, we set, for \( t > 0 \),

\[
A(t) = \sigma_D + \sum_{i=1}^{n-1} \int_0^t 1_{\{ \xi(s) = i \}} \sigma_i(\xi(s)) \, ds + \int_0^t \int_{\partial D} \left[ \int_0^1 I_{\{ \xi(s) = i \}} \sigma_i(\xi(s), w) \, dw ight] N_p(ds, dw) \, ds + \int_0^t \int_{\partial D} \left[ \int_0^1 I_{\{ \xi(s) \in \gamma(0, \partial D) \}} \sigma_i(\xi(s), w, \eta) \, dw ight] N_p(ds, dw) \, ds + \int_0^t \int_{\partial D} \left[ \int_0^1 I_{\{ \xi(s) \in \gamma(0, \partial D) \}} \sigma_i(\xi(s), w, \eta) \, dw ight] N_p(ds, dw) \, ds
\]

\( A(t) \) is called the inverse local time on \( \partial D \) of the diffusion to be constructed.

**Construction of Diffusion Processes with Wentzell’s Boundary Condition**

**Theorem 6.1.** With probability one, \( t \to A(t) \) is right continuous, strictly increasing and \( \lim_{t \to \infty} A(t) = \infty \).

**Proof.** By assumption (3.9), it is easy to see that \( t \to A(t) \) is strictly increasing a.s. By Itô’s formula and (3.10),

\[
E(e^{-A(t)}) - E(e^{-A(t)})_D = \int_0^t E(e^{-A(s)}(1 - e^{-\mu(s)x^{(s)}})) \, ds.
\]

Hence, \( \lim_{t \to \infty} E(e^{-A(t)}) = 0 \), i.e. \( \lim_{t \to \infty} A(t) = \infty \) a.s.

For every \( t > 0 \), there exists unique \( \psi(t) \) such that \( A(s) \leq t \leq A(s+1) \).

**Definition 6.1.** \( \psi(t) \) is called the local time on the boundary of the diffusion to be constructed.

If \( \psi(t) = 0 \), i.e. \( 0 \leq t \leq \sigma_D \), we set

\[
X(t) = \psi(t).
\]

If \( \psi(t) > 0 \) and \( A(s) < A(t) \), then this implies that just one of the following cases occurs:

(i) \( s \in D_\eta \), and \( \mu(\xi(s), \eta) > 0 \),

(ii) \( s \in D_\eta \), and, if we set \( p_s = (w', u') \), \( g(\xi(s), \eta) > 0 \).

We set in the case of (i) (by setting \( p_s = w' \))

\[
X^*(t) = \Psi(\xi(s), \eta, w') \, (t - A(s))
\]

and in the case of (ii)

\[
X^*(t) = \Psi(\xi(s), \eta, w', u') \, (t - A(s)).
\]

If \( s > 0 \) and \( A(s) = A(t) \), then just one of the following cases occurs:

(i) \( s \in D_\eta \), and, if we set \( p_s = (w', u') \), then \( g(\xi(s), \eta) > 0 \) and \( g(\xi(s), \eta') = 0 \) or \( s \in D_\eta \) and \( g(\xi(s), \eta') = 0 \).
In the case (i), we have \( \xi(t) = \xi(t^-) + g(\xi(t^-), u') \) and we set
\[ X^u(t) = \xi(t). \] (6.10)
In the case (ii), \( \xi(t^-) = \xi(t) \) and we set
\[ X^u(t) = \xi(t). \] (6.11)

Thus, we have defined, for almost all elements in \( \Omega \), a map \( t \in [0, \infty) \rightarrow X^u(t) \) which is clearly right continuous with left-hand limits and \( X^u(t) \neq X^u(t^-) \) occurs only when \( X^u(t^-) \in \partial D \).

7. Concluding remarks

The stochastic process \( X^u = (X^u(t)) \) constructed in § 6 is a diffusion process on \( D \) described by the given analytic data \( (A, L) \) in the sense that, for every \( f \in C_c^2(D) \),

\[ f(X(t)) - f(X(0)) = \int_0^t (A_f)(X(s)) ds + \int_0^t (Lf)(X(s)) \, dp(s), \] (7.1)

\[ \int_0^t g(X(s)) ds = \int_0^t p(X(s)) \, dp(s), \] (7.2)

where \( g(t) \) is the local time (cf. Definition 6.1). Furthermore, we can prove, under the assumption of § 3, the uniqueness of the above martingale problem.

The proof of these facts requires formulas like excursion formulas or the last exit formula as in [9], [10] (which are obtained immediately by the way of our construction) and some formulas on stochastic sum over excursions (such a formula was discussed in [10]). Details will be given in a future publication.
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