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Abstract. We discuss the gluing principle in Morse–Floer homology and show that there
is a gap in the traditional proof of the converse gluing theorem. We show how this gap can be
closed by the use of a uniform tubular neighborhood theorem. The latter result is only stated
here. Details are given in the authors’ paper, Tubular neighborhoods and the Gluing Principle in
Floer homology theory , to appear.

1. Introduction. Let X be a locally compact metric space and π be a local flow

on X. If S is a compact isolated invariant set for π then the Conley index h(S) of S is

defined as the homotopy type of the pointed space N1/N0, where (N1, N0) is a so called

index pair for S. One could e.g. choose N1 = B, where B is an isolating block for S, i.e.

a compact neighborhood of S whose boundary is ‘transversal’ to the flow. In this case

one would define N0 to be the set B− of exit and bounce off points of B.

Applying an arbitrary homology or cohomology functor H to h(S) one obtains a

(co)homological Conley index H(h(S)) of S.

Conley index is an extremely useful invariant which has had numerous applications to

the qualitative study of ordinary differential equations in finite dimensional spaces. On

the other hand, infinite dimensional problems can only be treated in those special cases

in which a finite dimensional reduction is possible. This is due to the fact that in the
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original setting of the theory the local compactness of the phase space X (and also the

two-sidedness of the flow) is crucial (cf Conley’s monograph [3]). Thus Conley’s theory as

such is not applicable to various infinite dimensional flows generated by certain partial or

functional differential equations since in such cases the phase space is not locally compact

and the corresponding flow is only one-sided, i.e. a semiflow.

Therefore efforts have been made to extend the Conley index to semiflows π on (met-

ric) spaces X which are not necessarily locally compact. The first such extension was

made by Rybakowski in [10] and [11] (cf. also the paper [13] by Rybakowski and Zehnder

and the book [12] by Rybakowski). In that theory it is assumed that the given isolated

invariant set has an (end-point) admissible isolated neighborhood , i.e. an isolating neigh-

borhood N satisfying the following property:

Whenever (xn) is a sequence in X and (tn) is a sequence of positive real numbers

with tn → ∞ and if xnπ[0, tn] ⊂ N for all n ∈ N, then the end-point sequence (xnπtn)

has a convergent subsequence.

For such isolated invariant sets a Conley index can be defined which enjoys all

the properties of the original theory. End-point admissibility is satisfied for semilinear

parabolic differential equations on bounded domains and for functional differential equa-

tions with finite delays. More generally, bounded sets are end-point admissible whenever

the time-one map of the given semiflow is a conditional α-contraction.

Later on the Conley index theory was even further generalized by Benci [2]. In his

work the isolated neighborhood is only required to be mid-point admissible i.e. to have

the property that

Whenever (xn) is a sequence in X and (tn) is a sequence of positive real numbers with

tn → ∞ and if xnπ[0, tn] ⊂ N for all n ∈ N, then the mid-point sequence (xnπ(tn/2))

has a convergent subsequence.

Clearly, mid-point admissibility is weaker than end-point admissibility. The result-

ing Conley index theory has, in particular, been applied to some ordinary differential

equations of the form

(1.1) u̇ = −∇f(u)

where X = M is an infinite dimensional Riemannian manifold and f :M → R is a

C2 - function satisfying the Palais-Smale condition and some additional assumptions (see

[2]).

To illustrate the difference between end-point and mid-point admissibility let us con-

sider a very simple example. Let q ∈ M be a hyperbolic equilibrium point of equation

(1.1), i.e. a hyperbolic critical point of f . Then {q} is an isolated invariant set for (1.1).

This set admits an end-point admissible isolating neighborhood if and only if the un-

stable manifold Wu(q) of q is finite dimensional. On the other hand every sufficiently

small closed neighborhood of {q} is mid-point admissible. Consequently, if Wu(q) of q is

finite dimensional then both of the above-mentioned extensions of Conley theory can be

applied and yield the same index of {q}.
Now suppose that Wu(q) is infinite dimensional. In this case only Benci’s theory is

applicable. The resulting Conley index h({q}) is the homotopy type of D/∂D where D is

the closed unit ball in the (infinite dimensional) tangent space of Wu(q) at q. However, in
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every infinite dimensional normed space the unit sphere is a strong deformation retract

of the closed unit ball (see e.g. [4, p. 66]), so the homotopy type of D/∂D is 0, where we

denote by 0 the homotopy type of a one-point space. Thus

h({q}) = 0.

Now suppose, more generally, that S is an isolated invariant set of the equation (1.1) which

has a mid-point admissible isolating neighborhood and which contains only finitely many

equilibrium points, say q1, . . . , qn. We may assume that f(qk) ≤ f(qk+1) for k = 1, . . . ,

n− 1. Then the following Morse equation holds:

(1.2)

n∑
k=1

p(t, h({qk})) = p(t, h(S)) + (1 + t)Q(t).

Here, for a given isolated invariant set J having Conley index h(J), p(·, h(J)) is the formal

power series

p(t, h(J)) =

∞∑
l=0

βlt
l with βl = rankH l(h(J)) for all nonnegative integers l.

Moreover, Q is a formal power series with only nonnegative coefficients.

Suppose that all equilibria in S are hyperbolic. Then by what we said above only equi-

libria with finite dimensional unstable manifolds can have nonzero contribution to (1.2).

Therefore if all equilibria in S have infinite dimensional unstable manifolds (a situation

which occurs in applications to wave equations or to periodic solutions of Hamiltonian

systems) then the left hand side of (1.2) is zero. This implies that the cohomological

Conley index of S is zero. Thus in such cases the theory, even if applicable, gives only

trivial index. Of course an analogous result holds for homology.

The point here is that Conley index measures the whole (infinite dimensional) unstable

manifold Wu(q) of an equilibrium point q ∈ S while the invariant set S is only the union

of the set R of its equilibria and all the sets Mx,y ∩ S, x, y ∈ R, where Mx,y is the set of

all orbits of (1.1) connecting x to y. Consequently S may well be of finite dimension.

Therefore one may ask how much of the flow ‘around’ S is really needed to determine

the (co)homological Conley index of S.

An answer to this question was given by Floer [6] for the flow defined by equation

(1.1), where X = M is a finite dimensional Riemannian manifold and f :M → R is a

Morse-Smale function. For this case Floer gives the following alternative description of

the cohomological Conley index:

Let S be a compact invariant set of (1.1). Given a ring F and a nonnegative integer

µ let Cµ be the free F-module generated by all equilibria in S having Morse index µ.

Moreover, set Cµ to be the trivial module for negative integers µ.

Note that up to time-translations the orbits in S connecting x ∈ Cµ+1 to y ∈ Cµ lie on

a compact zero dimensional manifold and so they are finite in number. Let n(x, y)∈Z be

their number in some oriented sense. The precise definition of the orientation is immaterial

here. Suffice it to say that in order to define this orientation we need the linearized flow

along each connection from x to y lying in S. In the special case F = Z2 the number

n(x, y) is just the mod Z2-number of connections from x to y lying in S.
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For µ ≥ 0 define the F-linear operator

δµ:Cµ → Cµ+1

by

δµy =
∑

x∈Cµ+1

n(x, y)x, y ∈ Cµ.

Furthermore, let δµ = 0 for µ < 0. Floer proves that this defines a coboundary operator

(i.e. that δµ+1 ◦δµ = 0 for all µ ∈ Z) so (
⊕

µ∈Z C
µ,
⊕

µ∈Z δµ) is a cochain complex, called

the Witten complex of S. Floer further shows that the Witten complex of S is naturally

isomorphic to the cohomological index H(h(S)) where H is any cohomology theory with

coefficients in F. Thus in order to define the cohomological Conley index of S in the

Morse-Smale case we only need S itself and the linearized flow along each orbit in S. Of

course an analogous result can be stated and proved for homology.

Floer’s result is related to cellular (co)homology and it was implicitly proved before

by Milnor, Smale and Thom. However, it was Floer who noticed that the Witten complex

of an invariant set S can sometimes be defined and give nonzero (co)homology even in in

situations where all critical points are strongly indefinite, i.e. have infinite-dimensional

stable and unstable manifolds.

Floer constructed such a (co)homology index both for the symplectic action defined

on the space of loops in a finite-dimensional symplectic manifold ([6] and [8]), which led

to a proof of a generalized Arnold conjecture, and for the Chern-Simons action defined

on the space of connections on a SU(2)-bundle over an homology sphere ([7]). In the

latter case the Euler-Poincaré characteristic of the corresponding homology is the Casson

invariant.

To develop the theory it is first necessary to define a ‘good’ notion of (relative) Morse

indices for the critical points of the given strongly indefinite function f . After that one can

define the operator δµ as above. Then it must be shown that this really is a coboundary

operator. It is at this point that the notion of trajectory gluing comes into play. More

specifically, given three equilibria x, y and z ∈ M of (1.1), gluing establishes a relation

between Mx,y×My,z, and Mx,z. Intuitively, one would like to ‘glue’ a connection u ∈Mx,y

with a connection v ∈ My,z so as to obtain a connection in Mx,z. This is done in two

stages. First, starting from a compact set K ⊂ Mx,y ×My,z, one constructs a so-called

pregluing map preg:K× [ρ(K),∞[→ Px,z for some ρ(K) > 0. Here, Px,z is the manifold

of ‘H1,2-maps’ from R to M connecting x to z. One then defines a vector bundle L⊥ over

K × [ρ(K),∞[ by assigning to (u, v, ρ) ∈ K × [ρ(K),∞[ the L2-orthogonal complement

L⊥(u,v,ρ) of the image of the tangent map T preg(ρ, ·, ·)|(u,v) in H1,2(preg(u, v, ρ)∗TM).

One then obtains a true gluing glue(u, v, ρ) of u and v (with the parameter ρ) as the

element of Mx,z given by exp ◦ξ where ξ = ξ(u,v,ρ) is a ‘correction term’ lying in L⊥(u,v,ρ).

Now to show that
⊕

µ∈Z δµ is a coboundary operator it is essential to have the ‘con-

verse gluing theorem’, which states that, given a ‘broken orbit’ (u0, v0) in the interior

of K and an arbitrary sufficiently large gluing parameter ρ, every trajectory w in Mx,z

lying close to (u0, v0) is contained (up to time-translations) in the range of the gluing

map glue(·, ·, ρ). In the existing literature (cf. the book of Schwarz [14]) no details of the

proof of this fact are found, and it is merely appealed to the fact that w lies H1,2-close to
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preg(u0, v0, ρ) and to the uniqueness part in the Banach fixed point theorem by which the

correction term ξ(u,v,ρ) was obtained. However, this is insufficient since this uniqueness

holds only on the vector bundle L⊥ (cf. Theorem 1 and the remarks following Lemma 4

below). Therefore we need the additional information that for all ρ large the trajectory

w is of the form w = exp ◦ζ, where ζ ∈ L⊥(u,v,ρ) for some (u, v) lying close to (u0, v0).

Moreover, if w is sufficiently close to preg(u0, v0, ρ) (in the H1,2-sense) we should actually

be able to choose ζ as small as we wish and (u, v) as close to (u0, v0) as we wish.

In other words, we need to know that there is a ρ(u0, v0) and for every ε > 0 there

is a δ > 0 such that for every ρ ≥ ρ(u0, v0) and every w ∈ Mx,z which lies ‘δ-close’

to preg(u0, v0, ρ) there is a pair (u, v) ∈ Mx,y × My,z lying ‘ε-close’ to (u0, v0) such

that w = exp ◦ζ with ζ ∈ L⊥(u,v,ρ). This means that we need a tubular neighborhood

of preg(u0, v0, ρ) relative to the bundle L⊥ which has thickness δ = δ(ε), uniformly in

ρ ≥ ρ(u0, v0).

The existence of such a tube cannot be inferred from the usual tubular neighborhood

theorem since ρ does not lie in a compact set, and so a different proof is required. Although

such a result is probably known to experts we have not found it in the literature.

The purpose of this note is to describe the gluing theorem, to give a precise statement

of the above mentioned uniform neighborhood theorem and to show how the latter result

can be used to complete the proof of the converse gluing theorem. We merely sketch the

arguments here, referring the reader to [9] for details. For simplicity of presentation we

work in the setting of the book of Schwarz [14]. However, only minor modifications are

needed to obtain analogous results for the various versions of Floer homology developed,

e.g., in [6], [7], [8] and [1] as well as for Donaldson’s gluing of anti-selfdual connections

on four-manifolds (cf. [5]).

2. The gluing theorem. We shall first collect some background material needed

for stating the gluing principle and sketching its proof. The reader is referred to [14] for

details. Note, however, that our notation differs from that used in [14].

For the time being we consider a fixed (finite or infinite dimensional) smooth Rie-

mannian manifold M modeled on a Hilbert space E. Later on we shall impose additional

hypotheses on M . Let r(u, v) denote the inner product of u and v, where u, v ∈ TM |x
for some x ∈ M . Let τ : TM → M denote the projection map, K: TTM → TM be the

Levi-Civita connection map defined by the Riemannian structure r(·, ·) and exp:O ⊂
TM →M be the corresponding exponential map.

There are sets D ⊂ O and C ⊂ M ×M such that D is an open neighborhood of the

zero section in TM , C is an open neighborhood of the diagonal in M ×M and the map

(τ, exp) is a diffeomorphism of D onto C. We denote by Λ: C → D the inverse map of

(τ, exp).

For x ∈M , v ∈W := O ∩ TM |x and w ∈ TM |x set

∇2 exp(v)w := T expx(v, w).

Here, expx is the restriction of exp to W . Since W is open in the (Hilbertable) space

TM |x, we can identify TW with W × TM |x. Note that this defines a bounded linear

map ∇2 exp(v): TM |x → TM |exp(v).
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Let R := [−∞,+∞]. Following [14] we define the map

h:R→ [−1, 1]

as

h(t) =

{
t(1 + t2)−1/2 for t ∈ R,
±1 for t = ±∞.

Using the singleton atlas {h} we view R as a smooth manifold (with boundary).

Given any map u:R→M and V ⊂ TM we set

u∗V = { (t, v) | t ∈ R and v ∈ TM |u(t) ∩ V }.

It is clear that u∗V ⊂ u∗TM .

A section ξ of u∗V is a map defined on R such that ξ(t) = (t, ξp(t)) where ξp(t) ∈
TM |u(t) ∩ V for all t ∈ R. ξp is called the principal part of ξ.

Now assume that u:R → M is smooth. Then u∗TM is a smooth vector bundle over

R so it has a smooth trivialization φ:u∗TM → R× E. A trivialization of a section ξ of

u∗V (with respect to φ) is the map ξφ:R→ E such that (t, ξφ(t)) = φ(ξ(t)) for all t ∈ R.

We define H1,2(u∗V) to be the set of all sections ξ of u∗V such that ξφ:R → E is

continuous and ξφ ∈ H1,2(R, E). We also define L2(u∗V) to be the set of all sections ξ of

u∗V such that ξφ ∈ L2(R, E). Using the differentiable structure on R defined above it is

shown that these sets are independent of the choice of φ.

The linear and the topological structures on H1,2(u∗TM) and L2(u∗TM) are defined

in an obvious way using the trivialization φ. Again these structures are independent of

φ. If V is open in TM then H1,2(u∗V) is open in H1,2(u∗TM).

If ξ:R→ TM lies in H1,2(u∗TM) then ξ is differentiable at almost every t ∈ R. For

such t we have Tξ(t, 1) ∈ TTM and we set ∇ξ(t) := K
(
Tξ(t, 1)

)
∈ TM .

If ξ and η ∈ H1,2(u∗TM) then we set

〈ξ, η〉1,2 :=

∫
R
r
(
ξ(t), η(t)

)
dt+

∫
R
r
(
∇ξ(t),∇η(t)

)
dt.

This defines a complete inner product on the space H1,2(u∗TM).

Similarly, if ξ and η ∈ L2(u∗TM) then we set

〈ξ, η〉0,2 :=

∫
R
r
(
ξ(t), η(t)

)
dt,

thus defining a complete inner product on L2(u∗TM).

For every trivialization φ of u∗TM the map

H1,2(u∗TM)→ H1,2(R, E) defined by ξ 7→ ξφ

and the map

L2(u∗TM)→ L2(R, E) defined by ξ 7→ ξφ

are Hilbert space isomorphisms.

Given points x, y ∈ M we define Px,y to be the set of all functions u:R → M for

which there is a smooth map h:R→M such that h(−∞) = x, h(∞) = y, (h(t), u(t)) ∈ C
for t ∈ R, and such that ξ ∈ H1,2(h∗TM), where ξ is the section of h∗TM with principal

part defined on R by ξp(t) = Λ(h(t), u(t)). In other words, u ∈ Px,y if and only if there is a
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smooth map h:R→M with h(−∞) = x, h(∞) = y and there is a section ξ ∈ H1,2(h∗D)

such that u(t) = exp(ξp(t)) for t ∈ R. In this case we say that u is H1,2-carried by h.

The map

Ah:H1,2(h∗D)→ Px,y, ξ 7→ u

with u(t) = exp(ξp(t)) for t ∈ R, is well-defined and bijective onto its range. The set of

the inverses A−1h , where h:R→M is arbitrary smooth satisfying h(−∞) = x, h(∞) = y,

is a smooth atlas which defines the structure of a differentiable manifold on Px,y.

For an arbitrary u ∈ Px,y define the H1,2-fibre H1,2(u∗TM) (resp. the L2-fibre

L2(u∗TM)) at u as follows. Take an arbitrary smooth map h such that u isH1,2-carried by

h. If ξ ∈ H1,2(h∗D) is such that u(t) = exp(ξp(t)) for t ∈ R, then let H1,2(u∗TM) (resp.

L2(u∗TM)) be the set of all sections β of u∗TM such that for some α ∈ H1,2(h∗TM),

(resp. for some α ∈ L2(h∗TM))

βp(t) = ∇2 exp(ξp(t)).αp(t), t ∈ R.

The definition of H1,2(u∗TM) (resp. L2(u∗TM)) is independent of the choice of h and

for u smooth the new definition of H1,2(u∗TM) coincides with the old one. We define

H1,2(P∗x,yTM) (resp. L2(P∗x,yTM)) to be the disjoint union of the fibres H1,2(u∗TM)

(resp. L2(u∗TM)), for all u ∈ Px,y.

The map

Bh:H1,2(h∗D)×H1,2(h∗TM)→ H1,2(P∗x,yTM), (ξ, α) 7→ β

(resp. the map

Bh:H1,2(h∗D)× L2(h∗TM)→ L2(P∗x,yTM), (ξ, α) 7→ β, )

where

βp(t) = ∇2 exp(ξp(t)).αp(t), t ∈ R,

is bijective onto its range. The set of the inverses of all these maps (as h is varied) forms

a smooth vector bundle atlas on H1,2(P∗x,yTM) (resp. on L2(P∗x,yTM)).

The vector bundle H1,2(P∗x,yTM) is isomorphic to and can be identified with the

tangent bundle of Px,y.

We shall now define the pregluing operation. Let β−:R→ R and β+:R→ R be two

smooth functions such that

β− ≡ 1 on [−∞,−1] and β− ≡ 0 on [0,∞]

while

β+ ≡ 1 on [1,∞] and β+ ≡ 0 on [−∞, 0].

Let y ∈M be arbitrary. Given two maps u, v:R→M and a real number ρ we say that

preg(u, v, ρ) is defined if

(y, u(t+ ρ)) ∈ C and β−(t) · Λ(y, u(t+ ρ)) ∈ D for t ∈ [−1, 0]

and

(y, v(t− ρ)) ∈ C and β+(t) · Λ(y, v(t− ρ)) ∈ D for t ∈ [0, 1].

Here, ‘·’ is just multiplication with scalars, which is well-defined since, e.g., Λ(y, u(t+ρ)) ∈
TM |y.
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If preg(u, v, ρ) is defined then we set

preg(u, v, ρ)(t) =


u(t+ ρ) for t ∈ [−∞,−1],
exp
(
β−(t) · Λ(y, u(t+ ρ))

)
for t ∈ [−1, 0],

exp
(
β+(t) · Λ(y, v(t− ρ))

)
for t ∈ [0, 1],

v(t− ρ) for t ∈ [1,∞].

It follows that preg(u, v, ρ) is a map defined on R with values in M .

Now let f :M → R be a smooth function and define the gradient ∇f of f as the vector

field on M such that(
f(x), r(∇f(x), v)

)
= Tf(v) for all x ∈M and v ∈ TM |x.

Here, as usual, we identify TR with R × R. Let π be the (local) flow defined by the

solutions of the differential equation

u̇ = −∇f ◦ u.

π is called the negative gradient flow of f . A point x ∈ M is an equilibrium of π if and

only if x is a critical point of f , i.e. X(x) = 0x, where X = ∇f . Here, the notation 0x
is used to denote the zero vector in the tangent space TM |x. A critical point x of f is

called hyperbolic if and only if for some (and hence every) chart φ at x the differential

D(Tφ ◦X ◦ φ−1)(φ(x)):E → E

does not have zero in its spectrum.

Let x and y be two critical points of f . Define the map

Fx,y:Px,y → L2(P∗x,yTM) by u 7→ u̇+∇f ◦ u.

The map Fx,y is a well-defined smooth section of the vector bundle L2(P∗x,yTM). Let

Mx,y be the set of the zeros of this section, i.e. u ∈ Mx,y if and only if Fx,y(u) = 0u. It

follows from the usual regularity theory that u ∈ Mx,y if and only if u|R is a (smooth)

solution of the flow π on R such that u(t)→ x as t→ −∞ and u(t)→ y as t→∞. Such

a solution is also called a heteroclinic solution, or an instanton, from x to y.

If the tangent map TFx,y|u is a surjective Fredholm operator at every u ∈Mx,y, then

Mx,y is a finite dimensional smooth submanifold of Px,y with

TMx,y|u = ker TFx,y|u for every u ∈Mx,y.

Now let x, y and z be three hyperbolic critical points of f . Let K be a compact set in

Mx,y ×My,z. Suppose that for every (u, v) ∈ K the tangent maps TFx,y|u and TFy,z|v
are surjective Fredholm operators. Then there is a ρ(K) > 0 and an open neighborhood

U(K) of K in Mx,y ×My,z such that preg(u, v, ρ) is defined for all (u, v) ∈ U(K) and all

ρ ∈ [ρ(K),∞[. Moreover, preg(u, v, ρ):R → M is a smooth function of t ∈ R. Thus we

obtain the induced map

preg:U(K)× [ρ(K),∞[→ Px,z, (u, v, ρ) 7→ preg(u, v, ρ).

This map is smooth so for every ρ ∈ [ρ(K),∞[ the partial map

pregρ:U(K)→ Px,z, (u, v) 7→ preg(u, v, ρ),
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is smooth as well. Therefore, for every (u, v) ∈ U(K) there is a well-defined tangent map

T pregρ |(u,v): TMx,y|u × TMy,z|v → TPx,y|w = H1,2(w∗TM),

where w := pregρ(u, v).

Define

L⊥(u,v,ρ) :=

{ ξ ∈ H1,2(w∗TM) | 〈T pregρ(a, b), ξ〉0,2 = 0 for all (a, b) ∈ TMx,y|u × TMy,z|v }.
In other words, ξ lies in L⊥(u,v,ρ) if and only if ξ ∈ H1,2(w∗TM) and ξ is 〈·, ·〉0,2-orthogonal

to the image of the tangent map T pregρ |(u,v). The set L⊥(u,v,ρ) is a closed linear subspace

of H1,2(w∗TM).

The importance of L⊥(u,v,ρ) lies in the following result, whose intuitive content is the

following: one would like to ‘glue’ the instanton u from x to y with the instanton v from y

to z in such a way as to obtain an instanton from x to z. Now the result w = pregρ(u, v)

of the pregluing operation lies in Px,z but may fail to be an instanton, i.e. a solution of

negative gradient flow π of f . However, by perturbing w with a small correction term ξ

lying in L⊥(u,v,ρ) one does obtain an instanton w̃ of the form w̃ = exp ◦ξp, i.e.

w̃(t) = exp(ξp(t)), t ∈ R.

From now on we assume that the manifold M is finite-dimensional and complete.

Theorem 1 (Gluing principle, [14]). The number ρ(K), the open neighborhood U(K)

of K and a number ε(K) > 0 can be chosen in such a way that for every ρ ∈ [ρ(K),∞[

and every (u, v) ∈ U(K) there is a unique ξ = ξ(u,v,ρ) such that

1) ξ ∈ L⊥(u,v,ρ),
2) ‖ξ‖1,2 < ε(K), and

3) Fx,z(w̃) = 0w̃ where w̃ = exp ◦ξp.

Furthermore, the map

Γ:U(K)× [ρ(K),∞[→ H1,2(P∗x,zTM), (u, v, ρ) 7→ ξ(u,v,ρ)

is smooth.

Finally, there are positive real constants M(K) and m(K) such that

‖ξ(u,v,ρ)‖1,2 ≤M(K)e−m(K)ρ, (u, v, ρ) ∈ U(K)× [ρ(K),∞[ .

Using Theorem 1 we thus obtain the well-defined gluing map

glue:U(K)× [ρ(K),∞[→Mx,z, (u, v, ρ) 7→ exp ◦ξp where ξ = ξ(u,v,ρ).

The gluing map is smooth.

We shall now indicate indicate the main steps in the proof of Theorem 1. For χ =

(u, v, ρ) ∈ U(K) × [ρ(K),∞[ let w = preg(u, v, ρ). Since w is a smooth function in Px,z
we can consider the coordinate expression Fχ of F = Fx,z in the charts Aw and Bw:

Fχ = Pr2 ◦B−1w ◦ F ◦Aw: domFχ ⊂ H1,2(w∗TM)→ L2(w∗TM).

Here

Pr2:H1,2(w∗D)× L2(w∗TM)→ L2(w∗TM)

is the projection onto the second factor. The following result holds:
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Lemma 1 ([14, Proposition 2.50]). Given χ, w and Fχ as above we have F (w) = Fχ(0),

where 0 is the zero in H1,2(w∗TM). The set domFχ is open in H1,2(w∗TM).

Moreover, the number ρ(K) and the open neighborhood U(K) of K can be chosen in

such a way that for every χ = (u, v, ρ) ∈ U(K)× [ρ(K),∞[ the map

DFχ(0):H1,2(w∗TM)→ L2(w∗TM)

is surjective and the map

Pχ ◦ T pregρ(u, v): TMx,y|u × TMy,z|v → ker DFχ(0)

is bijective, where w = preg(u, v, ρ) and

Pχ:H1,2(w∗TM)→ ker DFχ(0)

is the 〈·, ·〉0,2-orthogonal projection of H1,2(w∗TM) onto ker DFχ(0).

Let U(K) and ρ(K) be as in Lemma 1. Given χ = (u, v, ρ) ∈ U(K) × [ρ(K),∞[ set

w = preg(u, v, ρ). Lemma 1 and obvious dimension arguments imply that

H1,2(w∗TM) = ker DFχ(0)⊕ L⊥χ .

Hence

DFχ(0)|L⊥
χ

:L⊥χ → L2(w∗TM)

is bijective and we define the map

Gχ:L2(w∗TM)→ L⊥χ

to be the inverse of DFχ(0)|L⊥
χ

.

Lemma 2 ([14, Lemma 2.51]). The number ρ(K) and the open neighborhood U(K) of

K can be chosen in such a way that for some positive real constant C1(K) and for every

χ = (u, v, ρ) ∈ U(K)× [ρ(K),∞[

‖Gχη‖1,2 ≤ C1(K)‖η‖0,2 for all η ∈ L2(w∗TM), where w = preg(u, v, ρ).

Next, with our usual notation, define the map

Nχ: domFχ → L2(w∗TM)

by

Nχ(ξ) = Fχ(ξ)− Fχ(0)−DFχ(0)ξ for all ξ ∈ domFχ.

Lemma 3 ([14, p. 86]). The number ρ(K) and the open neighborhood U(K) of K can

be chosen in such a way that for some positive real constants C2(K), M(K), m(K), δ(K)

and for every χ = (u, v, ρ) ∈ U(K)× [ρ(K),∞[

Bδ(K) := { ξ ∈ H1,2(w∗TM) | ‖ξ‖1,2 ≤ δ(K) } ⊂ domFχ,

‖Fχ(0)‖0,2 ≤M(K)e−m(K)ρ

and

‖Nχ(ξ1)−Nχ(ξ2)‖0,2 ≤ C2(K)(‖ξ1‖1,2 + ‖ξ2‖1,2)‖ξ1 − ξ2‖1,2
for all ξ1, ξ2 ∈ Bδ(K), where w = preg(u, v, ρ).
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Lemma 4 (cf. [14, Lemma 2.52]). Suppose that X and Y are Banach spaces, E is an

open neighborhood of 0 in X and g: E → Y , N : E → Y , S:X → Y and G:Y → X are

maps such that S and G are linear,

S ◦G = idY ,

g(a) = g(0) + Sa+N(a) for all a ∈ E,

and there is a positive real constant C such that

Bε ⊂ E , ‖Gg(0)‖ ≤ ε/2

and

‖GN(a)−GN(b)‖ ≤ C(‖a‖+ ‖b‖)‖a− b‖

for all a, b ∈ X with ‖a‖, ‖b‖ ≤ ε, where ε := 1/(5C) and Bε is the closed ε-ball in X

centered at zero.

Then there exists a unique a0 ∈ X such that

1) a0 ∈ G(Y ),

2) a0 ∈ Bε,
3) g(a0) = 0.

In addition we have ‖a0‖ < ε and ‖a0‖ ≤ 2‖Gg(0)‖.

The proof of Lemma 4 is obtained by showing that the zeros of g lying in G(Y ) ∩Bε
are exactly the fixed points of the map

Φ(x) := −G(g(0) +N(x)), x ∈ Bε
and proving that Φ is a q-contraction (with q = 1/2) and maps Bε into itself. Note that

there may be other zeros of g in Bε which do not lie in G(Y ). In fact, the totality of all

zeros of g in Bε is a manifold of dimension equal to the dimension of the kernel of S.

We can now give a proof of Theorem 1 as follows: Define

C(K) := max
(
C1(K)C2(K), 1/(5δ(K))

)
and ε(K) := 1/(5C(K)).

Choose U(K) and ρ(K) > 0 such that the assertions Lemmas 1 - 3 hold and such that

C1(K)M(K)e−m(K)ρ(K) ≤ ε(K)/2.

For every

χ = (u, v, ρ) ∈ U(K)× [ρ(K),∞[ and w = preg(u, v, ρ)

the assumptions of Lemma 4 are satisfied with X = H1,2(w∗TM), Y = L2(w∗TM),

g = Fχ, N = Nχ, S = DFχ(0), G = Gχ and C = C(K). Letting ξ(u,v,ρ) := a0
where a0 is as in the statement of Lemma 4, we obtain all assertions of Theorem 1

except for the smoothness of the map Γ. To prove that Γ is smooth one first uses the

fact, following from Lemma 1, that the union of all the spaces L⊥χ is a vector bundle over

U(K)×[ρ(K),∞[. Then one can write equation Fχ(ξ) = 0 in coordinates around any fixed

χ0 = (u0, v0, ρ0). One then obtains an abstract equation of the form g(χ, a) = 0, with χ

lying in a neighborhood W of χ0 where g:W×X → Y is smooth with X = H1,2(w∗0TM),

Y = L2(w∗0TM) and w0 := preg(u0, v0, ρ0). Then the implicit function theorem (or a

version of Lemma 4 with parameters) implies the smoothness of Γ.
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3. The converse gluing principle and a uniform tubular neighborhood

theorem. The gluing map has an important imbedding property ([14, Proposition 2.56]),

which we do not discuss here. Instead, we shall concentrate on the asymptotic behavior

of the gluing map and the converse gluing theorem. For this we need a few definitions:

Given a map u:R → M and a real number τ the map u(· + τ):R → M defined by

t 7→ u(t+ τ) is called the τ -translate of u.

Let un:R→M , n ∈ N, be a sequence of continuous maps. We say that un converges

almost uniformly to the continuous map v:R → M if and only if for every positive real

number R

sup
t∈[−R,R]

d(un(t), v(t))→ 0 as n→∞.

Here, d is the Riemannian distance on M .

Let wn:R→M , n ∈ N, be a sequence of continuous maps. We say that wn converges

almost uniformly to the pair (u, v) of continuous maps u:R → M and v:R → M if and

only if there are sequences σn and τn of real numbers such that the σn-translate sequence

w(·+σn), n ∈ N, converges almost uniformly to u and the τn-translate sequence w(·+τn),

n ∈ N, converges almost uniformly to v.

We have the following

Theorem 2 (Limit behavior of the gluing map, cf. [14]). If (un, vn), n ∈ N, is a

sequence in K such that for some (u0, v0) ∈ K, un converges almost uniformly to u0
and vn converges almost uniformly to v0, and if ρn →∞, then glue(un, vn, ρn) converges

almost uniformly to the pair (u0, v0).

Theorem 2 admits a converse result:

Theorem 3 (Converse gluing theorem). If (u0, v0) lies in the interior of K, if wn,

n ∈ N, is a sequence in Mx,z which converges almost uniformly to the pair (u0, v0) and

if ρn →∞ then there is a sequence (un, vn), n ∈ N, in K such that un converges almost

uniformly to u0, vn converges almost uniformly to v0, there is a sequence τn, n ∈ N, of

real numbers and there is an n1 such that

wn(·+ τn) = glue(un, vn, ρn) for all n ≥ n1.

Theorem 3 plays a crucial role in the proof of the fact that the operator δµ defined in

the Introduction is a coboundary operator.

The following result is the main step in the proof of the converse gluing theorem:

Theorem 4 (Uniform tubular neighborhood theorem, [9]). Let (u0, v0) ∈Mx,y×My,z

be arbitrary. Then there is an open neighborhood U = U(u0, v0) of (u0, v0) in Mx,y×My,z

and there is a ρ(u0, v0) > 0 such that for every ε > 0 there is a δ = δ(u0, v0, ε) > 0 with

the following property:

Whenever (u, v) ∈ U , ρ ∈ [ρ(u0, v0),∞[, w := preg(u, v, ρ) and w ∈ Px,z is such that

w = exp ◦ζp for some ζ ∈ H1,2(w∗D) with ‖ζ‖1,2 < δ,

then there is a (u, v) ∈Mx,y ×My,z such that

u = exp ◦ξp for some ξ ∈ H1,2(u∗D) with ‖ξ‖1,2 < ε,
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v = exp ◦ηp for some η ∈ H1,2(v∗D) with ‖η‖1,2 < ε

and

w = exp ◦ζp for some ζ ∈ H1,2(preg(u, v, ρ)∗D) with ‖ζ‖1,2 < ε

and such that

ζ ∈ L⊥(u,v,ρ).

We shall also need the following known result, which was proved in [6] in the context

of Floer homology:

Lemma 5 (cf. [6, pp. 532–533]). Under the assumptions of Theorem 3 let n ∈ N be

such that ρn ≥ ρ(K) for n ≥ n. Set

bn := preg(u0, v0, ρn), n ≥ n.

There are sequences τn ∈ R and ζn ∈ H1,2(b∗nD), n ≥ n, with ‖ζn‖1,2 → 0 as n→∞
and such that

wn(·+ τn) = exp ◦ζpn for all n large enough.

Using Theorem 4 and Lemma 5 we can give a proof of Theorem 3:

For k ∈ N define εk = min(ε(K), 1/k) where ε(K) is as in Theorem 1. Let δk > 0 be

a strictly decreasing sequence with δk → 0 as k →∞ and δk ≤ δ(u0, v0, εk) for all k ∈ N,

where δ(u0, v0, εk) is as in Theorem 4 (with ε replaced by εk). By Lemma 5, there is a

strictly increasing sequence nk ∈ N, with nk ≥ n, k ∈ N, with nk → ∞ as k → ∞ and

such that

‖ζn‖1,2 ≤ δk, for all k ∈ N and n ∈ N with nk ≤ n < nk+1.

Let n ≥ n1 be arbitrary. Then there is a unique k ∈ N such that nk ≤ n < nk+1. By

Theorem 4 there is a (un, vn) ∈Mx,y ×My,z such that

un = exp ◦ξpn for some ξn ∈ H1,2(u∗0D) with ‖ξn‖1,2 < εk,

vn = exp ◦ηpn for some ηn ∈ H1,2(v∗0D) with ‖ηn‖1,2 < εk

and

wn(·+ τn) = exp ◦ζpn for some ζn ∈ H1,2(preg(un, vn, ρn)∗D) with ‖ζn‖1,2 < εk

and such that

ζn ∈ L⊥(un,vn,ρn).

Since ‖ξn‖1,2 → 0 and ‖ηn‖1,2 → 0 as n→∞ and since (u0, v0) lies in the interior of K

it follows, choosing n large enough, that (un, vn) ∈ K for all n ≥ n. Now the uniqueness

part of Theorem 1 implies that

ζn = ξ(un,vn,ρn)

where ξ(un,vn,ρn) is as in Theorem 1 and so

wn(·+ τn) = glue(un, vn, ρn).

Furthermore, using once again the fact that ‖ξn‖1,2 → 0 and ‖ηn‖1,2 → 0 as n→∞, we

conclude that un converges almost uniformly to u0 and vn converges almost uniformly to

v0. This completes the proof.
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Remarks. In Theorems 2 and 3 we actually obtain C∞-almost uniform convergence

(defined in the obvious way). This follows from the fact that the functions considered

there are solutions of a differential equation with a smooth right-hand side.

Note that if the interval [ρ(u0, v0),∞[ in the statement of Theorem 4 is replaced by

an arbitrary compact interval [ρ(u0, v0), ρ(u0, v0) + M ], with 0 < M < ∞, then this

theorem is a simple consequence of the usual tubular neighborhood theorem using the

fact that L⊥ is a vector bundle over U(K) × [ρ(K),∞[. The noncompactness of the

interval [ρ(u0, v0),∞[ makes the proof more involved. Since the arguments are somewhat

technical, we do not present them here, referring the interested reader to the paper [9]

for details.
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