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Abstract. The paper contains a survey of various results concerning the Schauder Fixed Point Theorem for metric spaces both in single-valued and multi-valued cases. A number of open problems is formulated.

1. Introduction. The famous Schauder Fixed Point Theorem proved in 1930 (see [S]) was formulated as follows:

Satz II. Let $H$ be a convex and closed subset of a Banach space. Then any continuous and compact map $F : H \to H$ has a fixed point.

This theorem still has an enormous influence on the fixed point theory and on the theory of differential equations. Therefore it seems to be useful to present the most general current results in this area and formulate some problems which are still open.

The paper is organized as follows: in Sections 2 and 3 we present a background concerning the Lefschetz number and ANR-spaces. Then in Section 4 we consider the classes of mappings for which the Schauder Fixed Point Theorem is true.

The most general formulation of the Schauder Fixed Point Theorem is presented in Section 5 where several open problems are also stated.

In the last section we describe a large class of multivalued maps, so-called admissible (see [LG] or [FG]), for which all results of Section 4 remain true.
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2. The Lefschetz number

2.1. The ordinary trace. In this section all vector spaces are assumed to be linear spaces over the field of rational numbers \( \mathbb{Q} \) and all maps between such spaces are linear. We recommend [AG] for details. For an endomorphism of a finite dimensional vector space \( E \) (i.e. linear mapping from \( E \) into itself) \( L : E \rightarrow E \), we let \( \text{tr} \, L \) denote the ordinary trace of \( L \), i.e. the trace of its matrix representation.

We now recall well-known properties of the trace function \( \text{tr} \):

**Proposition 2.1.1.** Assume that in the category of finite dimensional vector spaces the following diagram commutes

\[
\begin{array}{ccc}
E' & \xrightarrow{u} & E'' \\
\downarrow{L'} & & \downarrow{L''} \\
E' & \xrightarrow{v} & E''
\end{array}
\]

Then \( \text{tr} \, L' = \text{tr} \, L'' \), or equivalently \( \text{tr} \, (vu) = \text{tr} \, (uv) \).

**Proposition 2.1.2** Given a commutative diagram of finite dimensional vector spaces with exact rows

\[
\begin{array}{cccccc}
0 & \rightarrow & E' & \rightarrow & E & \rightarrow & E'' & \rightarrow & 0 \\
\downarrow{L'} & & \downarrow{L} & & \downarrow{L''} & & \\
0 & \rightarrow & E' & \rightarrow & E & \rightarrow & E'' & \rightarrow & 0
\end{array}
\]

we have \( \text{tr} \, L = \text{tr} \, L' + \text{tr} \, L'' \).

**Definition 2.1.3.** Let \( E = \{E_q\} \) be a graded vector space i.e. a sequence of vector spaces indexed by natural numbers. We say that \( E \) is of finite type provided:

(i) \( \dim E_q < \infty \) for all \( q \).

(ii) \( E_q = 0 \) for almost all \( q \). If \( L = \{L_q\} \) is an endomorphism of the space \( E \) (i.e. \( L_q : E_q \rightarrow E_q \)) then the Lefschetz number \( \lambda(L) \) of \( L \) is defined by

\[
\lambda(L) = \sum_q (-1)^q \text{tr} \,(L_q).
\]

Now we are going to define the generalized trace.

2.2. The Leray trace. Let \( L : E \rightarrow E \) be an endomorphism of an arbitrary vector space \( E \). Denote by \( L^{(n)} : E \rightarrow E \) the \( n \)-th iterate of \( L \) and observe that the kernels

\( \text{Ker} \, L \subset \text{Ker} \, L^{(2)} \subset \ldots \subset \text{Ker} \, L^{(n)} \subset \ldots \)

form an increasing sequence of subspaces of \( E \).

We put

\[
N(L) = \bigcup_{n \geq 1} \text{Ker} \, L^{(n)}.
\]

By definition

\[
x \in N(L) \Leftrightarrow L^{(n)}(x) = 0
\]

for some \( n \). Obviously, \( L \) maps \( N(L) \) into itself and, therefore, induces the endomorphism \( \bar{L} : \bar{E} \rightarrow \bar{E} \), where \( \bar{E} = E/N(L) \) is the factor space.
Proposition 2.2.1. \( \tilde{L} : \tilde{E} \to \tilde{E} \) is a monomorphism.

Definition 2.2.2. Let \( L : E \to E \) be an endomorphism of a vector space \( E \). We say that \( L \) is admissible provided the factor space \( \tilde{E} \) is finite dimensional. For such \( L \), we define the (generalized) trace \( \text{Tr} L \) of \( L \) by putting \( \text{Tr} L = \text{tr} \tilde{L} \).

Below we list important properties of the generalized trace.

Theorem 2.2.3. (1) Let \( L : E \to E \) be an endomorphism. If \( \dim E < \infty \), then \( \text{Tr} L = \text{tr} L \).

(2) Assume that in the category of arbitrary vector spaces the following diagram commutes

\[
\begin{array}{ccc}
E' & \xrightarrow{u} & E'' \\
\downarrow{L'} & & \downarrow{L''} \\
E' & \xleftarrow{v} & E''.
\end{array}
\]

Then if one of the maps \( L' \) or \( L'' \) is admissible, then so is the other and in that case \( \text{Tr} L' = \text{Tr} L'' \).

Theorem 2.2.4. Given a commutative diagram of vector spaces with exact rows

\[
\begin{array}{cccccc}
0 & \longrightarrow & E' & \longrightarrow & E & \longrightarrow & E'' & \longrightarrow & 0 \\
\downarrow{L'} & & \downarrow{L} & & \downarrow{L''} & & \\
0 & \longrightarrow & E' & \longrightarrow & E & \longrightarrow & E'' & \longrightarrow & 0
\end{array}
\]

the endomorphism \( L \) is admissible if and only if both \( L'' \) and \( L' \) are admissible and in that case \( \text{Tr} L = \text{Tr} L'' + \text{Tr} L' \).

Now we are in position to define the generalized Lefschetz number.

2.3. The Leray endomorphisms. Let \( L = \{L_q\} \) be an endomorphism of a graded vector space \( E = \{E_q\} \) into itself. By \( \tilde{L} = \{\tilde{L}_q\} \) we denote the induced endomorphism on the graded vector space \( \tilde{E} = \{\tilde{E}_q\} \).

Definition 2.3.1. We say that \( L \) is a Leray endomorphism provided the graded vector space \( \tilde{E} = \{\tilde{E}_q\} \) is of finite type. For such \( L \) we define the (generalized) Lefschetz number \( \Lambda(L) \) of \( L \) by putting:

\[
\Lambda(L) = \sum_q (-1)^q \text{Tr} (L_q).
\]

The following two theorems are immediate consequence of 2.2.3 and 2.2.4, respectively.

Definition 2.3.2. Assume that in the category of graded vector spaces the following diagram commutes

\[
\begin{array}{ccc}
E' & \xrightarrow{u} & E'' \\
\downarrow{L'} & & \downarrow{L''} \\
E' & \xleftarrow{v} & E''.
\end{array}
\]
Then if any of the maps $L'$ or $L''$ is Leray endomorphism, then so is the other and in that case $\Lambda(L') = \Lambda(L'')$.

**Theorem 2.3.3.** Let

\[
\begin{array}{ccccccc}
\cdots & \longrightarrow & E' & \longrightarrow & E_q & \longrightarrow & E''_q & \longrightarrow & E'_{q-1} & \longrightarrow & \cdots \\
\downarrow L'_q & & \downarrow L_q & & \downarrow L''_q & & \downarrow L'_{q-1} & & \\
\cdots & \longrightarrow & E' & \longrightarrow & E_q & \longrightarrow & E''_q & \longrightarrow & E'_{q-1} & \longrightarrow & \cdots
\end{array}
\]

be a commutative diagram of vector spaces in which the rows are exact. If both $L = \{L_q\}$ and $L' = \{L'_q\}$ are the Leray endomorphisms on $E = \{E_q\}$ and $E' = \{E'_q\}$ respectively, then so is $L'' = \{L''_q\}$ on $E'' = \{E''_q\}$. Moreover, in that case, we have:

$$\Lambda(L) = \Lambda(L') - \Lambda(L'').$$

**Definition 2.3.4.** An endomorphism $L : E \to E$ is called weakly nilpotent if for every $x \in E$ there exists a natural number $n = n_x$ such that:

$$L^n(x) = 0.$$

From 2.3.4 it is easy to see that $L : E \to E$ is weakly nilpotent if and only if $N(L) = E$. Therefore we get:

**Proposition 2.3.5.** Any weakly nilpotent endomorphism $L : E \to E$ is admissible and $\text{Tr}(L) = 0$.

Assume that $E = \{E_q\}$ is graded vector space and $L = \{L_q\} : E \to E$ is an endomorphism. We say that $L$ is weakly nilpotent if and only if $L_q$ is weakly nilpotent for every $q$.

From 2.3.5 we deduce:

**Proposition 2.3.6.** Any weakly nilpotent endomorphism $L : E \to E$ of graded vector space $E$ is a Leray endomorphism and $\Lambda(L) = 0$.

3. Lefschetz maps. By a pair of spaces, $(X, A)$, we understand a pair of a metric space $X$ and one of its subsets, $A$. A pair of the form $(X, \emptyset)$ will be identified with the space $X$. By a map, $f : (X, A) \to (Y, B)$, we understand a continuous (single-valued) map $f : X \to Y$ satisfying the condition $f(A) \subset B$.

Let $H$ be the Čech homology functor with compact carriers and coefficients in the field of rational numbers $\mathbb{Q}$ (comp. [LG]).

For a pair $(X, A)$ let us consider the graded vector space $H(X, A) = \{H_q(X, A)\}$. For a continuous map $f : (X, A) \to (Y, B)$, $H(f)$ is the induced linear map $f_* = \{f_q\}$, where $f_q : H_q(X, A) \to H_q(Y, B)$.

We shall say that $f : (X, A) \to (X, A)$, has a fixed point provided that there exists $x_0 \in X$ such that $f(x_0) = x_0$.

**Definition 3.1.** A continuous mapping $f : (X, A) \to (X, A)$ is called a Lefschetz map (with respect to $H$) provided $f_* : H(X, A) \to H(X, A)$ is Leray endomorphism. For such $f$ we define the Lefschetz number $\Lambda(f)$ of $f$ by putting

$$\Lambda(f) = \Lambda(f_*).$$
From 2.3.2 we get

**Proposition 3.2.** If the maps $f$ and $g$ are homotopic, then their Lefschetz numbers (if defined) coincide, i.e. $\Lambda(f) = \Lambda(g)$.

**Theorem 3.3.** Assume that in the category of pairs of spaces and continuous maps the following diagram commutes

$$
\begin{array}{ccc}
(X, A) & \xrightarrow{u} & (Y, B) \\
\downarrow f' & & \uparrow v' & \downarrow f'' \\
(X, A) & \xrightarrow{u} & (Y, B).
\end{array}
$$

Then

(i) if one of the maps $f'$ or $f''$ is a Lefschetz map, then so is the other and in that case $\Lambda(f') = \Lambda(f'')$.

(ii) $f'$ has a fixed point if and only if $f''$ does.

Given a continuous mapping $f : (X, A) \rightarrow (X, A)$ we denote by $f_X : X \rightarrow X$ and $f_A : A \rightarrow A$ the evident contractions of $f$.

From 2.3.3 we obtain (see [CB])

**Theorem 3.4.** Let $f : (X, A) \rightarrow (X, A)$ be a mapping. If any two of $f$, $f_X$, and $f_A$ are Lefschetz maps, then so is the third map $f$ and in that case

$$
\Lambda(f) = \Lambda(f_X) - \Lambda(f_A).
$$

Recall that a continuous mapping $f : X \rightarrow X$ is called homologically trivial with respect to the functor $H$ provided the induced homomorphisms $f_* : H_q \rightarrow H_q$ are trivial for $q \geq 1$ and $f_* : H_0(X) \simeq H_0(X)$. A space $X$ is said to be acyclic (with respect to the $H$) provided

(i) $X$ is non-empty,

(ii) $H_0(X) \simeq \mathbb{Q}$,

(iii) $H_q(X) = 0$ for all $q \geq 0$.

The following result is self-evident.

**Theorem 3.5.** Let $f : X \rightarrow X$ be continuous and assume that any of the following conditions is satisfied:

1. $f(X)$ is contained in an acyclic subset $A$ of $X$,
2. $H_0(X) \simeq \mathbb{Q}$ and $f : X \rightarrow X$ is homologically trivial,
3. $H_0(X) \simeq \mathbb{Q}$ and $f : X \rightarrow X$ is homotopic to a constant map.

Then, $f$ is a Lefschetz map and $\Lambda(f) = 1$.

3.1. Absolute retracts.

**Definition 3.1.1.** A space $Y$ is called absolute retract (absolute neighbourhood retract) whenever for any metrizable $X$ and closed $A \subset X$ each $f : A \rightarrow Y$ is extendable over $X$ (over an open neighbourhood $U$ of $A$ in $X$).

We use notation: $Y \in \text{AR}$ ($Y \in \text{ANR}$).
The following theorem characterizes AR (ANR) in terms of retraction property (up to homeomorphism):

**Theorem 3.1.1 ([B]).** A metrizable space is an AR (ANR) if and only if it is a retract of (some open subset of) some normed space.

Observe that any normed space is homologically trivial and therefore from 3.1.2 we deduce that any AR-space X is homologically trivial, too. Hence, in view of 3.5 we get

**Proposition 3.1.3.** Let $X \in \text{AR}$ and let $f : X \to X$ be a continuous map. Then $f$ is a Lefschetz map and $\Lambda(f) = 1$.

Now as a simple consequence of 3.1.2 we obtain:

**Proposition 3.1.4.** If $X \in \text{ANR}$ and $U$ is an open subset of $X$, then $U \in \text{ANR}$.

A continuous map $f : X \to X$ is called compact provided the closure $\overline{f(X)}$ of $f(X)$ in $X$ is a compact set. We shall write: $f \in \mathbb{K}(X)$.

We shall use the following theorem due to A. Granas [AG1]:

**Theorem 3.1.5.** Let $X \in \text{ANR}$ and let $f : X \to X$ be a compact map then:

1. $f$ is a Lefschetz map,
2. $\Lambda(f) \neq 0$ implies that $f$ has a fixed point.

We recommend [B], [AG], [AG1] for details concerning this section.

4. Compact absorbing contraction maps. Following [FG] (see also [F1], [F2], [F3]) we shall define some classes of maps of a great importance in our work.

Let $X$ be a metric space.

**Definition 4.1.** A continuous map $f : X \to Y$ is called locally compact provided that, for each $x \in X$ there exists an open subset $V$ of $X$ such that $x \in V$ and the restriction $f|_V$ of $f$ to $V$ is compact.

All mappings considered in this section are assumed to be locally compact.

**Definition 4.2.** A map $f : X \to X$ is said to be a compact absorbing contraction if there exists an open set $U$ of $X$ such that $\overline{f(U)}$ is a compact of $U$ and $X \subset \bigcup_{i=0}^{\infty} f^{-i}(U)$.

We use a notation: $f \in \text{CAC}(X)$.

**Definition 4.3.** A map $f : X \to X$ is called eventually compact if there exists an iterate $f^n : X \to X$ of $f$ such that $f^n$ is compact.

We use a notation: $f \in \text{EC}(X)$.

**Definition 4.4.** A map $f : X \to X$ is called compact attraction if there exists a compact $K$ of $X$ such that, for each open neighbourhood $V$ of $K$, we have $X \subset \bigcup_{i=0}^{\infty} f^{-i}(V)$. The compact $K$ is then called an attractor for $f$.

We use a notation: $f \in \text{CA}(X)$. 
Definition 4.5. A map $f : X \to X$ such that
\[
\bigcup_{n=1}^{\infty} \{f^n(x)\}
\]
is called asymptotically compact if the set $C_f = \bigcap_{i=0}^{\infty} f^i(X)$ is a non-empty, relatively compact subset of $X$. The set $C_f$ is called the center of $f$.

We use a notation: $f \in \mathcal{ASC}(X)$.

Note that any eventually compact map is a compact attraction, i.e. $\mathcal{EC}(X) \subset \mathcal{CA}(X)$. However, we need the following lemma to prove Proposition 4.7.

Lemma 4.6. $f \in \mathcal{EC}(X) \Rightarrow f \in \mathcal{CA}(X)$.

Proof. Let $f : X \to X$ be an eventually compact map such that $K' = \overline{f^n(X)}$ is compact. Define $K = \bigcup_{i=0}^{n-1} f^i(K')$, we have:
\[
f(K) \subset \bigcup_{i=1}^{n} f^i(K') \subset K \cup f^n(X) \subset K \cup K' \subset K.
\]
Since $f$ is locally compact, there exists an open neighbourhood $V_0$ of $K$ such that $L = \overline{f(V_0)}$ is compact.

There exists a sequence $\{V_1, \ldots, V_n\}$ of open subsets of $X$ such that $L \cap f(V_i) \subset V_{i-1}$ and $K \cup f^{n-i}(L) \subset V_i$ for all $i = 1, \ldots, n$. In fact, if $K \cup f^{n-i}(L) \subset V_i$ and $0 \leq i < n$, since $K \cup f^{n-i}(L)$ and $C V_i \cap L$ are disjoint compact sets of $X$, there exists an open subset $W$ of $X$ such that
\[
K \cup f^{n-i}(L) \subset W \subset \overline{W} \subset V_i \cup C L.
\]
Define $V_{i+1} = f^{-1}(W)$; since $f(K) \cup f(f^{n-(i+1)}(L)) \subset K \cup f^{n-i}(L) \subset W$, we have $K \cup f^{n-(i+1)}(L) \subset V_{i+1}$; and $f(V_{i+1}) \subset \overline{W} \subset V_i \cup C L$ implies $L \cap \overline{f(V_{i+1})} \subset V_i$. Beginning with $K \cup f^n(L) \subset K \subset V_0$, we define, by induction $V_1, \ldots, V_n$ with the desired properties.

Putting $U = V_0 \cap V_1 \cap \ldots \cap V_n$, we have $K' \subset K \subset U$ and
\[
f(U) \subset f(V_0) \cap f(V_1) \cap \ldots \cap f(V_n) \subset L \cap \overline{f(V_1)} \cap \ldots \cap \overline{f(V_n)},
\]
hence
\[
\overline{f(U)} \subset (L \cap \overline{f(V_1)}) \cap \ldots \cap (L \cap \overline{f(V_n)}) \cap L \subset V_0 \cap \ldots \cap V_{n-1} \cap V_n = U,
\]
but $\overline{f(U)}$ is compact since $f(U) \subset L$. Moreover,
\[
X \subset \bigcup_{i=1}^{n} f^{-i}(K') \subset \bigcup_{i=1}^{\infty} f^{-i}(U).
\]

Theorem 4.7. $f \in \mathcal{CA}(X) \Rightarrow f \in \mathcal{CA}(X)$.

Proof. Let $f : X \to X$ be a compact attraction map, $K$ a compact attractor for $f$ and $W$ an open set of $X$ such that $K \subset W$ and $L = \overline{f(W)}$ is compact. We have $L \subset X \subset \bigcup_{i=0}^{\infty} f^{-i}(W)$ hence, since $L$ is compact, there exists $n \in \mathbb{N}$ such that
L \subset \bigcup_{i=0}^n f^{-i}(W). Define V = \bigcup_{i=0}^n f^{-i}(W); then

\[ X \subset \bigcup_{i=0}^{\infty} f^{-i}(W) \subset \bigcup_{i=0}^{\infty} f^{-i}(V), \]

\[ f(V) \subset \bigcup_{i=0}^n f^{-i+1}(W) \subset f(W) \cup V \subset L \cup V \subset V \]

and

\[ f^{n+1}(V) \subset \bigcup_{i=0}^n f^{n+i+1}(W) \subset \bigcup_{j=0}^n f^{j+1}(W) \subset f^j(L) \]

which is compact and included in V, since L \subset V and f(V) \subset V implies that f^j(L) \subset V for all j \in \mathbb{N}. Thus the contraction \( \tilde{f} : V \to V \) of f is an eventually compact map. By 4.6, there exists an open set U of V, hence of X, since V is an open set, such that \( \tilde{f}(U) = f(U) \) is a compact of U and V \subset \bigcup_{n=0}^{\infty} f^{-n}(U) \subset \bigcup_{n=0}^{\infty} f^{-n}(U); hence

\[ X \subset \bigcup_{i=0}^{\infty} f^{-i}(W) \subset \bigcup_{i=0}^{\infty} f^{-i}(V) \subset \bigcup_{i=0}^{\infty} f^{-i}(U). \]

\[ \text{Theorem 4.8. } f \in \text{ASC}(X) \Rightarrow f \in \text{CA}(X). \]

**Proof.** Let f : X \to X be an asymptotically compact map. Consider \( \overline{\text{Cf}} \). It suffices to show that is a compact attractor for f. Then f is a compact attraction map and 4.7 applies.

Let V be an open subset of X such that \( \overline{\text{Cf}} \subset V \). Let x \in X. Put K = \( \bigcup_{n=1}^{\infty} f^n(x) \). Note that the family \( \{ \bigcap_{n=0}^{\infty} f^i(K) \cap CV \}_{n \in \mathbb{N}} \) of closed subsets of the compact K, has empty intersection, hence there exists a finite empty intersection. Therefore there exists n \in \mathbb{N} such that \( \bigcap_{i=0}^n f^i(K) \subset V \). Since

\[ f^{2n}(x) \in \bigcup_{n=0}^{\infty} f^{n+i}(x) = f^i(\bigcup_{n=0}^{\infty} f^n(x)) \subset f^i(K) \]

for every 0 \leq i \leq n. Thus \( f^{2n}(x) \in \bigcap_{i=0}^n f_i(K) \subset V \) and x \in f^{-2n}(V).

We would like to emphasis that the Definitions 4.3, 4.4 and 4.5 are of geometrical origin. Definition 4.2 is abstract and introduced to make the proof of Schauder Fixed Point Theorem convenient to study.

The following diagram, as we proved earlier, shows the relations between these classes of functions:

\[
\text{CAC}(X) \cup \text{EC}(X) \subset \text{CA}(X) \cup \text{ASC}(X)
\]
Moreover, if \( f \in EC(X) \) satisfies an additional condition:
\[
\bigcup_{n=1}^{\infty} \{ f^n(x) \}
\]

is relatively compact for every \( x \in X \),
then \( f \in ASC(X) \).

Note that the fact
\[
K(X) \subset EC(X) \cap ASC(X)
\]
yields that the classes introduced in this section are not artificial.

However, the following important question still remains open:

**Open problem.** Are any of the inverse inclusions to those in the above diagram satisfied?

In what follows: for a given absorbing contraction map \( f : X \to X \) we fix \( U \) which satisfies conditions of 4.2. Then we let:

\[
\tilde{f} : (X,U) \to (X,U), \quad \text{where } \tilde{f}(x) = f(x) \text{ for every } x \in X.
\]

**Proposition 4.9.** Let \( f : X \to X \) be a compact absorbing contraction and \( K \) be a compact subset of \( X \). Then there exist \( n \in \mathbb{N} \) such that \( f^n(K) \subset U \).

**Proof.** From 4.2 we have for every \( x \in X \) a number \( n_x \in \mathbb{N} \) such that \( f^{n_x}(x) \in U \). Note that \( (f^{n_x})^{-1}(U) \) is an open set. Consider a covering \( \{ (f^{n_x})^{-1}(U) \}_{x \in K} \). We choose a finite family of sets \( \{ (f^{n_{i_k}})^{-1}(U) \}_{k=1}^{k} \). We end the proof putting \( n = \max\{n_1, \ldots, n_k\} \).

As an easy consequence of the previous theorem and the fact of applying Čech homology functor \( H \) with compact carriers and coefficients in the field of rational numbers \( \mathbb{Q} \) we obtain:

**Theorem 4.10.** Let \( f \) be a compact absorbing contraction map and \( \tilde{f} : (X,U) \to (X,U) \). Then \( \tilde{f} \) is weakly nilpotent.

**5. Main results.** Now we are in position to state the Schauder Fixed Point Theorem (cf. [S], [DG], [D]) in the most general form for single-valued mappings and metric spaces (for non-metric case see [FB] or [W]).

**Theorem 5.1.** Let \( X \in AR \) and \( f \in CAc(X) \). Then \( f \) has a fixed point.

**Proof.** According to 4.2 we choose \( U \subset X \) to be an open subset of \( X \) and satisfying all properties of 4.2. Then \( U \in ANR \). We consider \( \tilde{f} : (X,U) \to (X,U) \) as in 4.2 and \( f_1 : U \to U, f_1(x) = f(x) \) for every \( x \in U \).

Then, in view of 4.2 and 2.3.6 we obtain that \( \tilde{f} \) is a Lefschetz map and \( \Lambda(\tilde{f}) = 0 \). Since \( f_1 : U \to U \) is a compact map, then from 3.1.5 we get that \( f_1 \) is a Lefschetz map. Consequently, from 3.4 we infer that \( f \) is a Lefschetz map and \( \Lambda(f) = \Lambda(f_1) \). So if \( \Lambda(f) \neq 0 \), then \( \Lambda(f_1) \neq 0 \). Now by applying once again Theorem 3.1.5 we have that \( f_1 \) has a fixed point and hence \( f \) has a fixed point.

**Remark 5.2.** Observe that in fact we have proved the following so-called Lefschetz Fixed Point Theorem:
If \( X \in \text{ANR} \) and \( f \in \text{CAC}(X) \) then \( f \) is a Lefschetz map and \( \Lambda(f) \neq 0 \) implies that \( f \) has a fixed point.

Now, as a special case of 5.1 we obtain:

**Corollary 5.3.** Let \( X \) be an AR-space or, in particular, a convex subset of a normed space and let \( f : X \to X \) be a continuous map.

1. If \( f \in \mathbb{K}(X) \), then \( f \) has a fixed point.
2. If \( f \in \mathbb{E}(X) \), then \( f \) has a fixed point.
3. If \( f \in \mathbb{C}(X) \), then \( f \) has a fixed point.
4. If \( f \in \mathbb{A}(X) \), then \( f \) has a fixed point.

Now, we are going to state some open problems connected with 5.1. First, let us remark that in fact theorem 5.1 can be deduced from the Lefschetz Fixed Point Theorem, formulated in 5.1, by use of algebraic topology tools. On the other hand it is well-known that (comp. \([S]\), \([D]\), \([DG]\)) that Schauder Fixed Point Theorem for compact maps can be proved without using algebraic topology, i.e. in an elementary way. Hence we state:

**Open problems 5.4.** Assume that \( X \in \text{AR} \) or, in particular, \( X \) is a convex subset of a normed space and \( f : X \to X \) is a continuous map. Is it possible to prove in an elementary way i.e. without using algebraic topology any of the following formulations of the Schauder Fixed Point Theorem if:

1. \( f \in \text{CAC}(X) \),
2. \( f \in \text{EC}(X) \),
3. \( f \in \text{CA}(X) \),
4. \( f \in \text{ASC}(X) \).

Yet, the authors do not know an answer for \( X = \mathbb{R}^2 \) and \( f \) such that \( f^2 : \mathbb{R}^2 \to \mathbb{R}^2 \) is a compact map.

We would like to recall also the well-known asymptotic conjecture:

**5.5 Asymptotic conjecture.** It is possible to drop the assumption that \( f \) is locally compact in at least one from the following cases:

1. \( f \in \text{CAC}(X) \),
2. \( f \in \text{EC}(X) \),
3. \( f \in \text{CA}(X) \),
4. \( f \in \text{ASC}(X) \).

6. **Admissible maps.** This section is devoted to a large class of so-called admissible maps (see \([LG]\), \([FG]\) for details) for which Schauder Fixed Point Theorem remains true.

We begin with the relevant definitions and facts.

We use letters \( \phi, \varphi \) to denote multi-valued maps. The single valued maps are denoted by \( f, g, p, q \ldots \). Let \( \varphi : X \to Y \) be a multi-valued map. We associate with \( \varphi \) the following diagram of continuous maps:

\[
X \xleftarrow{\Gamma_{\varphi}} \varphi \xrightarrow{\phi} Y
\]
in which
\[ \Gamma_\varphi = \{(x, y) \in X \times Y \mid y \in \varphi(x)\} \]
is a graph of \( \varphi \) and the natural projections \( p_\varphi \) and \( q_\varphi \) are given by:
\[ p_\varphi(x, y) = x \quad \text{and} \quad q_\varphi(x, y) = y. \]
The image of a subset \( B \subset X \) under \( \varphi \) is
\[ \varphi(A) = \bigcup_{x \in A} \varphi(x). \]
The counter-image of a subset \( B \subset Y \) under \( \varphi \) is
\[ \varphi^{-1}(B) = \{ x \in X \mid \varphi(x) \subset B\}. \]

A multi-valued map \( \varphi : X \to Y \) is called upper semi-continuous (u.s.c.) provided
(i) \( \varphi(x) \) is compact, for every \( x \in X \), and (ii) for each open set \( V \subset Y \), the counter-image \( \varphi^{-1}(V) \) is an open subset of \( X \).

**Proposition 6.1.** If \( \varphi : X \to Y \) is an u.s.c. map and \( A \) is a compact subset of \( X \), then the image \( \varphi(A) \) of \( A \) under \( \varphi \) is compact.

A multi-valued map \( \varphi : X \to Y \), is called compact provided the image \( \varphi(X) \) of \( X \) under \( \varphi \), is contained in some compact subset of \( Y \). Let \( \varphi : X \to Y \) be a multi-valued map, \( A \) a subset of \( X \) and \( B \) a subset of \( Y \). If \( \varphi(A) \subset B \), then the contraction of \( \varphi \) to the pair \((A, B)\) is the multi-valued map \( \varphi' : A \to B \) defined by \( \varphi'(a) = \varphi(a) \) for each \( a \in A \). A contraction of \( \varphi \) to the pair \((A, Y)\) is simply the restriction \( \varphi|_A \) of \( \varphi \) to \( A \). Let \( \varphi : X \to X \) be a multi-valued map and let \( A \) be a subset of \( X \). If \( \varphi(A) \subset A \), then \( A \) is called an invariant subset under \( \varphi \). A point \( x \in X \) is called a fixed point of \( \varphi \) if \( x \in \varphi(x) \).

Let \( \varphi : X \to Y \) and \( \psi : Y \to Z \) be two multi-valued maps. Then the composition of \( \varphi \) and \( \psi \) is a multi-valued map \( \psi \circ \varphi : X \to Z \) defined by \( \psi \circ \varphi(x) = \psi(\varphi(x)) \) for each \( x \in X \). For a multi-valued map \( \varphi : X \to X \) we denote by \( \varphi^m, m \geq 1 \), the \( m \)-th iteration of \( \varphi \); by \( \varphi^0 \), we denote the identity map \( \text{Id}_X \).

Note that:

**Proposition 6.2.** The composition of u.s.c. maps is also u.s.c.

**Lemma 6.3.** Let \( \varphi : X \to X \) be an u.s.c. map and let \( U \) be an open invariant set under \( \varphi \). Assume that, for every \( x \in X \), there exists an integer \( n \) such that \( \varphi^n(x) \subset U \). Then, for every compact subset \( K \) of \( X \), there exists an integer \( m \) such that \( \varphi^m(K) \subset U \).

Obviously the Definitions 4.2–4.5, can be rewritten for multi-valued maps.

An u.s.c. map \( \varphi : X \to Z \) is said to be acyclic provided the set \( \varphi(x) \) is acyclic for every point \( x \in X \). We observe that if \( \varphi : X \to Z \) is an acyclic map, then the natural projection \( p_\varphi : \Gamma_\varphi \to Z \) is a Vietoris map.

Let \( \varphi : X \to Z \) be a multi-valued map; a pair \((p, q)\) (of a single-valued, continuous) maps of the form \( X \xrightarrow{p \, \varphi \, q^{-1}} Y \xrightarrow{Z} Z \) is called a selected pair of \( \varphi \) (we use notation \( (p, q) \subset \varphi \)), if the following conditions are satisfied:

1. \( p \) is a Vietoris map,
2. \( q(p^{-1}(x)) \subset \varphi(x) \) for each \( x \in X \).
Observe that, if $\phi$ is a compact map and $(p, q) \subset \phi$, the $q$ is also compact.

**Definition 6.4.** An u.s.c. map $\phi$ is called **admissible** provided there exists a selected pair $(p, q)$ of $\phi$.

Every acyclic map and, in particular, every continuous single-valued map is admissible; here the pair $(p, q)$ is a selected pair of $\phi$. We note that the composition of admissible maps is also admissible.

**Definition 6.5.** An admissible map $\phi : X \to X$ is called a **Lefschetz map** provided, for each selected pair $(p, q) \subset \phi$, the linear map $q_\ast p^{-1} : H(X) \to H(X)$ is a Leray endomorphism.

If $\phi : X \to X$ is a Lefschetz map, then we define the **Lefschetz set** $\Lambda(\phi)$ of $\phi$ by putting

$$\Lambda(\phi) = \{\Lambda(q_\ast p^{-1}) | (p, q) \subset \phi\}.$$  

If $\phi$ is an acyclic Lefschetz map, then the set $\Lambda(\phi)$ is a singleton which will be denoted by $\Lambda(\phi)$.

Let $\phi : X \to X$ be an u.s.c. map and $U$ be an open invariant subset of $X$ under $\phi$. Assume that, for every $x \in X$, there exists an integer $n$ such that $\phi^n(x) \subset U$. Let $(p, q)$ be a selected pair of $\phi$ of the form $X \leftarrow p Y \rightarrow q Z$. Define $\tilde{p} : (Y, p^{-1}(U)) \to (X, U)$, $\tilde{q} : (Y, p^{-1}(U)) \to (X, U)$ by putting $\tilde{p}(y) = p(y)$ and $\tilde{q}(y) = q(y)$, for every $y \in Y$.

Observe that $\tilde{p}$ is a Vietoris map. Then, since $H$ is a homology functor with compact carriers and $(qp^{-1})^n(K) \subset \phi^n(K)$, we have:

**Lemma 6.6.** The endomorphism $\tilde{q}_\ast \tilde{p}^{-1} : H(X, U) \to H(X, U)$ is weakly-nilpotent.

Let us observe, that the Theorem 3.1.5 can be generalized onto the case of multi-valued mappings as follows (comp. [LG]):

**Theorem 6.7.** If $X \in ANR$ and $\phi : X \to X$ is an admissible map such that $q$ is compact for any $(p, q) \subset \phi$. Then:

(i) $\phi$ is a Lefschetz map,
(ii) $\Lambda(\phi) \neq \{0\}$ implies that $\phi$ has a fixed point.

**Remark 6.8.** Note that if $X \in AR$, then $\Lambda(\phi) = \{1\}$.

Now, we can define an admissible map $\phi : X \to X$ to be:

(1) compact,
(2) locally compact,
(3) compact absorbing contraction,
(4) eventually compact,
(5) compact attraction,
(6) asymptotically compact,

analogously as (for single-valued maps) in Section 4 (comp. 4.1–4.5).

Then all results of Section 5 can be formulated for multi-valued maps and the same problems remain open (comp. 5.4).
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