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1. Introduction. In this paper we study two bifurcation problems which are in
a sense complementary or dual to each other. Our goal is to show how methods from
Conley index theory and minimax theory can be combined in order to provide a unified
approach to both types of problems. We also hope to provide an introduction to recent
ideas in bifurcation theory. Moreover we obtain classical bifurcation results due to Böhme,
Marino, Fadell, Rabinowitz and others as corollaries. For the sake of exposition we shall
not present the most general versions of our results. Also some technical details of the
proofs have to be skipped due to lack of space.

We first consider the following situation. Let G : Rn → R be of class C2 and let ϕ
be a (local) flow on Rn which leaves the level sets G−1(c) invariant. Suppose moreover
that ϕ is gradient-like, that is, there is a Lyapunov function F : Rn → R such that
F
(
ϕ(x, t)

)
is strictly decreasing in t for every nonstationary point x ∈ Rn. This has

the effect that the only bounded orbits of ϕ are stationary orbits and heteroclinic orbits.
Here an orbit is called heteroclinic if both its α- and ω-limit sets are nonempty and
disjoint. These limit sets necessarily consist only of stationary orbits. Next we assume
that the origin is a non-degenerate critical point of G with critical value G(0) = 0 and
Morse index µ. If µ 6= n/2, for instance if n is odd, then the level sets G−1(c) change
their topological type (in a neighborhood of the origin) as c passes 0. More precisely,
G−1(c)∩U(0) is diffeomorphic to Sµ−1×Dn−µ for c < 0 and to Dµ×Sn−µ−1 for c > 0,
provided U(0) is properly chosen. Clearly, the level set G−1(0) has a singularity at the
origin. This implies that 0 is a stationary orbit of ϕ. Since we are only interested in the
local situation near the origin we do not care about other possible singularities on G−1(c)
away from a neighborhood of 0. We shall see that, without any additional assumptions on
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ϕ, this local change of topology forces the existence of other stationary orbits of ϕ near
the origin. Moreover we shall be interested in the direction of the bifurcating stationary
solutions (whether they lie on G−1(c) with c > 0, c = 0 or c < 0). The strongest results
will be obtained when G is even and ϕ is odd with respect to the x-variable. We can also
prove the existence of bifurcating heteroclinic orbits on certain level sets. Extensions to
more general symmetries will be mentioned.

The second situation which we want to study is a more classical bifurcation setting.
Here ϕλ is a family of flows on Rn continuously parametrized by a real parameter λ ∈ R.
Again we assume that ϕλ is gradient-like for eachλ. Suppose that the origin is a stationary
orbit of ϕλ for every λ. The points (λ, 0) are called trivial orbits. We are interested in the
bifurcation of nontrivial bounded orbits from the set of trivial orbits. Fixing some possible
bifurcation parameter λ0 we assume that the origin is a non-degenerate stationary orbit
of ϕλ for λ close to λ0 but different from λ0. Then it is well known that bifurcation must
occur if the origin changes stability as λ passes λ0, that is, if the dimension of the unstable
manifold of the origin with respect to ϕλ changes. We shall investigate more closely the
structure of the bifurcating set of stationary and heteroclinic orbits, in particular in the
case when ϕλ is odd in the space variable. Again the case of more general symmetries
will be sketched.

Both situations can be put into a more abstract setting which shows their relation. Let
(Σ, π) be a locally compact topological space over the parameter space Λ, i.e. π : Σ→ Λ
is a continuous surjective map. For simplicity we only consider the case where Λ ⊂ R is
an interval. We are given a gradient-like flow over Λ, that is, a flow on Σ which respects
the “fibres” Σλ := π−1(λ), for any λ ∈ Λ. In the first situation Σ = Rn and π = G.
The existence of bounded solutions near a stationary solution x0 ∈ Σ0 comes from a
local change of the topology of the fibres near x0 due to the fact that x0 is a critical
point of π. In other words, the behaviour of π forces bifurcation without any additional
assumptions on ϕ. In the second situation Σ = R × Rn and π is the projection onto
the first factor. Obviously this π has no critical points at all. If x0 ∈ Σ0 is a stationary
solution of ϕλ0 then in general we can neither expect that this solution can be continued
for other parameter values nor that there exist nontrivial orbits if a trivial branch exists.
Thus we have to make assumptions on the behavior of the flow ϕ in order to have bounded
solutions bifurcating from a trivial branch.

One motivation for studying these bifurcation settings are nonlinear eigenvalue prob-
lems. Let F,G : X → R be of class C2 defined on the Banach space X. For simplicity
X = Rn. We are interested in solutions of the equation (∗) F ′(x) = λG′(x). Suppose
the origin 0 ∈ X is a critical point of F and G. In other words, (λ, 0) is a solution of (∗)
for every λ ∈ R. Then we may try to parametrize bifurcating nontrivial solutions using
the level sets of G as parameter. In this approach λ appears as Lagrange multiplier and
cannot be prescribed. We have to study the negative gradient flow of F |G−1(c) for c
near G(0). Thus we arrive at the first situation described above. Or we may try to use
λ as parameter for the bifurcating solutions which leads us to the second situation from
above. Here we cannot control the level sets on which the nontrivial solutions lie. The
parameters c and λ play a dual role in this problem.
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The paper is organized as follows. In §2 we state and discuss our main results con-
cerning the first setting where a change of topology forces bifurcation. In §3 we treat the
complementary situation where the topology of the space does not change but a change
of stability yields bifurcation. Then in §4 we apply these results to nonlinear eigenvalue
problems. This section mainly serves as a motivation for studying our bifurcation prob-
lems. We have to refer to the literature for parts of the proofs. In §5 we collect some basic
definitions from Conley index theory and topology (genus, cohomological index) which
we need in the proofs. Finally §§6, 7 contain sketches of the proofs of our bifurcation
theorems.

2. Bifurcation forced by a change of topology. Let G : U → R be of class C2,
defined on an open neighborhood U of 0 ∈ Rn such that the only critical point of G is
the origin which is non-degenerate with Morse index µ. We may assume that G(0) = 0.
Let ϕ be a local flow on U which respects the level sets of G. Thus

ϕ : O → Rn, (x, t) 7→ ϕ(x, t) = ϕt(x)

is a continuous map defined on an open subset O ⊂ U ×R such that {t ∈ R : (x, t) ∈ O}
is an open interval containing 0 for each x ∈ U . It satisfies ϕ0(x) = x and ϕs+t(x) =
ϕs ◦ϕt(x) for x ∈ U and s, t ∈ R, if these expressions are defined. Moreover, G

(
ϕt(x)

)
is

independent of t, for any x ∈ U . In other words, G is a first integral for ϕ.

The Morse lemma tells us that after a change of coordinates near the origin, we
may assume that U is a small ball around the origin and G(y, z) = ‖z‖2 − ‖y‖2 where
(y, z) ∈ U ⊂ Rµ ×Rn−µ. Thus G−1(c) is diffeomorphic to Sµ−1 × Dn−µ if c < 0 and
to Dµ × Sn−µ−1 if c > 0 where Dk denotes the open unit ball of dimension k and |c|
is small. The level set G−1(0) is a manifold with a singularity at 0. It is diffeomorphic
to Sµ−1 × Dn−µ/Sµ−1 × {0} or to Dµ × Sn−µ−1

/
{0} × Sn−µ−1. Since the maps ϕt

are homeomorphisms it follows that the origin is a stationary point of the flow, that is,
ϕt(0) = 0 for every t ∈ R.

Finally we assume that ϕ is gradient-like, that is, there is a continuous function
F : U → R such that F

(
ϕt(x)

)
is strictly decreasing in t for every x ∈ U except when x

is a stationary point. Now we can state our first result.

Theorem 2.1. If 2µ 6= n then at least one of the following holds.

(i) There exists a sequence xk ∈ G−1(0), k ∈ N, of stationary points of ϕ which con-
verges towards the origin as k →∞.

(ii) For each c > 0 close to 0 there exists a stationary point xc ∈ G−1(c) of ϕ which
converges towards the origin as c→ 0.

(iii) The same statement as in (ii) holds for c < 0 close to 0.

Clearly the assumption 2µ 6= n is always satisfied for odd n. It guarantees that the
level sets G−1(c) change topology as c passes 0. The following examples show that this
assumption is necessary and that each possibility listed in the theorem may occur.



12 T. BARTSCH

Example 2.2. a) We consider the case 2µ = n and G(y, z) = ‖z‖2 − ‖y‖2 with
(y, z) ∈ Rµ ×Rµ = Rn. Setting

F (y, z) :=
µ∑
i=1

(
y2
i + z2

i

)
·
µ∑
i=1

yizi

we define a vector field ∇GF on Rn as follows: ∇GF (0) := 0 and, for x 6= 0, ∇GF (x) is
the projection of ∇F (x) onto TxG−1(c) where c = G(x). Thus

∇GF (x) := ∇F (x)−
〈
∇F (x),∇G(x)

〉
‖∇G(x)‖2

· ∇G(x)

for x ∈ Rn− 0. This vector field can be integrated since it is locally Lipschitz in Rn− 0.
The associated flow ϕ which satisfies d

dtϕ(x, t) = ∇GF
(
ϕ(x, t)

)
is also continuous at the

points (0, t), any t ∈ R. It preserves the level sets of G since it is the negative gradient flow
of F |G−1(c) on each level set G−1(c) − 0. We claim that there are no other stationary
points except the origin. In order to see this we first observe that a stationary point
x = (y, z) ∈ Rn − 0 satisfies ∇GF (x) = 0. We take the scalar product of this equation
with (z, y), use the fact that

〈
∇G(x), (z, y)

〉
= 0 and obtain:

0 =
〈
∇GF (x), (z, y)

〉
=
〈
∇F (x), (z, y)

〉
= 4

(
µ∑
i=1

yizi

)2

+ ‖x‖4

This implies x=0, hence there are no nontrivial stationary points at all. This also implies
that the origin is the only bounded orbit.

b) Let n = 3 and G(x) = x2
1 + x2

2 − x2
3, thus µ = 1. We define

F (x) :=

x1G(x) if G(x) < 0;
0 if G(x) = 0;
x3G(x) if G(x) > 0

and let ϕ be the flow obtained by integrating the vector field∇GF . Then again stationary
points x ∈ Rn − 0 of ϕ satisfy ∇GF (x) = 0. Clearly ∇GF (x) = 0 for every x ∈ G−1(0).
On G−1(c), c < 0, we have F (x) = cx1, and it is easy to check that this function has
no critical points on G−1(c). The same is true for c > 0. Thus in this example only
alternative (i) from Theorem 2.1 occurs. One can turn this example into a smooth one
upon replacing F (x) by F (x) · exp

(
− 1/G(x)2

)
c) We take G as in b) and let ϕ be the flow obtained by integrating ∇GF where

F (x) = x4
1 + x3

2x3 + x2x
3
3

Taking the scalar product of the equation ∇GF (x) = 0 with (0, x3, x2) we obtain x2 =
x3 = 0. The only stationary orbits of ϕ are the points (x1, 0, 0), x1 ∈ R, which lie on
G−1(c) for c = x2

1 > 0, so only alternative (ii) from Theorem 2.1 applies.
d) In our last example G is as in b) and ϕ is the flow associated to ∇GF with

F (x) = x3
3 + x2

1x3 + x2
2x3

Elementary calculations as above show that the only stationary orbits of ϕ are the points
(0, 0, x3), x3 ∈ R, which lie on G−1(c) for c = −x2

3 < 0, thus only alternative 2.1(iii)
holds true.
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An interesting question is whether one can obtain a multiplicity result. Suppose 2.1(i)
is false. If both (ii) and (iii) apply then we have two bifurcating “branches”. However, if
only (ii) holds true, then one may ask whether there always exist two stationary solutions
on G−1(c) for c > 0. Observe that in the example 2.2c) this is the case. One can show
that this is always true in the cases µ = 0, 1, n−1, n, n ≥ 3. Thus the lowest dimensional
example with precisely one stationary orbit on each positive level set and no solution on
nonpositive level sets can exist for n = 5 and µ = 2 or µ = 3. These stationary orbits
have to be degenerate. For such an example one has to leave the realm of polynomial (or
analytic) maps.

As an aside, in the example 2.2c) there are no connecting orbits between the bi-
furcating stationary orbits on G−1(c) because the stationary orbits (±

√
c, 0, 0) satisfy

F (±
√
c, 0, 0) = c2. Also in 2.2d) there are no connecting orbits between the stationary

orbits (0, 0,±
√
−c) on G−1(c) because these orbits lie in different connected components

of G−1(c). Thus in 2.1b), c) there need not exist other solutions whose closure in U is
compact. On the other hand, if only 2.1a) applies then the set of relatively compact (in U)
orbits of ϕ contained in G−1(0) connects the origin to the boundary of U . More precisely,
the proof of Theorem 2.1 in §6 shows that, if 2.1b), c) do not hold then there does not
exist a compact neighborhood N ⊂ G−1(0) of the origin which is isolating in the sense
of Conley index theory.

Now we consider the same situation with an additional symmetry condition. For
simplicity we stick to the case where G is an even function and ϕ is odd: G(−x) = G(x),
so the level surfaces of G are symmetric with respect to the reflection x 7→ −x and
ϕt(−x) = −ϕt(x). The case of more general symmetries will be discussed below. Classical
results from critical point theory suggest that symmetry forces the existence of multiple
solutions. In order to formulate our next result we recall the notion of genus for symmetric
subspaces of Rn due to Krasnoselski [K] and Yang [Y].

Definition 2.3. Let A ⊂ Rn be symmetric, i.e. invariant with respect to the reflection
x 7→ −x. The genus of A, genus(A), is the least natural number k such that there exists
an odd continuous map α : A → Sk−1. If 0 ∈ A then no such map can exist and we set
genus(A) =∞. For A = ∅ we have genus(∅) = 0.

Clearly we have 1 ≤ genus(A) ≤ n for every nonempty subset A of Rn−0. Moreover,
genus(Sk−1) = k where Sk−1 is the unit sphere in Rk ⊂ Rn. This is a consequence of
Borsuk’s theorem on the degree of odd maps between spheres.

Theorem 2.4. At least one of the following is true:
(i) There exists a sequence ±xk ∈ G−1(0), k ∈ N, of stationary points of ϕ which

converges towards the origin as k →∞.
(ii) For each c close to 0 with c · (n− 2µ) > 0 there exists a compact subset S ⊂ G−1(c)

which is invariant under the flow , symmetric and satisfies genus(S) ≥ |n − 2µ|. S

contains at least |n− 2µ| antipodal pairs ±x of stationary orbits. Moreover , if there
are only finitely many stationary orbits on S then there exist |n−2µ| such stationary
pairs ±xi and connecting orbits from xi+1 to xi. S converges towards the origin as
c→ 0.
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If n = 2µ then part b) holds trivially with S = ∅. The example 2.2a) shows that
n 6= 2µ is necessary for bifurcation also in the symmetric case. At first sight it is somewhat
surprising that in the symmetric case the sign of n− 2µ determines the direction of the
bifurcating set. Looking back at the examples in 2.2 we see that the third example is
symmetric but the last one is not. The third example corresponds to 2.4(ii) whereas in
the last example the bifurcating solutions lie on the “wrong” energy levels: n − 2µ > 0
but there are only solutions on negative energy levels. Theorem 2.4 shows that it is not
possible to find an even map F : R3 → R which realizes alternative 2.1(iii) with G as
in 2.2d). It is also possible to construct an even example which realizes 2.4(i). This is
somewhat more complicated to describe than the one in 2.2b) and is therefore left to the
interested reader.

It is possible to analyze S and the flow on S further. For instance, one can prove that
dimS ≥ |n− 2µ| and one can obtain results on the dimensions of the unstable manifolds
of the stationary orbits and on the dimensions of the sets of connecting orbits between
xi+1 and xi.

R e m a r k 2.5. One can also deal with other symmetries than the reflection at
the origin. Suppose a compact Lie group Γ acts orthogonally on Rn and G is invariant,
ϕ is equivariant. This means G(γx) = G(x) and ϕt(γx) = γϕt(x) for every γ ∈ Γ,
(x, t) ∈ O ⊂ U × R. Clearly a stationary orbit x of ϕ gives rise to a whole Γ-orbit
{γx : γ ∈ Γ} of stationary points. This Γ-orbit lies on one level set of G. In that case
we can refine the assumptions of Theorem 2.1 and prove an analogue of Theorem 2.4.
Let Rn ∼= V + ⊕ V − be the decomposition of Rn according to the positive respectively
the negative part of the spectrum of G′′(0). The invariance of G implies that V + and
V − are invariant under the action of Γ, hence, they are representation spaces of Γ.
Two representations V1, V2 of Γ are said to be Γ-homotopy equivalent if their one-point
compactifications V1∪{∞} and V2∪{∞} are Γ-homotopy equivalent with the base points
∞ being fixed. V1 and V2 are said to be stable Γ-homotopy equivalent if there exists a
representation W of Γ such that V1⊕W and V2⊕W are Γ-homotopy equivalent. Clearly,
isomorphic representations are Γ-homotopy equivalent. The converse is false in general;
cf. [CaS]. One can prove that the conclusion of Theorem 2.1 remains valid in the Γ-
equivariant case provided V + and V − are not stable Γ-homotopy equivalent. This is much
weaker than the assumption dimV + 6= dimV −. For instance, consider the case Γ = Z/p
where p is a prime. For j = 0, . . . , p − 1 let Vj ∼= C be the irreducible representation of
Γ with the character γ 7→ γj . Here we think of Z/p as a subset of the group of complex
numbers of modulus 1. Then Vj and Vk are not stable homotopy equivalent for j 6= k.
It is an interesting problem whether it suffices that V + and V − are not Γ-homotopy
equivalent or only non-isomorphic.

It is also possible to define a version of genus for Γ-invariant subsets of Rn. The
important special case Γ = S1 is due to Benci [Be], the general case can be found
in [Ba1] or [Ba2], §2.3. Then Theorem 2.4 generalizes to the Γ-equivariant case with
n − 2µ in (ii) replaced by genus

(
SV +

)
− genus

(
SV −

)
. Of course we also replace the

stationary pairs ±x by Γ-orbits {γx : γ ∈ Γ} of stationary points. In the case Γ = Z/p
acting without fixed points on Rn − 0 one has genus

(
SV ±

)
= dimV ± so Theorem 2.4
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generalizes verbatim. In the case Γ = S1 acting without fixed points on Rn − 0 one has
genus

(
SV ±

)
= (dimV ±)/2 so n− 2µ in 2.4 has to be replaced by (n− 2µ)/2. The proof

of 2.4 uses only the properties of the genus as an index theory (these properties will be
recalled in §5 below). Thus any index theory instead of the genus will work. In particular,
one can use the length, which is an index theory defined with the help of cohomology
(see §5 below and [Ba2], §4.3).

3. Bifurcation forced by a change of stability. Let ϕλ be a continuous family
of gradient-like flows on Rn, parametrized by λ ∈ R. We assume that the origin is
a stationary orbit of ϕλ for every λ. We fix some parameter value λ0 so that 0 is a
degenerate stationary point of ϕλ0 and a hyperbolic stationary point of ϕλ for λ 6= λ0

close to λ0. Let mu
l respectively mu

r denote the dimension of the unstable manifold of
0 with respect to ϕλ for λ < λ0 respectively λ > λ0 close to λ0. These numbers are
well defined, that is, independent of the particular choice of λ. The first result which
corresponds to Theorem 2.1 is well known.

Theorem 3.1. If mu
l 6= mu

r then at least one of the following holds.
(i) There exists a sequence (xk : k ∈ N) of nontrivial stationary points of ϕλ0 which

converges towards the origin as k →∞.
(ii) For each λ > λ0 close to λ0 there exists a stationary point xλ 6= 0 of ϕλ which

converges towards the origin as λ→ λ0.
(iii) The same statement as in (ii) holds for λ < λ0 close to λ0.

As in §2 we next consider a symmetric version. We assume that ϕλ is odd with respect
to the space variable: ϕλ(−x, t) = −ϕλ(x, t).

Theorem 3.2. At least one of the following holds.
(i) There exists a sequence (xk : k ∈ N) of nontrivial stationary points of ϕλ0 which

converges towards the origin as k →∞.
(ii) There exist integers dl, dr ≥ 0 with dl+dr ≥ |mu

l −mu
r | such that the following holds:

For each λ < λ0 (respectively λ > λ0) close to λ0 there exists a compact set Sλ ⊂
Rn − 0 which is invariant under the flow , symmetric and satisfies genus(Sλ) ≥ dl
(respectively genus(Sλ) ≥ dr). Sλ contains at least dl (respectively dr) antipodal pairs
±x of stationary orbits. Moreover , if there are only finitely many stationary orbits
on S then there exist dl (respectively dr) such stationary pairs ±xi and connecting
orbits from xi+1 to xi. Sλ converges towards the origin as λ→ λ0.

Contrary to the corresponding Theorem 2.4 the direction of the bifurcating solutions
is not determined in 3.2(ii). Consider for instance the flow ϕλ associated to the negative
gradient vector field ∇F −λ∇G where G(x) = x2

1 +x2
2−x2

3 and F (x) = x4
1 +x3

2x3 +x2x
3
3

are as in 2.2c). Since F and G are even ϕλ is odd with respect to the space variable.
Here we have supercritical bifurcation, that is, there are nontrivial stationary orbits only
for λ > λ0 = 0. These are (±

√
λ/2, 0, 0). If we replace F by −F we obtain subcritical

bifurcation branches. Since F contains only terms of higher order than 2 this does not
change the dimensions of the unstable manifolds of the origin with respect to ϕλ.
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R e m a r k 3.3. As in §2 we can deal with more general symmetries. We have two
types of results in this direction. Suppose a compact Lie group Γ acts orthogonally on
Rn and the maps ϕλ are equivariant: ϕλ(γx, t) = γϕλ(x, t) for γ ∈ Γ, x ∈ Rn and t ∈ R.
Let Euλ denote the tangent space of the unstable manifold at the origin with respect to
the flow ϕλ. This is well defined for λ 6= λ0 close to λ0. Clearly mu

l = dimEuλ for λ < λ0

and mu
r = dimEuλ for λ > λ0. The equivariance of ϕλ implies that Euλ is invariant under

the action of Γ, hence a representation space of Γ. Its isomorphism class depends only
on the sign of λ−λ0. The conclusion of Theorem 3.1 holds under the condition that Euλ−
and Euλ+ are not Γ-homotopy equivalent for λ− < λ0 < λ+. This is even weaker than the
assumption in Remark 2.5 where we required that the corresponding eigenspaces are not
stable Γ-homotopy equivalent.

It is also possible to prove a multiplicity result generalizing Theorem 3.2 to more
general symmetries. Its formulation is however more complicated than the corresponding
results mentioned in Remark 2.5. One would like that Theorem 3.2 holds true in the
Γ-equivariant case with mu

l −mu
r replaced by genus

(
SEuλ−

)
− genus

(
SEuλ+

)
. We did not

succeed in proving such a result. Instead we have to replace the genus by a cohomological
index theory; cf. §6. In fact, already in the proof of Theorem 3.2 the length will appear
for the group Γ = Z/2 acting on Rn via the reflection at the origin. We would like to
mention two particular symmetries which are important in applications. If Γ = Z/p acts
without fixed points on Rn − 0 then Theorem 3.2 remains true verbatim except that
antipodal pairs are replaced by Γ-orbits as in 2.5. Similarly, if Γ = S1 acts without fixed
points on Rn−0 then Theorem 3.2 remains true with mu

l −mu
r replaced by

(
mu
l −mu

r

)
/2.

4. Nonlinear eigenvalue problems. In this section we apply the results from §§2, 3
in order to prove some abstract bifurcation theorems for the nonlinear eigenvalue problem

(4.1) F ′(x) = λG′(x)

Here F,G : U → R are differentiable functions defined on an open neighborhood U of a
Hilbert space X. Throughout this section we shall assume the following.
(A1) F,G ∈ C2(U ; R), F (0) = G(0) = 0, F ′(0) = G′(0) = 0.

Thus (4.1) has the trivial solutions (λ, 0) ∈ R × X. It is possible to parametrize
bifurcating nontrivial solutions in two ways. Either we may look for solutions on the
level sets G−1(c) with c close to G(0) = 0 and obtain λ as Lagrange multiplier. This
corresponds to the situation studied in §2. Or we may fix a parameter value λ near a
possible bifurcation value λ0 and ask for the existence of solutions of (3.1) for this λ.
This leads to the situation investigated in §3. In order to find nontrivial solutions in
the neighborhood of (λ0, 0) we set L := F ′′(0) − λ0G

′′(0) and assume V := kerL 6= 0.
The implicit function theorem shows that this assumption is necessary for bifurcation.
Example 2.2a) shows that it is not sufficient.

(A2) L = F ′′(0)− λ0G
′′(0) is a Fredholm operator of index 0.

(A3) The quadratic form q : V → R , q(v) = 1
2 〈G

′′(0)v, v〉, is nondegenerate.
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Theorem 4.2. Suppose (A1)− (A3) are satisfied and the signature σ of q is not zero.
a) At least one of the following holds.

(i) There exists a sequence (λk, xk) ∈ R × G−1(0), k ∈ N, of solutions of (4.1) which
converges towards (λ0, 0) as k →∞.

(ii) For each c > 0 close to 0 there exists a solution
(
λc, xc

)
∈ R×G−1(c) of (4.1) which

converges towards (λ0, 0) as c→ 0.
(iii) The same statement as in (ii) holds for c < 0 close to 0.

b) At least one of the following holds.
(i) There exists a sequence xk ∈ X−0 which converges towards 0 , as k →∞, such that

(λ0, xk) are solutions of (4.1), k ∈ N.
(ii) For each λ > λ0 close to λ0 there exists xλ ∈ X − 0 such that (λ, xλ) solves (4.1).

Moreover , xλ → 0 as λ→ λ0.
(iii) The same statement as in (ii) holds for λ < λ0 close to λ0.

R e m a r k 4.3. a) If |σ| = dimV then there exist at least two solutions (λ, x) ∈
R × G−1(c) of (4.1) provided cσ > 0 and c is close to 0. This has essentially been
proved by Böhme [Bö] who considered the case where G′(x) = x. One can also prove the
existence of two solutions parametrized by λ if |σ| = dimV . A result in this direction
is due to Rabinowitz [R1]. It is possible that both solutions bifurcate supercritically or
both bifurcate subcritically or that one solution bifurcates subcritically and the other
supercritically. The same is true for |σ| = dimV − 2; observe that σ and dimV have the
same parity. If 1 ≤ |σ| ≤ dimV − 4 we do not know whether there exist two bifurcating
branches; cf. the remarks after 2.2. In §2 we gave examples which show that the direction
of the bifurcating solutions (whether (i), (ii) or (iii) holds) is not determined by the terms
of second order if q is indefinite.

b) If σ is odd then one may apply degree theory methods. These yield locally a
continuous branch of solutions, hence (i), (ii) or (iii) must hold in 4.2a), b). Observe
however that in order to obtain a global branch additional assumptions on the form of
F ′− λG′ are necessary. Clearly degree methods do not yield any multiplicity statements
without additional “generic” assumptions.

R e m a r k 4.4. Using the same idea as in Example 2.2a) it is not difficult to see
that the nonvanishing of the signature is a necessary condition for bifurcation if one
doesn’t know anything about the higher order terms of F and G. More precisely, let
A,B : X → X be selfadjoint linear operators and set L := A − λ0B, V := kerL. If the
signature of the quadratic form q(v) = 1

2 〈Bv, v〉 on V is 0 then there exists a nonlinearity
F (x) = 1

2 〈Ax, x〉+o(‖x‖
2) such that the eigenvalue problem F ′(x) = λBx has no solutions

near (λ0, 0) except the trivial ones. Let V = V + ⊕ V − be a decomposition of V into
subspaces V + (respectively V −) on which q is positive (respectively negative) definit. We
write P± : X → V ± for the orthogonal projections and P := P+ + P− : X → V . Let
i : V − → V + be an isomorphism and set

F (x) :=
1
2
〈Ax, x〉+ ‖Px‖2〈i(P−x), P+x〉

It is easy to check that there are no nontrivial solutions of (4.1) for this F and G(x) =
1
2 〈Bx, x〉.
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Next we consider the symmetric situation and require the following additional hy-
pothesis.

(A4) The maps F and G are even: F (−x) = F (x) and G(−x) = G(x).

Theorem 4.5 Suppose (A1)− (A4) are satisfied.
a) If alternative (i) in 4.2a) does not hold then there exist at least |σ| antipodal pairs(

λic,±xic
)
, i = 1, . . . , |σ|, of solutions of (4.1) on G−1(c) for each |c| small with c · σ > 0.

These solutions converge to (λ0, 0) as c→ 0.
b) If alternative (i) in 4.2b) does not hold then there exist integers dl, dr ≥ 0 with

dl + dr ≥ |σ| such that (4.1 ) has at least dl (respectively dr) antipodal pairs (λ,±xiλ) of
solutions for λ < λ0 (respectively for λ > λ0) close to λ0.

As in §§2,3 we can deal with more general symmetry groups; cf. [Ba2], §7, and [Ba4].
This allows us to replace the assumption σ 6= 0 in 4.2 by the weaker hypothesis that V +

and V − are not (stable) Γ-homotopy equivalent where V ± are the subspaces of V on
which q is positive (negative) definit. For the multiplicity result in 4.5 we have to work
with the genus or the length.

R e m a r k 4.6. In the case when G′(x) = x and F and G are even functionals
Theorem 4.5a) is due to Böhme [Bö] and Marino [Ma] and 4.5b) is due to Fadell and
Rabinowitz [FR1]. In [FR2] Fadell and Rabinowitz considered the case Γ = S1 which was
motivated by the search for periodic solutions of autonomous Hamiltonian systems near
an equilibrium. Again the bifurcating solutions were parametrized byλ which corresponds
to the period of the periodic solutions in [FR2]. The case Γ = S1 has also been considered
in [Ba3] where Theorem 4.5a) is proved implicitely in a special situation. The paper [Ba3]
was motivated by the search for periodic solutions of Hamiltonian systems lying on fixed
energy surfaces.

For the proofs of Theorems 4.2 and 4.5 we make a finite-dimensional reduction as
follows. First we apply the Lyapunov-Schmidt reduction to equation (4.1) near (λ0, 0).
This yields a C1-map

w∗:U(λ0, 0)→W := V ⊥

where U(λ0, 0) is a neighborhood of (λ0, 0) in R × V with the following property. The
equation (

I − P
)
◦
(
F ′(x)− λG′(x)

)
= 0

is satisfied for x = v+w ∈ X = V ⊕W near 0 and λ near λ0 if, and only if, w = w∗(λ, v).
Moreover, if F and G are even maps then F ′ and G′ are odd and w∗ is odd: w∗(λ,−v) =
−w∗(λ, v). Thus it remains to solve the bifurcation equation

(4.7) P ◦
(
F ′
(
v + w∗(λ, v)

)
− λG′

(
v + w∗(λ, v)

))
= 0

The left hand side of (4.7) defines a C1-vector field near 0 in V , parametrized by λ ∈ R.
Let ϕλ be the associated local flow in U(λ0, 0). It is not difficult to check that the map

v 7→ F
(
v + w∗(λ, v)

)
− λG

(
v + w∗(λ, v)

)
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is a Lyapunov function for ϕλ, so ϕλ is gradient-like. Let Lλ : V → V be the linearization
of the vector field at 0. A simple calculation shows

Lλ = P ◦
(
F ′′(0)− λG′′(0)

)
◦ i = (λ− λ0)P ◦G′′(0) ◦ i

where i : V → X denotes the inclusion. By hypothesis (A3) we may split V as V ∼= V +⊕
V − such that V + is the eigenspace of P ◦G′′(0)◦i corresponding to the positive eigenvalues
and V − the eigenspace corresponding to the negative eigenvalues. Consequently, 0 is a
hyperbolic fixed point of ϕλ for λ 6= λ0 and the dimension of the unstable manifold is
mu
l = dimV + for λ < λ0, respectively mu

r = dimV − for λ > λ0. Thus mu
l −mu

r = σ, the
signature of the quadratic form induced by G′′(0) on V . Now 4.2b) follows from 3.1 and
4.5b) from 3.2.

For the proofs of 4.2a) and 4.5a) we have to rewrite (4.7) as a constrained variational
problem. Taking the inner product of (4.7) with v+ − v− yields the equation

(4.8)
〈(
F ′ − λG′ − L

)(
v + w∗(λ, v)

)
, v+ − v−

〉
= 0

where we also used that the image of L is W which is orthogonal to V . Now we set

g(λ, v) := λ− λ0 −
〈(
F ′ − λ0G

′ − L
)(
v + w∗(λ, v)

)
, v+ − v−

〉〈
G′
(
v + w∗(λ, v)

)
, v+ − v−

〉 for v 6= 0

and

g(λ, v) := λ− λ0 for v = 0.

Clearly equation (4.8) is equivalent to g(λ, v) = 0 for v 6= 0. As in the proof of Lemma
6.11 of [MW] one checks that g: U(λ0, 0)→ R is well defined and continuous. Moreover,
∂g
∂λ (λ, v) exists for all (λ, v) ∈ U(λ0, 0) and is continuous with ∂g

∂λ (λ0, 0) = 1. In addition,
∂g
∂v (λ, v) exists for v 6= 0 and is continuous. The implicit function theorem yields a
continuous map

λ∗ : U(0)→ R

where U(0) ⊂ V is a neighborhood of 0 in V , with the following properties. The equation
g(λ, v) = 0 is satisfied near (λ0, 0) iff λ = λ∗(v). In particular, λ∗(0) = λ0. The map λ∗

is of class C1 in U(0)− {0}.
Therefore, setting w(v) := w∗(λ∗(v), v) it remains to solve

(4.9) P
(
F ′
(
v + w(v)

)
− λ∗(v)G′

(
v + w(v)

))
= 0 .

This is defined for v ∈ U(0) ⊂ V . The equivariance of w∗ implies that g is even, hence
λ∗ is even and w is odd. Next we define the functions

F0: U(0)→ R, v 7→ F
(
v + w(v)

)
,

and

G0: U(0)→ R, v 7→ G
(
v + w(v)

)
.

These functionals are of class C1 and even. Moreover, G0(0) = 0 and G′0(0) = 0. One
can check that G′′0(0) exists and is given by G′′0(0) = P ◦G′′(0) ◦ i. Consequently, G′′0(0)
is nondegenerate. This suffices to apply the Morse lemma to G0. After a C1-change of
coordinates we may assume that G0(v+ + v−) = ‖v+‖2 − ‖v−‖2. If F0 would be of class
C2 in these new coordinates then we could integrate the vector field ∇G0F0 and apply
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Theorems 2.1 and 2.4 to the associated flow ϕ. Since this is not the case we have to replace
∇G0F0 by a locally Lipschitz vector field which leaves the level sets of G0 invariant and
has F0 as a Lyapunov function. Of course, the zeroes of the new vector field should be
close to the zeroes of ∇G0F0. The technical details are carried out in [Ba4], a special case
has been considered in [Ba3].

5. Conley index, genus and length. In this section we first recall basic results
from Conley index theory. We assume the reader to be familiar with the standard version
of Conley index theory as developed for instance in [Co], [CoZ] or [Sa]. We just introduce
the basic notions without proofs.

Let M be a locally compact metric space on which the group Z/2 acts continuously
(a Z/2-space). This just means that we are given a continuous involution I : M → M .
Subsets A of M with I(A) = A are called symmetric. Let ϕ be a continuous local flow
on M which is equivariant, that is, ϕ(Ix, t) = Iϕ(x, t). A compact subset S of M is said
to be isolated invariant if there exists a neighborhood N of S in M with

S = inv(N) :=
{
x ∈M :ϕt(x) ∈ N for all t ∈ R

}
.

In particular, S is invariant with respect to the flow: ϕt(x) is defined for all x ∈ S
and t ∈ R and lies in S. A neighborhood N as above is called an isolating neighborhood
of S.

An index pair for an isolated invariant set S is a pair (N,A) of compact Z/2-invariant
subsets A ⊂ N of M with:
— N −A is an isolating neighborhood of S;
— A is positively invariant with respect to N , that is, if x ∈ A and ϕt(x) ∈ N for all

0 ≤ t ≤ t0 then ϕt(x) ∈ A for 0 ≤ t ≤ t0;
— A is an exit set for N , that is, if x ∈ N and ϕt0(x) 6∈ N for some t0 > 0 then there

exists t ∈ [0, t0] with ϕt(x) ∈ A.
An index pair (N,A) is said to be regular if the map

τ : N → [0,∞], τ(x) :=
{

sup{t > 0 : ϕ
(
x× [0, t]

)
⊂ N −A} if x ∈ N −A

0 if x ∈ A
is continuous. It is obviously invariant (that is, τ(Ix) = τ(x) for x ∈ N) since ϕ is
equivariant. The starting point of Conley index theory is the following fact. For any
neighborhood U of an isolated invariant and symmetric subset S of M there exists a
symmetric index pair (N,A) for S contained in U. If (N,A) and (N ′, A′) are two such
index pairs for S then the quotient spaces N/A and N ′/A′ are homotopy equivalent as
Z/2-spaces with base points. The Conley index C(S) of an isolated invariant set S is
the based Z/2-homotopy type of N/A where (N,A) is an index pair for S. We use the
convention N/∅ := N t pt.

An important property of the Conley index is its invariance under continuation. For us
the following version of the continuation invariance suffices. Let ϕλ be a family of (local)
flows defined on M , continuously parametrized by λ ∈ Λ. Let N ⊂ M be an isolating
neighborhood for ϕλ0 . Then N is also isolating for ϕλ if λ is close to λ0. Setting Sλ :=
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inv(N,ϕλ) the continuation invariance now means that the Conley indices C(Sλ, ϕλ) are
independent of λ (in a neighborhood of λ0).

For the proofs of the results of §§2, 3 we combine the Conley index with some ideas
from minimax theory. We first need the notion of index theory (for the group Z/2).

Definition 5.1. An index theory i associates to a Z/2-space A an element i(A) ∈
N ∪ {∞} with the following properties.
a) Monotonicity: If there exists an equivariant map A→ A′ then i(A) ≤ i(A′).
b) Subadditivity: If A and A′ are open subsets of A ∪A′ then i(A ∪A′) ≤ i(A) + i(A′).
c) Continuity: Any locally closed invariant subset B of a metrizable Z/2-space A has an

invariant neighborhood N with i(N) = i(B) . Here B is said to be locally closed if it
is the intersection of a closed and an open subset of A.

d) Strong Normalization: i(A) = 1 for every finite Z/2-space without fixed points.

It is well known that the genus has all these properties. It has the additional property
that i(Sn−1) = n where Z/2 acts on Sn−1 via the antipodal map. A simple consequence
of the properties of an index theory is the following result whose proof can be found in
[Ba2], Theorem 6.3.

Proposition 5.2. Let S ⊂ M be a compact invariant symmetric set without fixed
points of the action. Assume moreover that the flow ϕ on S is gradient-like. Then there
exist at least i(S) different Z/2-orbits of stationary points on S. If there are only finitely
many stationary Z/2-orbits on S then there exist i(S) such orbits {xj , Ixj} and connect-
ing orbits from {xj+1, Ixj+1} to {xj , Ixj}.

For the proof of Theorem 3.2 we need a special index theory which has more properties.
Moreover, we want it to be defined for pairs (A,B) of Z/2-spaces. In order to define it we
need to recall Borel cohomology; see [tD] for its basic properties. Let H∗(−; F2) denote
Alexander-Spanier or Čech cohomology (cf. [D] or [Sp]) with coefficients in the field F2 of
two elements. Let EΓ be a contractible space with a free action of Γ = Z/2; for example
we may take the unit sphere of an infinite-dimensional normed vector space where Γ
acts via the antipodal map. EΓ is determined up to equivariant homotopy. For Γ-spaces
B ⊂ A we write

h∗(A,B) := H∗ ((EΓ×A)/Γ, (EΓ×B)/Γ; F2)

for the Borel cohomology of (A,B). Here (EΓ × A)/Γ denotes the orbit space of the
diagonal actional of Γ on EΓ×A. Observe that EΓ/Γ = BΓ is the classifying space of Γ.
It is unique up to homotopy and homotopy equivalent to RP∞. Therefore the coefficient
ring is

R := h∗(pt) ∼= H∗(BΓ; F2) ∼= F2[w]

with a generator w ∈ H1(BΓ; F2) ∼= F2. The cup product in cohomology turns h∗(A)
into a graded commutative ring with unit and h∗(A,B) into a module over h∗(A). The
homomorphism R → h∗(A) induced by A → pt induces an R-module structure on each
h∗(A,B).
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Definition 5.3. For a pair (A,B) of Z/2-spaces the length `(A,B) of (A,B) is defined
to be

`(A,B) := min
{
k ∈ N : wk ∈ R annihilates h∗(A,B)

}
= min

{
k ∈ N : wkξ = 0 for all ξ ∈ h∗(A,B)

}
= 1 + max

{
k ∈ N : wkξ 6= 0 for some ξ ∈ h∗(A,B)

}
.

We use the convention min ∅ =∞.

This notion is due to Yang [Y], at least if B = ∅. Yang calls it cohomological index.
It has been used by Fadell and Rabinowitz [FR1] in their proof of 4.5b).

Proposition 5.4. In addition to the properties of an index theory the length ` has
the following properties.
a) `(A,B) ≤ `(A) for any invariant subspace B of A.
b) Triangle inequality: For any triple C ⊂ B ⊂ A of Z/2-spaces

`(A,B) + `(B,C) ≥ `(A,C) .

c) If C ⊂ B ⊂ A are invariant subspaces and C is closed in A then

`(A,B) = `(A/C, B/C) .

P r o o f. The statements follow easily from the properties of h∗. See [FR1] for the
proof that ` is an index theory or [Ba2], §4.4.

6. Proof of Theorems 2.1 and 2.4. For the proof of Theorem 2.1 we may assume
that U is an open ball in V = Rn and G(y, z) = ‖z‖2 − ‖y‖2 with (y, z) ∈ U ⊂ V =
V −⊕V +. Here dimV − = µ and dimV + =n−µ. This is an easy consequence of the Morse
lemma. We shall write Σc := G−1(c) and ϕc for the local flow ϕ restricted to Σc. Clearly
Σc ∼= SV − ×DV + ∼= Sµ−1 ×Dn−µ for c < 0 and Σc ∼= DV − × SV + ∼= Dµ × Sn−µ−1 for
c > 0. If 2.1(i) does not hold then S0 := {0} ⊂ Σ0 is an isolated invariant set for ϕ0 on
Σ0. We choose ε > 0 so that S0 = inv

(
Σ0 ∩ Bε(0), ϕ0

)
. Then Bε(0) is also an isolating

neighborhood for ϕc provided |c| ≤ c0 is small. We define

Sc := inv
(
Σc ∩Bε(0), ϕ0

)
⊂ Σc

and

S :=
⋃
|c|≤c0

Sc ⊂ Σ :=
⋃
|c|≤c0

Σc

We cannot apply the continuation invariance of the Conley index to the map c 7→
C
(
Sc, ϕc

)
because the local flows ϕc are defined on different spaces depending on the

sign of c. However, this map is constant on −c0 ≤ c < 0 and on 0 < c ≤ c0. Now one can
construct an index pair (N,A) for S in Σ with the following additional properties:
— S ⊂ Q := N ∩ Uδ(0) where δ > 0 is small
— A ⊂ P := N −Q
— Ac := A ∩ Σc is independent of c (up to homeomorphisms) for |c| small
— Pc := P ∩ Σc is independent of c for |c| small
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This implies that Qc ∩ (Pc/Ac) ∼= SV − × SV + is also independent of c. On the other
hand, Nc := N ∩ Σc and Qc are not independent of c because

Qc ∼=


SV − ×DV + if c < 0
DV − × SV + if c > 0
SV − ×DV +

/
SV − × {0} if c = 0

Next we look at the Mayer-Vietoris sequence of the triad
(
Nc/Ac;Pc/Ac, Qc

)
.

. . .→ H̃∗+1

(
Nc/Ac

)
→ H̃∗

(
Qc ∩ (Pc/Ac)

)
→ H̃∗

(
Qc
)
⊕ H̃∗

(
Pc/Ac

)
→ H̃∗

(
Nc/Ac

)
→ . . .

If 2.1(ii) does not hold then there exists a sequence ck → 0 such that Sck
= ∅, hence

Nck
/Ack

' pt. This implies for c > 0 small:

H̃∗
(
SV − × SV +

) ∼= H̃∗
(
Qc ∩ (Pc/Ac)

) ∼= H̃∗
(
Qc
)
⊕ H̃∗

(
Pc/Ac

)
Since H̃∗

(
Pc/Ac

)
is independent of c and H̃∗

(
Qc
)

changes as c passes 0 it follows that
H̃∗
(
C(Sc, ϕc)

)
= H̃∗

(
Nc/Ac

)
6= 0 for c < 0 close to 0. This implies Sc 6= ∅ for c < 0 close

to 0, hence, there exists a stationary solution on Σc. This proves Theorem 2.1.

We come to the proof of Theorem 2.4. Suppose 2.4(i) does not hold. We may assume
that d := n − 2µ > 0; the case d < 0 can be treated similarly. Observe that d =
genus

(
SV +

)
−genus

(
SV −

)
. Since 2.4(i) does not hold we can define as above the isolated

invariant sets

Sc = inv
(
Σc ∩Bε(0), ϕc

)
⊂ Σc

We claim that genus(Sc) ≥ d for c > 0. Then Theorem 2.4 follows immediately from
Proposition 5.2. In order to see this inequality we choose a regular G-index pair (Nc, Ac)
of Sc. Observing that Nc ∩ ({0} × V +) ∼= SV + if c > 0 is small we obtain genus(Nc) ≥
genus(SV +) by the monotonicity of the genus. In fact we have equality because Nc ⊂
Σc ∼= V −×SV +. Moreover, since Ac⊂Σc−

(
{0}×V +

)
'SV −×SV + we get genus(Ac) ≤

genus(SV − × SV +) ≤ genus(SV −), again by the monotonicity property of the genus.
Recall the continuous map τ : Nc → [0,∞] from the definition of a regular index pair.
The set Bc := τ−1

(
[0,∞)

)
⊂ Nc is open and the map

Bc → Ac, v 7→ ϕc
(
v, τ(v)

)
,

is equivariant. Hence genus(Bc) ≤ genus(Ac). Next we claim that for Dc := Nc −Bc we
have genus(Dc) ≤ genus(Sc). In order to see this we choose a neighborhood U(Sc) of
Sc with genus

(
U(Sc)

)
= genus(Sc), which exists due to the continuity property of the

genus. For v ∈ Dc we have τ(v) =∞, hence ω(v) ⊂ Sc holds for the ω-limit set of v. This
implies that there exists t(v) > 0 such that ϕ(v, t) ∈ U(Sc) for all t ≥ t(v). Therefore we
have an equivariant map

Dc → U(Sc), v 7→ ϕ
(
v, T (v)

)
,

where T (v) is constructed from t(v) via a partition of unity. This implies genus(Dc) ≤
genus

(
U(Sc)

)
= genus(Sc). Now we can apply the subadditivity property of the genus
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and obtain
genus(SV +) ≤ genus(Nc)

≤ genus(Bc) + genus(Dc)

≤ genus(Ac) + genus(Sc)

≤ genus(SV −) + genus(Sc)

This yields the desired inequality genus(Sc) ≥ d = genus(SV +)− genus(SV −).

7. Proof of Theorems 3.1 and 3.2. We begin with the proof of Theorem 3.1 and
assume first that 3.1(i) does not apply. Then Sλ0 := {0} ⊂ Rn is an isolated invariant set
for ϕλ0 . We choose ε > 0 so that Sλ0 = inv

(
Bε(0), ϕλ0

)
. Then Bε(0) is also an isolating

neighborhood for ϕλ provided λ is close to λ0. We define

Sλ := inv
(
Bε(0), ϕλ

)
⊂ Rn

The continuation invariance of the Conley index implies that C(Sλ, ϕλ) is independent of
λ near λ0. If also 3.1(ii) does not hold then there exists a sequence λk > λ0 converging
to λ0 such that Sλk

= {0}. This implies for λ close to λ0:

C(Sλ, ϕλ) = C(Sλk
, ϕλk

) = [Sm
u
r ]

where [ ] denotes the pointed homotopy type and mu
r is the dimension of the unstable

manifold of 0 with respect to ϕλ for λ > λ0. For λ < λ0 we have correspondingly
C({0}, ϕλ) = [Sm

u
l ]. By assumption we have mu

l 6= mu
r hence Sλ 6= {0} for λ < λ0 close

to λ0. This implies that Sλ must contain another stationary solution because the flow is
gradient-like. That these solutions converge towards the origin as λ → λ0 is clear since
they lie in Bε(0) and ε > 0 may be chosen as small as we please. This proves Theorem
3.1.

The proof of Theorem 3.2 is much more complicated. A complete proof even for more
general symmetries can be found in [Ba2], §7.5. We shall only give a sketch of the proof in
order to illustrate the analogy and the differences to the proof of Theorem 2.4. This seems
to be useful since in [Ba2] more general symmetries have been considered. The special
Z/2-symmetry allows a somewhat easier argument but contains the essential points. We
have to work with the length defined in 5.3. We begin as usual. Assuming that 3.2(i) does
not hold we choose ε > 0 small and set

S′λ := inv
(
Bε(0), ϕλ

)
⊂ Rn

Then 0 ∈ S′λ for every λ and S′λ0
= {0}. This implies that i(S′λ) = ∞ for i = genus or

i = `. We look at the lengths of the unstable sets of 0 and of S′λ, respectively. By this
we mean the following. For any isolated invariant set S of a flow ϕ and any isolating
neighborhood N of S we set

Nu = {x ∈ N − S : ϕt(x) ∈ N for all t ≤ 0}
= {x ∈ N − S : α(x) ⊂ S}

IfN ′ is another isolating neighborhood of S then there exists a real number t ≤ 0 such that
ϕt(Nu) ⊂ N ′u and ϕt(N ′u) ⊂ Nu. By the monotonicity property the number `u(S, ϕ) :=
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`(Nu) is well defined, i.e. independent of the choice of an isolating neighborhood N of S.
It is called the exit-length of S. We need two properties of the exit-length.

Proposition 7.1. `u(S) = min{`(A) : (N,A) is an index pair for S}.

This result is true in general whereas the following one works only in our special
situation. It uses the fact that 0 ∈ S′λ.

Proposition 7.2. The exit-length `u(S′λ, ϕλ) is independent of λ near λ0.

For the proofs of 7.1 and 7.2 see [Ba2], Proposition 7.3, Theorem 7.4. In the definition
of the exit-length we only needed the monotonicity of `. Thus we can also define the exit-
index iu(S, ϕ) = i(Nu) where i is any index theory. It seems however that the propositions
7.1 and 7.2 are only true for the length. In addition to the properties of ` listed in 5.4 one
needs still more properties which heavily depend on properties of cohomology theories.
The basic idea of the proof of Theorem 3.2 is easy. By 7.2 the exit-length `u(S′λ, ϕλ)
remains invariant but the exit-length `u({0}, ϕλ) changes as λ passes λ0. More precisely,
we have

`u({0}, ϕλ) =
{
mu
l if λ < λ0 ;

mu
r if λ > λ0 .

We define dl := |`u({0}, ϕλ0) − mu
l | and dr := |`u({0}, ϕλ0) − mu

r |. Clearly we have
dl + dr ≥ |mu

l −mu
r |. We claim that there exists an invariant subset Sλ ⊂ S′λ − {0} with

`(Sλ) ≥ dl for λ < λ0 and `(Sλ) ≥ dr for λ > λ0 close to λ0. We fix some λ < λ0 and
assume first that `u(S′λ, ϕλ) = `u({0}, ϕλ0) < mu

l . By Proposition 7.1 we may choose an
index pair (N1, A1) of S′λ contained in Bε(0) such that `(A1) = `u(S′λ, ϕλ). Similarly we
may choose an index pair (N2, A2) of 0 with `(A2) = `u({0}, ϕλ) = mu

l . Now we define

B := {x ∈ A2 : ω(x) ⊂ S′λ}

and

Sλ := ω(B) ⊂ S′λ − {0}
B and Sλ are closed symmetric subsets of Bε(0) and Sλ is invariant. A point x ∈ A2−B
must eventually leave Bε(0), hence it must leave N1, because otherwise its ω-limit set
would be contained in S′λ which is not possible. Using the monotonicity property of the
length it follows that

`(A2 −B) ≤ `u(S′λ, ϕλ) = `u({0}, ϕλ0)

Using the continuity and the subadditivity property of the length we obtain

mu
l = `(A2) ≤ `(B) + `(A2 −B) ≤ `(B) + `u({0}, ϕλ0)

Finally, `(Sλ) ≥ `(B) because Sλ = ω(B); here we use the monotonicity and continuity
of the length once more. Putting these inequalities together we obtain

`(Sλ) ≥ mu
l − `u({0}, ϕλ0) = dl

It remains to consider the case `u(S′λ, ϕλ) > mu
l . This can be reduced to the first case

by replacing the flow ϕλ by its inverse flow ϕ−λ where ϕ−λ (x, t) := ϕλ(x,−t). We need the
following computations for this reduction.
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Proposition 7.3. a) `u({0}, ϕ−λ0
) = n− `u({0}, ϕλ0)

b) `u(S′λ, ϕ
−
λ ) = n− `u(S′λ, ϕλ).

This is a kind of duality for the exit-length. A proof of part a) can be found in [Ba2],
Proposition 7.7. Part b) can be proved similarly. It would be interesting to investigate
whether a similar duality holds for the exit-length in more general situations.

Arguing as in the first case we obtain a compact invariant set Sλ with

`(Sλ) ≥ (n−mu
l )− `u({0}, ϕ−λ0

) = `u({0}, ϕλ0)−mu
l = dl

This finishes the proof of Theorem 3.2.

Comparing the proofs in this section with those in §6 it is interesting to observe
that the proof of Theorem 3.1 is simpler than the one of the corresponding Theorem 2.1
whereas the proof of Theorem 3.2 is more complicated than the one of Theorem 2.4. The
propositions 7.1–7.3 are not trivial.

References

[Ba1] T. Bartsch, On the genus of representation spheres, Comment. Math. Helv. 65 (1990),
85-95.

[Ba2] T. Bartsch, Topological Methods for Variational Problems with Symmetries, Lecture
Notes in Math. 1560, Springer, Berlin Heidelberg 1993.

[Ba3] T. Bartsch, A generalization of the Weinstein-Moser theorems on periodic orbits of a
Hamiltonian system near an equilibrium, preprint, Heidelberg 1994.

[Ba4] T. Bartsch, Bifurcation theorey for nonlinear eigenvalue problems, in preparation.
[BaC] T. Bartsch and M. Clapp, Bifurcation theory for symmetric potential operators and

the equivariant cup-length, Math. Z. 204 (1990), 341-356.
[Be] V. Benci, A geometrical index for the group S1 and some applications to the study of

periodic solutions of ordinary differential equations, Commun. Pure Appl. Math. 34
(1981), 393-432.
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