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1. Introduction. In this talk we consider the Cauchy problem for real Monge–
Ampère equations of hyperbolic type. If the equations are not degenerate, it is well known
that the Cauchy problem for (2.1) below has locally a smooth solution (see, for example,
[1]–[5], [8], [9]). Our interest is in the global behaviour of solutions. But we cannot expect
that it admits a smooth solution in the large, especially in hyperbolic case. This means
that, if we extend the smooth solution, singularities may appear. The aim of this talk is
to construct the singularities of the solutions in the case where the equations are hyper-
bolic. For our aim, we have to represent the solutions explicitly. To do so, we apply the
characteristic method developed principally by G. Darboux and E. Goursat ([2]–[4]). As
it seems to us that the method is not familiar today, we will briefly present it in §2. But
this method depends on the dimension of the space being two. Therefore we will discuss,
in §3, the principal difference between the equation in the two-dimensional space and
equations of Monge–Ampère type in higher dimensions. By doing so, we can understand
the geometric structure of the equations. In §4, we will construct the singularities of so-
lutions of the equations, using the results of [15] and [16]. This is the principal part of
this note. Though there are a lot of beautiful global theories for elliptic Monge–Ampère
equations, it seems to us that we have almost nothing on global treatment of hyperbolic
Monge–Ampère equations. Therefore we think that, though we assume in this note rather
strong conditions, this is one step to developing a global theory. In this note we will give
only a sketch of our approach to the above problem. The detailed paper will be published
elsewhere.

The author thanks B. Gaveau, A. Kaneko, J. Vaillant, D. Gourdin and T. Morimoto
for valuable suggestions and many useful conversations.

2. Characteristic method. For an unknown function z=z(x, y) defined for (x, y)∈
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R2, we denote p = ∂z/∂x, q = ∂z/∂y, r = ∂2z/∂x2, s = ∂2z/∂x∂y, and t = ∂2z/∂y2.
Monge–Ampère equations are written as

(2.1) F (x, y, z, p, q, r, s, t) = Ar +Bs+ Ct+D(rt− s2)− E = 0

where A, B, C, D and E are real smooth functions of (x, y, z, p, q). In this note, a
“smooth” function means that it is of class C∞. Let

C : (x, y, z, p, q) = (x(α), y(α), z(α), p(α), q(α)), α ∈ R1,

be a smooth curve in R5, and suppose that it satisfies the following “strip condition”:

(2.2)
dz

dα
(α) = p(α)

dx

dα
(α) + q(α)

dy

dα
(α).

As a “characteristic strip” means that one cannnot determine the value of the second
derivatives of a solution along the strip C, we have the following

Definition 2.1. A curve C in the space with coordinates (x, y, z, p, q) is a character-
istic strip if it satisfies (2.2) and

(2.3) det

Fr Fs Ft
ẋ ẏ 0̇
0 ẋ ẏ

 = Ftẋ
2 − Fsẋẏ + Frẏ

2 = 0

where Ft = ∂F/∂t, Fs = ∂F/∂s, Fr = ∂F/∂r, ẋ = dx/dα and ẏ = dy/dα.

Denote the discriminant of (2.3) by ∆. Then ∆ = F 2
s − 4FrFt = B2 − 4(AC +DE).

If ∆ < 0, the equation (2.1) is called elliptic. If ∆ > 0, the equation (2.1) is hyperbolic.
In this note, we will treat the equations of hyperbolic type. More precisely, we assume
∆ ≥ 0 and also D 6= 0. Let λ1 and λ2 be the solutions of λ2 + Bλ + (AC + DE) = 0.
Then the characteristic strip satisfies the following equations:

(2.4)

{
dz − pdx− qdy = 0,
Ddp+ Cdx+ λ1dy = 0,
Ddq + λ2dx+Ady = 0,

or

(2.5)

{
dz − pdx− qdy = 0,
Ddp+ Cdx+ λ2dy = 0,
Ddq + λ1dx+Ady = 0.

Definition 2.2. A function V = V (x, y, z, p, q) is called a first integral of (2.4) (or
(2.5)) if it is constant on any solution of (2.4) (or of (2.5) respectively).

Assume that the system (2.4) or (2.5) has at least two independent first integrals.
We denote them by u and v. For any function g of two variables whose gradient does
not vanish, g(u, v) = 0 is called an intermediate integral of (2.1). Let C0 be an initial
strip defined in R5 = {(x, y, z, p, q)}. If the strip C0 is not characteristic, we can find
an intermediate integral g(u, v) which vanishes on C0. Here we put f(x, y, z, p, q) =
g(u, v). The Cauchy problem for (2.1) with the initial condition C0 is to look for a
solution z = z(x, y) of (2.1) which contains the strip C0, i.e., the two-dimensional surface
{(x, y, z(x), ∂z/∂x(x, y), ∂z/∂y(x, y)} in R5 contains the strip C0. Then G. Darboux [2]
and E. Goursat [3] obtained the following
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Theorem 2.3. Assume that the initial strip C0 is not characteristic. Then a solution
of the Cauchy problem for (2.1) with the initial condition C0 is locally obtained as a
solution of f(x, y, z, ∂z/∂x, ∂z/∂y) = 0 with the same initial condition.

3. Representation of equations by differential forms. In this section we will
consider the equation (2.1) from the point of view of differential forms. Concerning this
subject, we have been stimulated by [10] and [11]. Assume in this section D 6= 0 and
∆ 6= 0, though we may treat the degenerate case in other sections. Let us denote ω0 =
dz − dx− qdy, ω1 = Ddp+ Cdx+ λ1dy and ω2 = Ddq + λ2dx+ Ady. Take an exterior
product of ω1 and ω2 and substitute into their product the contact relations ω0 = 0,
dp = rdx+ sdy and dq = sdx+ rdy. Then we get

(3.1) ω1 ∧ ω2 = D{Ar +Bs+ Ct+D(rt− s2)− E}dx ∧ dy.

The important property of (2.1) is that every non-degenerate equation of type (2.1)
is decomposed as a product of one-forms as (3.1). This is true even if D ≡ 0 and ∆ ≡ 0.
A necessary and sufficient condition for u = u(x, y, z, p, q) to be a first integral of (2.4) is

du ≡ 0 mod{ω0, ω1, ω2}.

As D 6= 0 by the assumption, we can substitute the relations ω0 = ω1 = ω2 = 0 into
Ddu = 0. Then we have

Ddu =
{
D
∂u

∂x
+ pD

∂u

∂z
− C ∂u

∂p
− λ2

∂u

∂q

}
dx+

{
D
∂u

∂y
+ qD

∂u

∂z
− λ1

∂u

∂p
−A∂u

∂q

}
dy = 0.

Therefore a necessary and sufficient condition for a function u = u(x, y, z, p, q) to be a
first integral of (2.4) is that it satisfies the following system of linear partial differential
equations:

(3.2)


L1u ≡ D

∂u

∂x
+ pD

∂u

∂z
− C ∂u

∂p
− λ2

∂u

∂q
= 0,

L2u ≡ D
∂u

∂y
+ qD

∂u

∂z
− λ1

∂u

∂p
−A∂u

∂q
= 0.

Here we can write du and dv as

(3.3) du = c10ω0 + c11ω1 + c12ω2 and dv = c20ω0 + c21ω1 + c22ω2.

Suppose that u and v are independent first integrals of (2.4). Then we prove

(3.4) det
(
c11 c12
c21 c22

)
6= 0.

Using (3.3) and the contact relations {ω0 = 0, dp = rdx + sdy, dq = sdx + rdy}, we
get easily

du ∧ dv = det(cij)ω1 ∧ ω2 = det(cij)D{Ar +Bs+ Ct+D(rt− s2)− E}dx ∧ dy.

This representation means that, as du∧dv = 0 on a surface g(u, v) = 0, a smooth solution
of f(x, y, z, ∂z/∂x, ∂z/∂y) = 0 satisfies the equation (2.1). Hence we can immediately
get Theorem 2.3.
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In a space whose dimension is greater than two, the decomposition as above is not
possible in general. For example, consider the following equation in R3:

(3.5) det
(

∂2z

∂xi∂xj

)
1≤i,j≤3

= f(x, z, z′(x)).

If f(x, z, p) is not zero, we cannot get a decomposition of (3.5) into a product of one-
forms as (3.1). Therefore we see that the theory of Darboux and Goursat explained in
§2 depends essentially on the space dimension being two. But, if an equation of second
order is decomposed into a product of one-forms, we can develop a theory similar to §2.

Let us write x = (x1, . . . , xn) ∈ Rn and z = z(x) be an unknown function. Denote
z′(x) = (grad z)(x) = (p1, . . . , pn) = p and z′′(x) = {∂2z/∂xi∂xj : i, j = 1, . . . , n} =
{sij ; i, j = 1, . . . , n} = s. We consider an equation

(3.6) F (x, z, z′(x), z′′(x)) = F (x, z, p, s) = 0.

Let ω1, . . . , ωn be independent one-forms defined on R2n+1 = {(x, z, p) : x, p ∈ Rn, z ∈
R1}. We take the product ω1∧. . .∧ωn and substitute there the following contact relations:

(3.7) ω0 ≡ dz −
n∑
i=1

pidxi = 0, dpi −
n∑
j=1

sijdxj = 0 (i = 1, . . . , n) and sij = sji.

Our assumption is that the equation (3.6) is obtained by

(3.8) ω1 ∧ . . . ∧ ωn = F (x, z, p, s)dx1 ∧ . . . ∧ dxn.

Definition 3.1. A function u = u(x, z, p) is a first integral of the family of one-forms
{ω0, ω1, . . . , ωn} if and only if du ≡ 0 mod{ω0, ω1, . . . , ωn}.

Let us put A0 = (x0, z0, p0) ∈ R2n+1, ~r = (a1, . . . , an, c, b1, . . . , bn) and

L =
n∑
i=1

ai
∂

∂xi
+ c

∂

∂z
+

n∑
i=1

bi
∂

∂pi
.

Definition 3.2. A direction ~r is called a characteristic direction at A0 if 〈ωi, L〉 = 0
at A0 for any i = 0, 1, 2, . . . , n.

Definition 3.3. A smooth manifold M is not characteristic with respect to {ω0, . . .

. . . , ωn} if and only if the tangent space TA(M) at any point A ∈ M does not contain
any characteristic direction.

Let C0 be an (n − 1)-dimensional smooth submanifold in R2n+1 = {(x, z, p) : x, p ∈
Rn, z ∈ R1}. We assume that C0 satisfies the strip condition, i.e.,

(3.9) dz − p1dx1 − . . .− pndxn = 0 on C0.

The Cauchy problem for (3.6) with initial data C0 is to look for a solution z =
z(x) such that the surface {(x, z(x), z′(x));x ∈ Rn} contains C0. Here we assume the
conditions:

(H1) There exist n independent first integrals of {ω0, ω1, . . . , ωn}. We write them as
u1(x, z, p), u2(x, z, p), . . . , un(x, z, p).

(H2) The initial manifold C0 satisfies the strip condition (3.9) and is not characteristic
with respect to {ω0, ω1, . . . , ωn}.
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(H3) ωi = dpi +
∑n
j=1 aijdxj for i = 1, . . . , n, where aij are smooth functions of (x, z, p)

and the n× n matrix [aij ] is not symmetric.

Note that the assumption (H3) corresponds to the conditions D = 1 and ∆ 6= 0 for
(2.1). Though we can remove them in some cases, we assume them to make our discussion
simple. Let u = u(x, z, p) be a first integral in the sense of Definition 3.1. We substitute
the contact relations (3.7) into du = 0. Then we have

du =
n∑
i=1

∂u

∂xi
dxi +

∂u

∂z
dz +

n∑
i=1

∂u

∂pi
dpi =

n∑
i=1

{
∂u

∂xi
+ pi

∂u

∂z
−

n∑
j=1

aji
∂u

∂pj

}
dxi = 0.

Therefore we have

Lemma 3.4. A necessary and sufficient condition for u = u(x, z, p) to be a first integral
in the sense of Definition 3.1 is that u(x, z, p) satisfies the following system of linear
partial differential equations:

(3.10) Liu =
∂u

∂xi
+ pi

∂u

∂z
−

n∑
j=1

aji
∂u

∂pj
= 0 (i = 1, . . . , n).

Let ui (i = 1, . . . , n) be first integrals in the sense of Definition 3.1. Then dui is
represented as

(3.11) dui = ci0ω0 + ci1ω1 + . . .+ cinωn (i = 1, . . . , n).

Assume the conditions (H1) and (H3). Then we can prove det[cij ]1≤i,j≤n 6= 0.
Now we consider the Cauchy problem for the equation (3.6). Let us write the initial

submanifold C0 as follows:

C0 : xi = xi(α1, . . . , αn−1), z = z(α1, . . . , αn−1), pi = pi(α1, . . . , αn−1)

(i = 1, . . . , n).

Assume the conditions (H1) and (H2). Then we can find a function g = g(u1, . . . , un)
with the following two properties: 1) g(u1, . . . , un) vanishes on C0, and 2) (∂g/∂u1, . . .

. . . , ∂g/∂un) 6= (0, . . . , 0).

Definition 3.5. When (∂g/∂u1, . . . , ∂g/∂un) 6= (0, . . . , 0), we call the equation
g(u1, . . . , un) = 0 an intermediate integral of the equation (3.6).

Here we put f(x, z, p) = g(u1, . . . , un), and consider the Cauchy problem

(3.12) f(x, z, ∂z/∂x) = 0, (z, ∂z/∂x) = (z(α), p(α)) for x = x(α),

where α = (α1, . . . , αn−1) and ∂z/∂x = (∂z/∂x1, . . . , ∂z/∂xn). As C0 is not character-
istic, the Cauchy problem (3.12) has locally a smooth solution. On the solution surface,
using (3.7) and (3.11), we get

du1 ∧ . . . ∧ dun = det(cij)ω1 ∧ . . . ∧ ωn = det(cij)F (x, z, p, s)dx1 ∧ . . . ∧ dxn.

As du1∧. . .∧dun = 0 on the surface g(u1, . . . , un) = 0, the smooth solution of f(x, z, z′(x))
= 0 satisfies the equation (3.6). Summing up the above discussion, we have
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Theorem 3.6. Assume the conditions (H1), (H2) and (H3). Then a solution of the
Cauchy problem for (3.6) with the initial condition C0 is locally obtained as a solution of
the equation f(x, z, z′(x)) = 0 with the same initial condition.

Example. Let

ωi = dpi +
n∑
j=1

aijdxj (i = 1, . . . , n)

and assume that the coefficients {aij} are all constant. Then the Monge–Ampère equation
obtained from {ω0, ω1, . . . , ωn} via (3.8) satisfies the condition (H.1). In this case, the
equation is written as

F (x, z, z′, z′′) = det
(

∂2z

∂xi∂xj
+ aij

)
1≤i,j≤n

= 0

and first integrals {ui}i=1,...,n are given by ui = pi +
∑n
j=1 aijxj (i = 1, . . . , n).

4. The Cauchy problem for Monge–Ampère equations (2.1). Let C0 be a
smooth strip defined in R5 = {(x, y, z, p, q)} as follows:

(4.1) C0 : x = x(α), y = y(α), z = z(α), p = p(α), q = q(α), α ∈ R1.

We consider the Cauchy problem for the Monge–Ampère equation (2.1) with the
initial condition C0, i.e. look for a solution z = z(x, y) which passes through the strip C0

in the sense explained after Definition 2.2 in §2. We assume the conditions:

(A.1) The system of equations (2.4) (or (2.5)) has two independent first integrals; denote
them by u and v.

(A.2) The initial strip C0 is not characteristic.

Denote by u0(α) the value of u restricted to C0 and by v0(α) the value of v restricted
to C0, and T = {(u, v) : u = u0(α), v = v0(α) for any α ∈ R1}. As we get (u′0, v

′
0) 6= (0, 0)

by the condition (A.2), we can show the local existence of a function g(u, v) satisfying
g(u0(α), v0(α)) = 0 and (grad g)(u0(α), v0(α)) 6= (0, 0). But we would like to develop
a global theory. Therefore g(u, v) should be defined in the large with the above two
properties. To obtain such a function g(u, v) in the whole space, we assume the following
condition:

(A.3) The curve T is contained in a smooth curve which divides the whole plane R2 into
two unbounded and connected regions.

Here we put g(u, v) = f(x, y, z, p, q), and consider the Cauchy problem:

(4.2)
{
f(x, y, z, ∂z/∂x, ∂z/∂y) = 0,
(z(x(α), y(α)) = z(α), (∂z/∂x)(x(α), y(α)) = p(α), (∂z/∂y)(x(α), y(α)) = q(α).

As we have explained in §2 and §3, a solution of the Cauchy problem (2.1)–(4.1) is
locally obtained from a solution of (4.2). Extending the solution of (4.2), we see the
global behaviour of the solution of (2.1)–(4.1). Now we solve the Cauchy problem (4.2).
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The characteristic differential equations for (4.2) are written down as follows:

(4.3)



dx

dβ
=
∂f

∂p
(x, y, z, p, q),

dy

dβ
=
∂f

∂q
(x, y, z, p, q),

dz

dβ
= p

∂f

∂p
(x, y, z, p, q) + q

∂f

∂q
(x, y, z, p, q),

dp

dβ
= −∂f

∂x
(x, y, z, p, q)− p∂f

∂z
(x, y, z, p, q),

dq

dβ
= −∂f

∂y
(x, y, z, p, q)− q ∂f

∂z
(x, y, z, p, q),

(4.4) x(0) = x(α), y(0) = y(α), z(0) = z(α), p(0) = p(α), q(0) = q(α), α ∈ R1.

Writing the solutions of (4.3)–(4.4) as x = x(α, β), y = y(α, β), z = z(α, β), p =
p(α, β), q = q(α, β), we put X = {(x, y, z, p, q) : x = x(α, β), y = y(α, β), z = z(α, β),
p = p(α, β), q = q(α, β)}. As ω0 = dz − pdx − qdy = 0 on X, we see that X is a
two-dimensional Legendrian submanifold in R5. Let π be the projection from R5 to R3

defined by π(x, y, z, p, q) = (x, y, z) and H be the smooth mapping from R2 to R2 defined
by H(α, β) = (x(α, β), y(α, β)). Denote S = π(X).

Definition 4.1. For any set S in R3, we call X a Legendrian lift of S if π(X) = S

and X is a two-dimensional Legendrian submanifold.

Let us explain the reason for introducing the above notion. It is well known that the
family of characteristic rays constitutes a Legendrian submanifold in the cotangent space.
In a neighbourhood of π(P ) where P is a regular point of the projection π, a smooth
solution is obtained as the image of a Legendrian submanifold by π. Our aim is to show
that every solution is obtained as the projection of a Legendrian submanifold into the
base space, even if the solution may contain singularities. Our following discussion is just
carrying out this procedure. For example, see Theorem 4.6 and the remark.

Theorem 2.3 means that S is a smooth solution surface of (2.1)–(4.1) in a neigh-
bourhood of a point where the mapping H is regular. As ω0 = 0 on X, we have the
following

Lemma 4.2. Suppose that p(α, β) and q(α, β) exist , then

rank


∂x

∂α

∂y

∂α

∂z

∂α
∂x

∂β

∂y

∂β

∂z

∂β

 = rank


∂x

∂α

∂y

∂α
∂x

∂β

∂y

∂β

 for all (α, β) ∈ R2.

This means that the surface S is not regular at points where the mapping H is
singular, i.e. the Jacobian D(x, y)/D(α, β) vanishes. Moreover, if the Jacobian vanishes,
a solution becomes multi-valued as a function of (x, y). Here is just a transition point for
our further discussions, and we have two ways to choose.

One way is to introduce a physical point of view. Then a solution must be single-
valued. For this purpose, we cut off some parts of the solution surface so that it could
become a single-valued weak or generalized solution satisfying the entropy condition
for equations of conservation laws or the semi-concavity condition for Hamilton–Jacobi
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equations. By this procedure, singularities may appear in the solution surface. If the space
dimension is one, there are many works on construction of singularities of weak solutions.
When the space dimension is two, see M. Tsuji [15]. S. Nakane [12, 13] considered the
similar problem in the case of several space dimensions. But his situations can be regarded
as the case where the space dimension is two, because he treated smooth mappings whose
singularities are essentially “fold and cusp points” only. To consider the problem in several
dimensions, one must treat smooth mappings whose singularities are not of Morin type.
For this analysis, we need canonical forms of smooth mappings in a neighbourhood of
a singular point. Recently, S. Izumiya [6] and S. Izumiya and G. T. Kossioris [7] gave
canonical forms of smooth mappings, in the framework of “Legendrian unfoldings”, which
appear in the process of solving partial differential equations of first order.

Another way is to consider the above problem from the geometrical point of view.
Then we must accept multi-valued solutions. As Monge–Ampère equations appear often
in geometric problems, we should take here this second approach to the Cauchy problem
(4.2). This means that, without cutting off some part of the solution surface, we should
accept the whole solution surface S and analyse it especially in a neighbourhood of a
singular point of the mapping H. Let us represent the surface S by z = z(x, y). In [16]
we have already studied the regularity of S in neighbourhoods of singular points of H
under the following condition (A.4):

(A.4) The singularities of the mapping H are fold and cusp points only.

Let us give some comments on this assumption. H. Whitney [17] proved that, if the
space dimension is two, the subset of smooth mappings whose singularities are only fold
and cusp points is open and dense in the space of smooth mappings from plane to plane.
Therefore the assumption (A.4) is natural in generic sense.

From now on, we apply the results of [16] to the above problem for (2.1). Let us write
Σ = {(α, β);D(x, y)/D(α, β) = 0} and H(Σ) = Γ . As cusp points are isolated, we see
that the curve Γ is piecewise smooth and its singularities are cusps. Then we have the
following

Theorem 4.3 ([16]). 1) Let the equation (4.2) be a quasi-linear first order partial
differential equation. Then the solution z = z(x, y) is smooth except on the curve Γ , and
it is C0, but not C1, in a neighbourhood of the curve Γ .

2) Suppose that the equation is not quasi-linear , i.e., of Hamilton–Jacobi type. Then
the solution z = z(x, y) is smooth except on the curve Γ , and it is C1, but not C2, in a
neighbourhood of the curve Γ .

R e m a r k. Let us explain the meaning of “Hamilton–Jacobi type”. In [16], we have
discussed the differences between Hamilton–Jacobi equations and equations of conserva-
tion laws, under the assumption that f(x, y, z, p, q) is smooth. Our conclusion is that the
most characteristic property of Hamilton–Jacobi equations is the global solvability of the
Cauchy problem for (4.3). On the other hand, if f = 0 is quasi-linear, the solution p(α, β)
and q(α, β) tend to infinity when the Jacobian D(x, y)/D(α, β) vanishes. Therefore, in
the above theorem, “Hamilton–Jacobi type” means the global solvability of the Cauchy
problem for (4.3).
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If we assume the conditions (A.1), (A.2) and (A.3), we can easily prove the uniqueness
of solution in the space of functions of class C2. But Theorem 4.3 says that the solution
z = z(x, y) is not of class C2 in a neighbourhood of Γ . Therefore we must discuss the
uniqueness of extension of solution beyond the curve Γ in C1-space, or in C0-space.

Let A be on the curve Γ and put A = H(P ). When P is a cusp point of the mapping
H, the canonical form of H in a neighbourhood of P is represented by a polynomial of de-
gree 3 ([17]). Therefore the solution z = z(x, y) becomes three-valued in a neighbourhood
of the point A. When P is not a cusp point, i.e., a fold point of H, we see by (A.4) that the
curve Γ is smooth in a neighbourhood of A. In fact, the curve Γ is obtained as the enve-
lope of a family of curves Φ = {Cα} where Cα = {(x, y);x = x(α, β), y = y(α, β), β ∈ R1}.
The condition (A.4) shows that the family Φ = {Cα} covers one side of the curve Γ . We
denote this region by D+ and the region on the other side by D−, and also write zΓ
for the value of the solution z = z(x, y) on the curve Γ . If the equation f = 0 is of
Hamilton–Jacobi type, we can determine the values of ∂z/∂x and ∂z/∂y on the curve Γ
([16]) and denote them by pΓ and qΓ respectively. Here we recall the result of A. Plís
[14] that every solution of class C1 is generated by a family of characteristic strips. Using
this result, we can prove the following

Lemma 4.4. 1) Suppose that f(x, y, z, p, q) = 0 is of Hamilton–Jacobi type. Then the
boundary value problem

(4.5)
{
f(x, y, z, ∂z/∂x, ∂z/∂y) = 0 in D+,
(z, ∂z/∂x, ∂z/∂y) = (zΓ , pΓ , qΓ ) on Γ ,

has two solutions in a neighbourhood of the point A, and these two solutions coincide with
the solutions constructed as above by the characteristic method.

2) Suppose that f(x, y, z, p, q) = 0 is of Hamilton–Jacobi type. Then the boundary
value problem

(4.6)
{
f(x, y, z, ∂z/∂x, ∂z/∂y) = 0 in D−,
(z, ∂z/∂x, ∂z/∂y) = (zΓ , pΓ , qΓ ) on Γ ,

has no solution in a neighbourhood of the point A.

In the quasi-linear case also, we can obtain a similar result.

Lemma 4.5. 1) Suppose that f(x, y, z, p, q) = 0 is quasi-linear. Then the boundary
value problem

(4.7)
{
f(x, y, z, ∂z/∂x, ∂z/∂y) = 0 in D+,
z = zΓ on Γ ,

has two solutions in a neighbourhood of the point A, and these two solutions coincide with
the solutions constructed as above by the characteristic method.

2) Suppose that f(x, y, z, p, q) = 0 is quasi-linear. Then the boundary value problem

(4.8)
{
f(x, y, z, ∂z/∂x, ∂z/∂y) = 0 in D−,
z = zΓ on Γ ,

has no solution in a neighbourhood of the point A.

Summing up Lemmas 4.4 and 4.5, we get the following
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Theorem 4.6. 1) Assume the conditions (A.1), (A.2), (A.3) and (A.4). Moreover ,
assume that the equation (4.2) is of Hamilton–Jacobi type. Then the extension of solution
of the Cauchy problem (2.1)–(4.1) is unique in the space of C1-functions which are of
class C2 except on piecewise smooth curves.

2) Assume the conditions (A.1), (A.2), (A.3) and (A.4). Moreover , assume that the
equation (4.2) is quasi-linear. Then the extension of solution of the Cauchy problem (2.1)–
(4.1) is unique in the space of C0-functions which are of class C1 except on piecewise
smooth curves.

R e m a r k. We will explain the meaning of this theorem, using the terminology given
in Def. 4.1. Let S be a solution surface whose Legendrian lift is constructed by a family
of characteristic strips which are solutions of (4.3)–(4.4). This construction of solution is
possible even if S may contain singularities. Theorem 4.6 means that there are no other
solutions which have the same regularity property as S.

5. Examples. The following two examples suggest that one can produce various kinds
of first order partial differential equations as “intermediate integrals”.

Example 1.

(5.1)
{
rt− s2 = 0,
z(0, y) = ϕ(y), p(0, y) = ϕ′(y)2, q(0, y) = ϕ′(y),

where ϕ(y) ∈ C∞0 (R1). The first integrals of rt− s2 = 0 are {p, q, z−px− qy}. Therefore
the intermediate inetgral for (5.1) is given by f = p − q2. Hence the solution of (5.1) is
obtained as a solution of the following Cauchy problem (5.2) for the Hamilton–Jacobi
equation:

(5.2) ∂z/∂x− (∂z/∂y)2 = 0, z(0, y) = ϕ(y).

Example 2.

(5.3)
{
q2r − pqs+ z(rt− s2) = 0,
z(0, y) = ϕ(y), p(0, y) = ϕ(y)ϕ′(y), q(0, y) = ϕ′(y),

where ϕ(y) ∈ C∞0 (R1). The first integrals of this equation are {p, zq}, and the interme-
diate integral is f = p − zq. Therefore a solution for (5.3) is given by a solution of the
following conservation law:

(5.4) ∂z/∂x− z(∂z/∂y) = 0, z(0, y) = ϕ(y).
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