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Abstract. In this paper, we deal with the genericity of the observability property and the
existence of asymptotic observers for nonlinear systems. In the case where the number of outputs
is larger than the number of inputs and the state space is compact, we prove that observability
in a very strong sense (more or less, observability for each sufficiently differentiable input) is
generic. This is obtained by using standard (but not easy) transversality arguments. For the
inputs that are bounded with their derivatives up to some order, we prove the generic existence
of an asymptotic observer with arbitrary exponential decay of the error.

I. Introduction, statement of the results. We deal with general controlled
and observed smooth nonlinear systems:

(Σ) ẋ = f(x, u), y = h(x, u).

For the sake of clarity, the precise assumptions that we make on these systems
are set and discussed in the next section II.1.

For these systems, our goal is the synthesis of nonlinear observers. A nonlinear
observer for (Σ) is another control system (OΣ) controlled by both the input
u(t) and the output y(t) of (Σ). This system (OΣ) is expected to “estimate”
asymptotically the state of (Σ). In this paper, we will in fact assume that (OΣ)
is controlled by the output y(t) and the input u(t) of (Σ) together with some of
the derivatives u(j)(t) of the input. (This last fact seems unavoidable.) Roughly
speaking, we require that there is a smooth embedding e (depending on the inputs)
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from the state space X of (Σ) to the state space X̂ of (OΣ) such that the distance)
d(e(x(t)), x̂(t)) tends to zero when t goes to infinity. (x̂ is the state of (OΣ).)
If d(e(x(t)), x̂(t)) tends exponentially to zero, the observer (OΣ) is said to be
“exponential”. Precise definitions and statements of results are given in section IV.
There are several ways to deal with the synthesis of nonlinear observers. In
the linear case, the problem is solved by the standard Luenberger observer [LU].
In the nonlinear case, a major difficulty, that does not appear in the linear case,
is the existence of “bad” inputs that make the system (Σ) unobservable (inputs
that are “non-universal” in the sense of [S], i.e. such that couples of different
“indistinguishable” initial states exist, i.e. these initial conditions, together with
the considered bad input, produce the same output function y(t) for (Σ)).

For general nonlinear systems, the problem of synthesis of observers is far from
solved. In our opinion, this is due mainly to the presence of these “bad inputs”.
Our results in this paper also strengthen this point of view, as the reader will see.

The most general method that we know, to deal with the construction of
nonlinear observers, is the “high-gain observer method”. (It is, at least, more
general than the output injection method developed in [KI], [KR], [HG1], [HG2],
which applies to a very special class of systems only.) This “high-gain observer”
method has been initiated in [GHO], [GHK], [GK] and we will use it in this
paper. Let us first briefly comment these previous papers: they deal with the
single-output case. It could appear as unnatural that the single-output case plays
a particular role in the theory. This is completely clarified in this paper. In [GHO],
[GK], we dealt with single-output controlled systems, and we showed that the
observability property is nongeneric (the strong observability property which is
required as soon as one wants to construct observers, i.e. observability for all
inputs). When this property holds, it has been shown that systems can be put
under a very special canonical form. In the case of systems having this property (of
strong observability), we were able to construct nonlinear exponential observers
with arbitrary exponential decay of the estimation error. In our other paper [GHK],
we study the uncontrolled single output case. We show that the set of systems such
that the state can be reconstructed on the basis of the knowledge of the output
plus its 2d first derivatives is generic (d = dimension of the state space). It results
in the fact that the high gain construction applies generically, and hence that
exponential observers generically exist. Similar results, about the observability
property, have been obtained in [T], [A], [TC].

The purpose of this paper is to generalize the previous result to controlled
systems for which the number of outputs is strictly larger than the number of
inputs. For these systems, we will show the following results:

1. The set of systems such that the state can be reconstructed on the basis
of the outputs and their k first derivatives (k large enough), for inputs that are
also k-times differentiable, contains a residual set. If a bound is given a-priori for
the inputs and their first derivatives, this set is open, dense. (The state space is
assumed to be compact.)
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2. A bound on the k first derivatives of the inputs being given, the set of
systems that have an observer working for every such input is open dense.

Our paper is organized as follows: in section II, we give and discuss our no-
tations, assumptions. We state precisely our observability results and we restrict
to an open dense class of systems eliminating too degenerate situations. In sec-
tion III, we prove our observability results. In section IV, we sketch the proof of
our results on the genericity of the existence of observers.

To conclude, let us say that, at the moment when we correct the paper, we
are able to prove a number of additional results. In particular, all of our results
hold for the class of systems such that h, the output function, is a function of
x only (with slightly different proofs). Also, let us thank the anonymous referee,
whose remarks and suggestions were totally adequate.

II. Assumptions, notations, preliminaries

II.1. Notations, assumptions

a. Systems and topology under consideration. All along the paper, we will deal
with nonlinear systems of the form:

(Σ)
dx

dt
= f(x, u0), y = h(x, u0),

where x ∈ X, an analytic compact dx-dimensional connected manifold, h : X ×
U → Rdy , u0 ∈ U = Idu , where I is some compact interval of R. f and h are
assumed to be jointly Cr in x and u0, for r fixed sufficiently large.

The topology that we consider for our systems (Σ) is the topology of Cr

uniform convergence on X×Idu . But for technical reasons, we will need a compact
manifold as the set of values of the inputs. By Whitney’s extension theorem, for
r < ∞, there is a linear continuous map M : Cr(X × Idu) → Cr(X × Rdu)
(equipped with the compact-open topology). We consider two compact sets K1

and K2, X × Idu ⊂ int(K1) ⊂ int(K2), and a C∞ function g which is 1 on K1

and 0 outside K2, and the map M∗ : Cr(X × Idu) → Cr(X × Rdu), M∗(s) =
g(x, u0)M(s). M∗ is also linear continuous. Hence, we see that we can embed Idu
in a du-dimensional torus T and that there is a continuous linear map, called
again M∗, M∗ : Cr(X × Idu) → Cr(X × T ). This shows that, if we prove our
openness and density results in Cr(X×T ), they will also be true in Cr(X×Idu).
If they are true for each (sufficiently large) r, they are also true in C∞(X × Idu).

We shall denote the class of these systems, endowed with this Cr topology, by
(Sr). We denote by Hr the set of Cr maps h(x, u0) : X × T → Rdy and by F r

the set of Cr parametrized vector fields f(x, u0) on X × T . (Sr), Hr and F r are
Banach spaces.

A few comments about our systems are in order:

(i) We need the assumption of analyticity for X only for technical reasons. If
X is only C∞, since the compact C∞ manifold X × T has a compatible analytic



230 J. P. GAUTHIER AND I. A. K. KUPKA

structure, our results of genericity of differential observability and existence of
observers still hold.

(ii) The compactness assumption for X can also certainly be avoided. We
would certainly get the same results in the Whitney topology. However, for the
purpose of construction of observers, compactness is required.

b. Statement of the results. A system Σ=(f, h) and a Ck−1 input u : [0, Tu]→
T being given, we set w(t) = (u(t), u′(t), . . . , u(j)(t), . . . , u(k−1)(t)) (we will write
w instead of w(0)), and we denote by Rk,f (x(t), w(t), h), the vector formed by
the outputs and their k − 1 first derivatives at time t, Rk,f (x(t), w(t), h) =
(y(t), y′(t), . . . , y(k−1)(t)). Hence, an initial condition x being given, the map
Rk,f (w, h) : X → Rkdy , Rk,f (w, h)(x) = Rk,f (x,w, h) = Rk,f (x,w(0), h), is well
defined.

A real number B > 0 being given, we denote by Ck−1(B) the set of Ck−1

inputs u(t), defined on some time interval [0, Tu], the k − 1 first derivatives of
which are bounded by B : ‖u(j)(t)‖ ≤ B, 1 ≤ j ≤ k − 1, 0 ≤ t ≤ Tu.

Our results are the following, assuming that dy > du:

Theorem II.1. The set of systems such that Rk,f (w, h) is an immersion of X
into Rkdy , for all u(·) k − 1 times differentiable, contains an open, dense subset
of (Sr), for r and k sufficiently large.

Theorem II.2. The set of systems such that Rk,f (w, h) is an embedding , for
all u(·) k − 1 times differentiable, contains a residual subset of (Sr), for r and k
sufficiently large.

A bound B > 0 on the derivatives of the inputs being given, we have:

Theorem II.3. The set of systems such that Rk,f (w, h) is an embedding for
all u(·) ∈ Ck−1(B) is open, dense in (Sr), for r and k sufficiently large.

That is, in particular, the set of systems that are observable for all Ck−1 inputs
is residual. If a bound on the derivatives of the inputs is given a-priori, this set
is open, dense.

What we mean by an “observer”, or an “exponential observer”, for a system,
relative to a bound B on the derivatives of the inputs, will be precisely stated in
section IV. It is a classical notion from control theory, that can be defined in sev-
eral ways. More or less, it is another system, whose inputs are the inputs and the
outputs of the given system, and the state is expected to estimate asymptotically
the state of this system. Our main results on the existence of observers will be
the following, as consequences of theorems II.1–3:

Theorem II.4. The set of systems that have a Ck observer , relative to the
bound B > 0, contains an open dense set.

Theorem II.5. The set of systems that have, relative to every bound B > 0,
a Ck observer (depending on this bound), contains a residual set.

Let us again make a few comments on these results:
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(i) It can be seen very easily from our paper [GK] that in the case where the
number of inputs is equal to the number of outputs, these theorems are all false.

(ii) The set of systems such that the statement of Theorem II.1. is true is not
open. This again can be derived from our paper [GK].

c. Notations. (Σ) being given, we define the kth dynamical extension (Σk) of
(Σ) and the kth dynamical extension fk of f as follows. fk is the vector field on
X × T ×R(k−1)du given by

fk(x, u0, . . . , uk−1) =
dx∑
i=1

fi(x, u0)
∂

∂xi
+
k−2∑
i=0

du∑
j=1

ui+1,j
∂

∂ui,j
,

and
Σk = (fk(x, u0, . . . , uk−1) + bkuk, h(x, u0)),

where bkuk =
∑du
i=1 b

k
i uk,i, b

k
i = ∂/∂uk−1,i and uk = (uk,i) ∈ Rdu is the control

variable of (Σk).
We will be led to consider several maps attached to fk or (Σk). Denoting by

L the Lie-derivative operator, we define:

R∗k,f : X × T ×R(k−1)du ×Hr → Rkdy × T ×R(k−1)du ,

(x,w, h) = (x, u0, . . . , uk−1, h)→ (h(x, u0), Lfkh(x,w), . . . , (Lfk)k−1h(x,w), w),

Rk,f : X × T ×R(k−1)du ×Hr → Rkdy ,

(x,w, h)→ (h(x, u0), Lfkh(x,w), . . . , (Lfk)k−1h(x,w)).

Notice that R∗k,f (x,w, h) = (Rk,f (x,w, h), w).
For h fixed in Hr, we define:

R∗k,f (h) : X × T ×R(k−1)du → Rkdy × T ×R(k−1)du ,

R∗k,f (h)(x,w) = R∗k,f (x,w, h),

and

Rk,f (h) : X × T ×R(k−1)du → Rkdy , Rk,f (h)(x,w) = Rk,f (x,w, h).

(Of course, these definitions agree with those given in the previous section.)
∆X denoting the diagonal in X ×X, we define also:

T ∗k,f : X ×X \∆X × T ×R(k−1)du ×Hr → Rkdy ×Rkdy × T ×R(k−1)du ,

T ∗k,f (x1, x2, w, h) = (Rk,f (x1, w, h), Rk,f (x2, w, h), w),

Tk,f : X ×X \∆X × T ×R(k−1)du ×Hr → Rkdy ×Rkdy ,
Tk,f (x1, x2, w, h) = (Rk,f (x1, w, h), Rk,f (x2, w, h)),

T ∗k,f (h)(x1, x2, w) = T ∗k,f (x1, x2, w, h),
Tk,f (h)(x1, x2, w) = Tk,f (x1, x2, w, h).

T ∗X⊗s will denote the fiber product of s copies of the cotangent bundle T ∗X
of X, and Π : T ∗X⊗s → X. Then T ∗X⊗s = {(p1, . . . , ps) | Πp1 = . . . = Πps}.
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The following maps V ∗k,f , Vk,f , V ∗k,f (h), Vk,f (h) will be also of interest:

V ∗k,f : X × T ×R(k−1)du ×Hr → T ∗X⊗(kdy) × T ×R(k−1)du ,

(x,w, h) = (x, u0, . . . , uk−1, h)→ (dxRk,f (x,w, h), w),

where dx denotes the differential with respect to the x-variables only of the com-
ponents of the map Rk,f :

dxRk,f (x,w, h) = (dxh(x, u0), dxLfkh(x,w), . . . , dx(Lfk)k−1h(x,w)),
dxh(x, u0) = (dxh1(x, u0), . . . , dxhdy (x, u0)),

Vk,f : X × T ×R(k−1)du ×Hr → T ∗X⊗(kdy),

(x,w, h) = (x, u0, . . . , uk−1, h)→ dxRk,f (x,w, h),

V ∗k,f (h) : X × T ×R(k−1)du → T ∗X⊗(kdy) ×R(kdu),

(x,w) = (x, u0, . . . , uk−1)→ V ∗k,f (x,w, h),

Vk,f (h) : X × T ×R(k−1)du → T ∗X⊗(kdy),

(x,w) = (x, u0, . . . , uk−1)→ Vk,f (x,w, h).

In the rest of the paper, we will be interested in the following facts:

(F) R∗k,f (h) is an embedding from X × T ×R(k−1)du into Rkdy × T ×R(k−1)du .

Since X and I are compact, despite the non-compactness of R(k−1)du , by the
special form of R∗k,f , this is equivalent to:

(F1) R∗k,f (h) is one-to-one; and
(F2) R∗k,f (h) is an immersion.

The fact (F1) is equivalent to the fact that the map Tk,f (h) : X ×X \∆X ×
T ×R(k−1)du → Rkdy ×Rkdy avoids the diagonal in Rkdy ×Rkdy .

E being a d-dimensional vector-space, d < ∞, we denote (for k > d) by
V (k,E) the set of k-tuples (v1, . . . , vk) ∈ Ek such that all the d-tuples (vi1, . . . , vid)
extracted from (v1, . . . , vk) are linearly dependent. V (k,E) is an algebraic subva-
riety of Ek of codimension k − d+ 1.

The union
⋃
x∈X V (kdy, T ∗xX) is a subfiberspace of T ∗X⊗(kdy), denoted by

V (kdy, T ∗X). V (kdy, T ∗X) is (as V (kdy, T ∗xX)) a finite union of manifolds of
codimension (kdy)− dx + 1.

The fact (F2) is equivalent to the fact that the map Vk,f (h) avoids
V (kdy, T ∗X): R∗k,f (h) is immersive at (x,w) iff Rk,f (h) has maximal rank dx
with respect to x only at (x,w).

Several proofs of the “preliminary results” stated in the following sections II.2,
II.3 are not obvious. They use basic transversality theorems from [AR], plus several
easy but nonstandard facts about linear systems. Due to a lack of place, we leave
all these proofs to the reader.
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Also, in the sequel, by “Abraham’s transversality theorems”, we mean: Theo-
rem 18.1, p. 46 (openness of nonintersection), Theorem 18.2, p. 47 (openness of
transversal intersection) and Theorem 19.1, p. 48 (transversal density), of [AR].

II.2. Privileged vector fields. X, I are given as above (II.1). For every compact
subset K of X ×X \∆X, we claim that there is an open dense subset F 0,r of F r

whose elements f(x, u0) satisfy 1. and 2. below and an open dense subset F 0,r,K

whose elements satisfy moreover 3. below:

1. The set Ef of zeros of f(x, u0) on X×T is a compact submanifold of X×T
of dimension du.

2. The set Ef,c of points (x0, u0) of Ef such that the linearized vector field
TXfu0(x0) = TXf(x0, u0) has cyclic index > c is a closed finite union of subman-
ifolds of X × T of dimension ≤ du − (c + 1)2 + 1 at most (negative dimension
means the empty set).

3. The set Ff of zeros of (f(x1, u0), f(x2, u0)) on WK × T (WK some open
neighbourhood of K in (X ×X \∆X)) is a du-dimensional manifold.

II.3. Privileged functions. We keep the notations of the previous section. We
choose an element f of F0,r which is analytic on X × T (such elements are dense
in F 0,r which is itself open-dense in F r by II.2).

There is an open dense subset H0,r of Hr whose elements h(x, u0) satisfy:

(i) the differential dXh(x, u0) is cocyclic for the linearized TXf(x, u0), for
each (x, u0) in Ef . Equivalently, the linearization of the system (Σ) = (f, h) at
(x, u0) is observable.

Also, there exists an open dense subset H0,r,K of Hr satisfying moreover:

(ii) (x1, x2) ∈ WK , (x1, u0) and (x2, u0) ∈ Ef , then h(x1, u0) 6= h(x2, u0),
where WK is some open neighbourhood of K.

II.4. Privileged systems

1. There is an open dense subset (S0,r) of (Sr) whose elements (f, h) satisfy
1, 2 of II.2 and h satisfies (i) of II.3.

2. There is an open dense subset (S0,r,K) of (Sr) satisfying moreover 3 of II.2
and (ii) of (II.3).

III. Proof of the observability theorems

III.1. Openness and density of injectivity away from the diagonal. In this
section, we will in fact prove more than necessary for the theorems stated herein
(Theorems II.2–3). However, what we prove (openness and density of injectivity
after restriction to every compact subset K of X×X \∆X) is a step to the result
that we are not able to prove up to now: the set of systems such that R∗k,f (h) is
an embedding, contains an open-dense set (we are able to get the density only).
The compact set K and the open set WK , above and below, serve to prove this
point.
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We fix f in F 0,r,K of section II.2. We first prove that the set Hr,K,f,k of h such
that Tk,f (h) avoids the diagonal restricted to K × T × R(k−1)du is dense (Fact
DK). More precisely, we will first prove that Tk,f : K × T × R(k−1)du ×H0,r →
Rkdy × Rkdy is transverse to ∆k, the diagonal of Rkdy × Rkdy . The result will
follow for k large enough by considering dimensions, by the tranversal density
theorem. With the same reasoning, the map

Tk : K × T ×R(k−1)du × S0,r → Rkdy ×Rkdy ,
Tk(x1, x2, u,Σ) = Tk,f (h)(x1, x2, u)

is transverse to ∆k (Fact D′K).
The set H0,r,K has been defined in II.3 and is a Banach manifold, as an open

set in a Banach space.
We consider (x1, u0, . . . , uk−1) = (x1, u) and (x2, u0, . . . , uk−1) = (x2, u).

C a s e 1: f(xi, u0) = 0, for both i = 1, 2. In this case, since h ∈ H0,r,K , by
II.3 (ii), h(x1, u0) 6= h(x2, u0). Hence, Tk,f (h) avoids∆k at the point (x1, x2, u, h).
Hence:

Tk,f t(x1,x2,u,h) ∆k.

C a s e 2: f(xi, u0) 6= 0 for one i, say i = 1. We can find around (x1, u) a
coordinate neighbourhood U1 such that fk reads on U1:

fk =
∂

∂x1
+

du∑
j=1

u1,j

dx∑
i=1

Φi,j(x, u0)
∂

∂xi
+
k−2∑
i=0

du∑
j=1

ui+1,j
∂

∂ui,j
.

Moreover, the u-coordinates are not changed and the change in the x-coordi-
nate depends only on x and u0.

Rk,f , in these coordinates, reads

Rk,f (h) =
(
h(x),

∂h

∂x1
+ LxΦhu1 +

∂h

∂u0
u1, . . .

)
where LxΦ means the Lie derivative of Φ in the direction of x only.

C a s e 2.1: u1 = 0. We will choose h as a function of x only in a neighbour-
hood of (x, u0). In this case

Rk,f (h)(x, u) =
(
h(x),

∂h

∂x1
,
∂2h

∂x2
1

+ LxΦhu2, . . . ,
∂nh

∂xn1
+ Ψn(h), . . .

)
,

where Ψn is a differential operator in x of degree smaller than n. (See lemma 1,
appendix.)

h is then chosen of the form h = α(x, u0)(
∑
hix

i
1/i!) where α(x, u0) is a bump

function in a neighbourhood of (x, u0) in X × T .
Given any Ψ = (Ψ0, . . . , Ψk−1) in Rkdy , we see that we can solve inductively

the equation Rk,f (h) = Ψ with respect to the hi (this is possible since Ψn(h) is a
differential operator in h of degree less than n). Rk,f is linear with respect to h,
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hence it is equal to its tangent map ThRk,f . This shows that Rk,f is submersive
at the point (x1, u, h).

C a s e 2.2: u1 6= 0. In this case, we choose h as a function of u0 only (up to
a bump function). Then

Rk,f (h) = Th0Rk,f (h) =
(
h(u0),

∂h

∂u0
(u1),

∂h

∂u0
(u2) +

∂2h

∂u2
0

(u1, u1), . . .
)
.

The equation Rk,f (h) = Ψ can also be solved inductively for any Ψ . Rk,f is
submersive at the point (x1, u, h).

It is clear that Rk,f being submersive at (x1, u, h) implies that

Tk,f t(x1,x2,u,h) ∆k.

Now, applying again Abraham’s transversality theorems to

Tk,f : WK × T ×R(k−1)du ×H0,r,K → Rkdy ×Rkdy ,

we see that the set of h such that Tk,f (h) t(x1,x2,u) ∆k, for all (x1, x2, u) ∈
((X×X \∆X)∩K)×Rk (where WK has been defined in II.2), is residual, hence
dense. But, dim(X ×X \∆X)× T × R(k−1)du = 2dx + (kdu), codim∆k = kdy.
Hence, for k sufficiently large (k > 2dx), transversality means nonintersection.
Hence, the fact DK is proved, as a consequence of (D′K).

Let WK be as in II.2–4, and let TWK be the tangent bundle to WK . Then
TWK × T is a vector bundle over WK × T . Also consider the vector bundle
WK × T × R2dy (over WK × T ) and B, the fiber product of these two vector
bundles:

B = (TWK × T )⊗ (WK × T ×R2dy ).

Sections of B are maps:

(x1, x2, u0)→ (f1(x1, u0), f2(x2, u0), h1(x1, u0), h2(x2, u0)).

Consider Π : B →WK × T .
Let Πk : Jk(Π)→WK × T be the analytic vector bundle of k-jets of Cr sec-

tions of B. Consider (Sr)×WK×T and the evaluation map ev : (Sr)×WK×T →
Jk(Π), ev(Σ, x1, x2, u0) = (jkf(x1, u0), jkf(x2, u0), jkh(x1, u0), jkh(x2, u0)) with
Σ = (f, h), jkΣ = (jkf, jkh) is the k-jet extension of Σ.

The restriction ev◦ of ev to (S0,r,K)×WK ×T has open dense image J◦,k(Π)
in Jk(Π) since ev is a surjective submersion and (S0,r,K) is open dense in (Sr)
by II.4.

(D′K) says that Tk : (S0,r,K)×WK×T ×R(k−1)du → R2kdy , Tk(Σ, x1, x2, u) =
Tk,f (h)(x1, x2, u) is transverse to ∆k. Clearly, Tk depends only on the k-jet jkΣ,
hence Tk factors as

Tk(Σ, x1, x2, u0, u1, . . . , uk−1) = T ◦k (ev◦(Σ, x1, x2, u0), u1, . . . , uk−1),
T ◦k : J◦,k(Π)×R(k−1)du → R2kdy .
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Since Tk t ∆k and ev◦ is a submersion onto J◦,k(Π), T ◦k t ∆k. Hence, W ◦k =
(T ◦k )−1(∆k) is an analytic submanifold of J◦,k(Π) × R(k−1)du , of codimension
kdy.

Otherwise, W ◦k is an analytic, partially algebraic (with respect to u1, . . . , uk)
subset of J◦,k(Π)×R(k−1)du , hence its projection on J◦,k(Π) is a semialgebraic
subset of J◦,k(Π) denoted by W ◦∗k . The codimension of W ◦∗k is k(dy − du) + du.
Cl(W ◦∗k ), the closure of W ◦∗k is now a semialgebraic subset of J◦,k(Π) of the same
codimension k(dy−du) +du. It follows from the transversality theorems that the
set of Σ ∈ S0,r,K such that ev◦(Σ, x1, x2, u0) avoids Cl(W ◦∗k ) is open dense for
(x1, x2) ∈ K since K is compact and 2dx + du < k(dy − du) + du, k > 2dx. This
set of Σ is, by definition of W ◦∗k , such that Tk,f (h) avoids ∆k when restricted to
K × T ×R(k−1)du .

R e m a r k. Taking a countable union of sets Ki such that Ki ⊂ Ki+1,
⋃
i∈I Ki

= X ×X \∆X, shows that the set of Σ such that Tk,f (h) avoids the diagonal is
residual.

III.2. Openness and density of immersivity (Observability theorem II.1 ).
Again, we fix an f in F 0,r (see section II).

We want to prove, by II.1.b, that Vk,f (h) avoids V (kdy, T ∗X). We have
dim(X × T × R(k−1)du) = dx + kdu, codim(V (kdy, T ∗X)) = kdy − dx + 1
by II.1. Hence, for k(dy − du) ≥ 2dx, transversality means nonintersection. We
consider any point (x, u∗0, . . . , u

∗
k−1) =(x, u∗). Again, Vk,f being linear in h, it

is sufficient to prove surjectivity of Vk,f at the point (x, u∗0), in order to ob-
tain density, with the transversality theorems. We will be able to prove this on
(X × T ×R(k−1)du) \ (Ef ×R(k−1)du). On Ef , we will proceed differently.

(1) First case, f(x, u∗0) 6= 0. We choose a coordinate system around (x, u∗0) in
which fk reads again (see III.1)

(III.2.f0) fk =
∂

∂x1
+

du∑
j=1

u1,j

dx∑
i=1

Φi,j(x, u0)
∂

∂xi
+
k−2∑
i=0

du∑
j=1

ui+1,j
∂

∂ui,j
.

The change of coordinates in X×T×R(k−1)du leaves the u coordinates unchanged
and the change of coordinates in x depends only on x and u0.

If u∗1 is different from zero, let us assume that (u∗1)1 is nonzero and proceed
as follows:

(III.2.f1) (Lfk)nh =
∂nh

(∂x1)n
+

∂nh

(∂u0)n
(u1, . . . , u1) + Ψn(x, u)(h),

where Ψn is a polynomial differential operator of degree n in LxΦ, ∂/∂x1, and of
degree n− 1 in ∂/∂u0 (this is obtained with an obvious induction).

In that case, we choose a bump function α(x, u0), and

h(x, u0) =
[
h0(x) +

∑
hi(x)(u1

0 − u∗10 )i/i!
]
α(x, u0)
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with

h0(x) =
k−1∑
i=0

dx∑
j=2

xi1
i!
xjbi,j +

k−1∑
i=1

xi+1
1

i+ 1!
bi,1.

We can choose hn such that

dx

(
∂nh

(∂u0)n
(u1, . . . , u1) + Ψn(x, u)(h)

)
= 0

at the point (x, u∗0) under consideration: this is possible since this equation can
be rewritten as

dx

(
(u1

1)n
∂nh

(∂u1
0)n

+ Ψn(x, u)(h)
)

= 0,

and Ψn(x, u)(h) does not depend on the derivatives ∂ih/(∂u1
0)i, i ≥ n by III.2.f1.

Hence,

dx(Lfk)nh(x, u∗) = dx
∂nh

(∂x1)n
= (bn,1, . . . , bn,dx).

These quantities can be chosen arbitrarily, Vk,f is submersive.
If u∗1 = 0, in the above expression III.2.f1, one can see that, because of the term∑du
j=1 u1,j

∑dx
i=1 Φi,j(x, u0)∂/∂xi in III.2.f0, ∂nh/(∂x1)n can appear, but multi-

plied by components of u∗1, that are zero. Hence, the equation dx(∂nh/(∂x1)n +
Ψn(x, u)(h)) = bn can be solved inductively for arbitrary bn.

Setting h(x) = [h0(x2, . . . , xn) + . . . + (xn1/n!)hn(x2, . . . , xn) + . . .]α(x, u0),
α(x, u0) a bump function, we get

∂nh

(∂x1)n
= (hn(x2, . . . , xn) + x1hn+1(x2, . . . , xn) + . . .) near (x, u∗0),

dx
∂nh

(∂x1)n

∣∣∣∣
x=0

= hn+1(0)dx1 +
n∑
j=2

∂hn
∂xj

(0)dxj .

The hi can be taken affine.
Vk,f is submersive on (X×T ×R(k−1)du)\ (Ef ×R(k−1)du). The set of h such

that Vk,f (h) avoids V (kdy, T ∗X) restricted to (X×T×R(k−1)du)\(Ef×R(k−1)du)
is residual.

Consider

Vk : S0,r ×X × T ×R(k−1)du → T ∗X⊗kdy ,

Vk(Σ, x, u0, u1, . . . , uk) = Vk,f (h)(x, u0, u1, . . . , uk).

With the same proof, we have that Vk is transverse to V (kdy, T ∗X) for points
(x, u0) such that f(x, u0) 6= 0 (fact Ik).

(2) Second case, f(x, u∗0) = 0 and rest of the proof. In the sequel, we work as
follows: % is the first integer such that u∗% 6= 0. We assume that (u∗%)

1 6= 0. We fix
a coordinate system around x.
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We consider the vector bundle ΠBΣ : BΣ → X×T which is the fiber product
over X × T of TX × T , TX (the tangent bundle of X) and X × T × Rdy . We
have BΣ = (TX × T ) ⊗ (X × T × Rdy ). Sections of BΣ are maps (x, u0) →
(f(x, u0), h(x, u0)). Let Πk

BΣ : Jk(ΠBΣ)→ X × T be the analytic vector bundle
of k-jets of Cr sections of BΣ. Consider the evaluation map ev : (Sr)×X×T →
Jk(ΠBΣ), ev(Σ, x, u0) = (jkf(x, u0), jkh(x, u0)) with Σ = (f, h) and jkΣ =
(jkf, jkh) is again the k-jet ofΣ. Again, the restriction ev◦ of ev to ((S0,r)×X×T )
has open dense image J◦k(ΠBΣ) ⊂ Jk(ΠBΣ) since ev is a surjective submersion
and (S0,r) is open dense in (Sr) by II.4.

Let J◦kE (ΠBΣ) be the analytic subset of J◦k(ΠBΣ) formed by elements
(jkΣ(x, u0)) such that f(x, u0) = 0. By our appendix, lemmas 2, 3, we know
that:

(i) Vk depends only on the k-jet of Σ;
(ii) The nth component of Vk is, when f(x, u0) = 0, of the form
du∑

i1,...ir=1

dx(Lxf )n−q%
∂qh

(∂ui10 )s1 . . . (∂uir0 )sr
(ui1% )t1 . . . (uir% )tr

+
∑
i>0

δi,ndx
∂qh

(∂ui1,i0 )q1,i . . . (∂uir,i0 )qr,i
dx((Lxf )n−q%−1−if) + Zn,

where δi,n, Zn are smooth expressions with respect to (x, u0), algebraic with
respect to (u1, . . . , uk−1), depending only on the nth jets of f and on the nth jets
with respect to x of ∂th/∂ut0, 0 ≤ t < q, with q = [n/%], integer part of n/%.

Hence, Vk factors as

Vk(Σ, x, u0, u1, . . . , uk−1) = V ◦k (ev◦(Σ, x, u0), u1, . . . , uk−1),
V ◦k : J◦k(ΠBΣ)×R(k−1)du → T ∗X⊗kdy .

Set W (kdy, T ∗X) = (V ◦k )−1(V (kdy, T ∗X)) ⊂ J◦k(ΠBΣ) × R(k−1)du . Fact Ik
above says that at a point (Σ, x, u0, u1, . . . , uk−1) such that f(x, u0) 6= 0, Vk is
transverse to V (kdy, T ∗X). At such a point (ev◦(Σ, x, u0), u1, . . . , uk−1), V ◦k must
be transverse to V (kdy, T ∗X). This subset of J◦k(ΠBΣ)×R(k−1)du is nothing but
the open set C(J◦kE (ΠBΣ)×R(k−1)du), the complement of J◦kE (ΠBΣ)×R(k−1)du in
J◦k(ΠBΣ)×R(k−1)du . ThereforeW 1(kdy, T ∗X) =W (kdy, T ∗X)∩C(J◦kE (ΠBΣ)×
R(k−1)du) is a semi-analytic, partially algebraic (with respect to u1, . . . , uk−1)
subset of J◦k(ΠBΣ) × R(k−1)du . Since by II.1, V (kdy, T ∗X) has codimension
kdy−dx+1,W 1(kdy, T ∗X) has codimension kdy−dx+1 in J◦k(ΠBΣ)×R(k−1)du .
W (kdy, T ∗X) is also an analytic, partially algebraic subset of J◦k(ΠBΣ) ×

R(k−1)du and W (kdy, T ∗X) = W 1(kdy, T ∗X) ∪ W 2(kdy, T ∗X) where
W 2(kdy, T ∗X) =W (kdy, T ∗X) ∩ (J◦kE (ΠBΣ)×R(k−1)du). We will compute the
codimension of W 2(kdy, T ∗X):

The codimension of the analytic subset J◦kE (ΠBΣ) of J◦k(ΠBΣ) is dx. The
codimension ofW 2 in J◦kE (ΠBΣ)×R(k−1)du is given by lemma 4 of our appendix:
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For a fixed %, corresponding to the point z = (ev◦(Σ, x, u0), u1, . . . , uk−1) we
set A′ = TXf(x, u0), V ′0 = dxh(x, u0) (′ means transpose). By II.3(i), V0 is cyclic
for A. Hence, the fact that z ∈W 2 means that (V0, A) meets the assumptions of
appendix, lemma 4.

It follows that the codimension of this set W 2
% in J◦kE (ΠBΣ) × R(k−1)du is

larger than (dy%[k/%])− dx + 1, hence than kdy − dx + 1− (rdy), with k = q%+ r.
W 2(kdy, T ∗X) =

⋃
%<dx
W 2

% , since for % ≥ dx, W 2
% is empty.

W 2
% is defined by (u1, . . . , ur−1) = 0 and the set of equations of lemma 4.

The codimension of W 2
% is therefore at least (r − 1)du + kdy − dx + 1 − (rdy),

since lemma 4 gives kdy − dx + 1− (rdy) for the codimension in the jets of h for
(x, u0, f) fixed.

We have codim(W 2
% (kdy, T ∗X)) ≥ kdy−dx+1−(%−1)(dy−du) in J◦kE (ΠBΣ)×

R(k−1)du .
Finally, codim(W 2(kdy, T ∗X)) ≥ kdy − dx(dy − du)− dx + 1 in J◦k(ΠBΣ)×

R(k−1)du and the same is true for codim(W (kdy, T ∗X)).
Let p(W ) be the projection of W (kdy, T ∗X) on J◦k(ΠBΣ). By partial alge-

braicity, p(W ) is semi-algebraic, of codimension kdy − dx(dy − du) − dx + 1 −
(k − 1)du = (k − dx)(dy − du) + du − dx + 1. Cl(p(W )), the closure of p(W ) is
still semi-algebraic, with the same codimension. For k large enough (for k ≥ 3dx),
since dy > du, dim(X × T ) < codim(Cl(p(W ))). Cl(p(W )) is a closed set, hence
the subset formed by Σ ∈ S0,r such that jkΣ(x, u0) avoids Cl(p(W )) is open and
dense. This implies that the set of Σ ∈ S0,r such that Vk(Σ) avoids V (kdy, T ∗X)
contains this open-dense set, or the set ofΣ ∈ S0,r such thatRk, Rk(Σ) = Rk,f (h)
is an immersion for all (u1, . . . , uk−1) contains an open-dense set.

III.3. Proof of observability theorems II.2, II.3

1. T h e o r e m II.2. The remark at the end of section III.1 plus the result of
section III.2 show that the set of Σ such that R∗k,f (h) is an injective immersion
contains a residual subset of (Sr). As observed in II.1.b, this is sufficient to get
the result.

2. T h e o r e m II.3. The set of embeddings fromX×T×I(k−1)du
B ) is open: this

is proved for instance in [HIR] in the case of embeddings from compact manifolds
with boundaries. We leave the reader to check that it also works for maps from
compact “corner” manifolds such as X × T × I(k−1)du

B .
Otherwise, the map

(Sr)→ Cr(X × T × I(k−1)du
B , Rkdy ×R(k−1)du), (Σ)→ R∗k,f (h),

where R∗k,f (h) is the restriction of R∗k,f (h) to X × T × I(k−1)du
B is continuous (by

compactness).
Hence, the set of (Σ) in (Sr) such that R∗k,f (h) is an embedding is open. It is

dense by theorem II.2.
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IV. Construction of the observer

IV.1. Statement of the results. X, I and Σ = (f, h) being given on X × Idu ,
a Ck observer of Σ relative to the bound B on the derivatives of the control is a
triple OΣ = (Rn, Fy,u,v, τ) where:

(A) Fy,u,v is a parametrized family of Cr vector fields on X, depending
smoothly on y, u, v,

(B) τ : X× Idu ×R(k−1)du → Rn×Rkdu is an embedding of the form (setting
now u = (u0, . . . , uk−1))

τ(x, u) = τ(x, u0, u1, . . . , uk−1) = (φ(x, u0, u1, . . . , uk−1), u0, u1, . . . , uk−1),

for some mapping φ : X × Idu ×R(k−1)du → Rn,
(C) the differential equation

(IV.0) (ẋ, u̇) = fk(x, u) + bkuk, ż = Fh(x),u,uk(z)

(where fk and bk have been defined in (II.1.b)) satisfies for any (x0, z0) ∈ X×Rn,
any u0(t) k times differentiable with all the k first derivatives (u1(t), . . . , uk−1(t),
uk(t)) bounded by B, for any time t ≥ 0,

lim
t→+∞

‖φ(x(u, uk, t, x0), u(t))− Z(y, u, uk, t, z0)‖ = 0,

where x(u, uk, t, x0) and Z(y, u, uk, t, z0) denote the solutions of (IV.0) at time t,
associated to the control (u, uk) and the initial conditions (x0, z0).

SinceX is compact, the projection set Et of Zt= Z(y, u, uk, t, z0) on φ(X,u(t))
is well defined:

Et = {x∗ ∈ φ(X,u(t)) | ‖Zt − x∗‖ = inf
x∈X
‖Zt − φ(x, u(t))‖}.

(φu(t))−1(Et) estimates x(t) asymptotically in the sense that, for any metric δ on
X (compatible with the topology of X):

lim
t→+∞

δ(x(t), (φu(t))−1(Et)) = 0

(by compactness of X, I and boundedness of (u1, . . . , uk−1)).

R e m a r k. The practical interest of an observer is that it allows asymptotic
estimation of the state x(t) of the system Σ on the basis of the knowledge of
the outputs and the inputs, without differentiating the outputs. Differentiating
inputs has physical meaning since usually, the inputs (with their derivatives) are
chosen by the user and therefore are perfectly known.

Our results are the following, setting IB = {v ∈ Rdu | ‖v‖ ≤ B}:
Theorem IV.1. If R∗k,f (h) is an embedding for some bound B > 0 on the

derivatives of the control ,

R∗k,f (h) : X × Idu × I(k−1)du
B → Rkdy ×Rkdu ,

there does exist a Ck observer for Σ (relative to B), with n = kdy.
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I.e. since in section III we have shown that, for any bound B, the set of
Σ ∈ (Sr) such that R∗k,f (h) is an embedding (for k large enough) is open, dense,
this proves our main theorems II.4–5.

Our proof, moreover, is constructive. It is a slight improvement of the “High-
gain” technique developed in our papers [GHO], [GHK], [GK]. Moreover, the
estimation rate can be made exponential arbitrary, i.e.:

For any θ real positive, one can construct an observer such that

(IV.1) ‖φ(x(u, uk, t, x0), u(t))− Z(y, u, uk, t, z0)‖ ≤ ke−θt.
Or, for any Riemann metric δ on X,

(IV.2) δ(x(t), (φu(t))−1(Et)) ≤ kδe−θt.
IV.2. Proof of theorem IV.2 and construction of the observer. We consider

Rk,f (h) : X×Idu×R(k−1)du → Rkdy , which is assumed to be such thatRk,f,u(h) =
Rk,f (h)(x, u) is an embedding for each u = (u0, . . . , uk−1) ∈ Idu × R(k−1)du

(possibly for u ∈ Idu × I(k−1)du
B only).

We consider the maps φi = (Lfk)khi and ψi,j = (Lbkj)(Lfk)k−1hi, where hi

is any component of h, i = 1, . . . , dy:

φi, ψi,j : X × Idu ×R(k−1)du → R.

Θ being one of these maps, consider

Θ : W = R∗k,f (h)(X × Idu ×R(k−)du) ⊂ Rkdy ×Rkdu → R,

Θ(x, u) = Θ ◦ (R∗k,f (h))(x, u)

(recall that R∗k,f (h)(x, u) = (Rk,f (h)(x, u), u)).
Θ is well defined since R∗k,f (h) is an embedding. Since W is closed, by the

Whitney extension theorem (see [AR], p. 120), Θ can be extended to a Cr map
defined on all of Rkdy ×Rkdu .

Consider WB , the closed subset of W obtained when the derivatives u1, . . .
. . . , uk−1 of the control are restricted to be bounded by B. Then Θ can be made
globally Lipschitz on all of Rkdy ×Rkdu just by multiplication by a C∞ function
which is equal to 1 on a neighbourhood of WB and equal to zero at infinity,
without modifying its values on WB .

Consider the following system on Rkdy :

Σk :
{
żi = zi+1 (zi = (z1

i , . . . , z
dy
i )), i ≤ k − 1,

żk = φ(z, u) + ψ(z, u)uk
or ż = H(z, u, uk).

Σk embeds into Σk in the following sense: for any input u(t), k times differ-
entiable, such that |u(i)(t)| ≤ B, the trajectories of Σk and Σk are mapped to
one another by (x(t), u(t)) → Rk,f (h)(x(t), u(t)). (Of course, (Lbk)(Lfk)lhi = 0
when l < k − 1.)

We consider now the candidate “High-gain, Luenberger-type” observer:

µ̇ = H(µ, u, uk)−Kλ(Cµ − y),
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where Kλ ∈ Rkdy × . . . × Rkdy (dy times), Kλ = ∆λK, ∆λ = block-diag(λ Iddy ,
. . . , λk Iddy ), Iddy the identity dy×dy matrix, λ to be chosen later, C = (Iddy , 0, . . .
. . . , 0), C : Rkdy × . . .×Rkdy (dy times) → Rdy .

One can prove that, provided that λ is chosen large enough and that K is
chosen such that A−KC is a stable matrix, where A is the dy-antishift matrix:

A =


0 Iddy . . . 0
0 0 . . . 0
0 0 . . . Iddy

0 0 . . . 0


(such a K exists by observability of the linear pair (C,A) and by the standard
linear theory) the relation IV.1 above holds for arbitrary real θ. This will end the
proof.

The proof of this last fact is nothing but a restatement in this case of the basic
proof of [GHO], [GHK], [GK].

Appendix. All the proofs in this appendix are computational. The proof of
lemma 4 is not that easy, but it is elementary. Everything is left to the reader.

Lemma 1. If

fk =
∂

∂x1
+

du∑
j=1

u1,j

dx∑
i=1

Θi,j(x, u0)
∂

∂xi
+
k−2∑
i=0

du∑
j=1

ui+1,j
∂

∂ui,j
,

then

(Lfk)r(h) =
∂rh

(∂x1)r
+ Φu(h)u1 + Ψu(h),

where Φu is a differential operator in x of degree ≤ r and Ψu is a differential
operator in x of degree < r.

Lemma 2. Consider Rk,f (h) : X×T ×R(k−1)du → Rkdy . Consider (x, u0) and
let % be the first integer > 0 such that u% 6= 0, (u1, . . . , u%−1) = 0, possibly u0 6= 0.
For any integer n, one has (Lfk)nh(x, u0, . . . , uk−1) =

∑
Mn,s, a sum of mono-

mials with positive integer coefficients, where, writing uji for the jth component
of ui:

Mn,s = dλx
∂mh

∂ui10 . . . ∂uim0
(V1, . . . , Vλ)ui1β1

. . . uisβs ,

Vi = (Lxf )jri ,i
∂νri,i

∂u
α
ri,i

1
0 . . . ∂u

α
ri,i
νri,i

0

. . . (Lxf )j1,i
∂ν1,i

∂u
α1,i

1
0 . . . ∂u

α1,i
ν1,i

0

f

with

n = λ+
λ∑
i=1

ri∑
t=1

jt,i +
s∑
i=1

βi, s = m+
λ∑
i=1

ri∑
t=1

νt,i.
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Lxfg denotes, in local coordinates, the Lie derivative of each component of the
vector field g with respect to f .

Lemma 3. Under the assumptions and notations of lemma 2, assume that
(x, u0) ∈ Ef . One has

dx(Lfk)nh = Zn

(
d∗r1x h, d∗r2x

∂h

∂u0
, . . . , d∗rq−1

x

∂q−1h

∂uq−1
0

)
+
∑
i>0

δi,ndx
∂qh

(∂ui1,i0 )q1,i . . . (∂uir,i0 )qr,i
dx((Lxf )n−q%−1−if)

+
du∑

i1,...,ir=1

dx
∂qh

(∂ui10 )s1 . . . (∂uir0 )sr
dx((Lxf )n−q%−1f)(ui1% )t1 . . . (uir% )tr

with q1,i + . . . + qr,i = q, s1 + . . . + sr = q, t1 + . . . + tr = q and with q = [n/%],
the integer part of n/%; ri ≤ n, Zn = δi,n = 0 if n < %. Here d∗r1x h denotes the
set of derivatives of h with respect to x, from order 0 to order r1.

This, in particular, shows that dx(Lfk)nh(x, u0, . . . , uk−1) depends only on
the sth jets with respect to x of ∂th/∂ut0, with t ≤ q = [n/%] and s(q) = 1,
s(t) = n for t < q.

There are monomials corresponding to β1 = . . . = βs = %, they correspond to
the higher order Lie derivative with respect to f :

(AL3) dx
∂qh

(∂ui10 )s1 . . . (∂uir0 )sr
dx((Lxf )n−q%−1f)(ui1% )t1 . . . (uir% )tr ,

and other terms for βi > %:

dx
∂qh

(∂ui10 )s1 . . . (∂uir0 )sr
d((Lxf )n−q%−1−if)(ui1β1

)t1 . . . (uirβr )
tr , i > 0.

The term (AL3) is also:

(AL3.1) dx(Lxf )n−q%
∂qh

(∂ui10 )s1 . . . (∂uir0 )sr
(ui1% )t1 . . . (uir% )tr .

Lemma 4. Let R(dxdy) be the set of dy-tuples of vectors of Rdx . We consider RN

for some fixed N and also some fixed algebraic expressions Zi,j(V0, . . . , Vj−1,W ),
Vi ∈ R(dxdy), W ∈ RN , Zj ∈ R(dxdy), tki,j(W ) ∈ R. Let h, s be also fixed integers
and A a fixed dx×dx matrix ; C denotes a nonzero projective linear form on Rdx .

Let W h
s be the set of (C, V0, . . . , Vs−1,W ), Vi ∈ R(dxdy), W ∈ RN such that :

(i) V0 is a dy-tuple of cyclic vectors for A;
(ii) CAiV0 = 0, i = 0, . . . , h− 1;

C(Z1,j(V0, . . . , Vj−1,W ) + Vj) = 0,

C(Z2,j(V0, . . . , Vj−1,W ) + tj2,1Vj +AVj) = 0, . . . ,
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C(Zh,j(V0, . . . , Vj−1,W ) + tjh−1,1Vj + . . .+ tjh−1,h−2A
h−2Vj +Ah−1Vj) = 0;

j = 1, . . . , s− 1.

Let Wh
s be the projection in the direction of C of W h

s , i.e.

Wh
s = {(V0, . . . , Vs−1,W ) | ∃C 6= 0, (C, V0, . . . , Vs−1,W ) ∈W h

s }.
Then Wh

s is a semialgebraic subset of R(sdydx)×RN of codimension (dysh)−dx+1.
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[WH] H. Whitney, Analytic extensions of differentiable functions defined in closed sets,

Trans. Amer. Math. Soc. 36 (1934), 63–89.


