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Let $D$ be a domain in $\mathbb{C}^n$ and $\mathcal{F} = \mathcal{F}(D)$ be a subclass in the class $\mathcal{O} = \mathcal{O}(D)$ of functions holomorphic in $D$. Recall that $D$ is called an $\mathcal{F}$-domain of holomorphy if there exists a function $f \in \mathcal{F}(D)$ which cannot be holomorphically extended across the boundary of $D$. If, for example, we take for $\mathcal{F}(D)$ the class $\mathcal{O}_{\text{temp}}(D)$ of temperate holomorphic functions in $D$ (i.e. holomorphic functions in $D$ growing less than a power of distance to the boundary of $D$) then the notion of $\mathcal{O}_{\text{temp}}$-domains of holomorphy will coincide with the usual notion of $(\mathcal{O})$-domains of holomorphy according to Pflug [10]. On the other hand, considering as $\mathcal{F}(D)$ the class $H^\infty(D)$ of bounded holomorphic functions we obtain the notion of $H^\infty$-domains of holomorphy which is quite different from the notion of $(\mathcal{O})$-domains of holomorphy (cf. Sibony [13]). In this paper we are interested in the case when $D$ is invariant under the action of a compact Lie group $K$ and $\mathcal{F}(D)$ coincides with the class $\mathcal{O}_K(D)$ of $K$-invariant holomorphic functions in $D$. From first examples of $\mathcal{O}_K$-domains of holomorphy it becomes clear that this notion differs much from the usual notion of domains of holomorphy. Consider, e.g., the ring $D = \{1 < |z| < 2\}$ in $\mathbb{C}^1$ with the action of the circle group $S^1$ given by rotations. Then the only $S^1$-invariant holomorphic functions in $D$ are constants so they extend holomorphically across the boundary of $D$ to all of $\mathbb{C}^1$ (note that $D$ is a domain of holomorphy in this example). Later on we shall give several (less trivial) examples of that sort. This article based on recent results by Peter Heinzner, Xiangyu Zhou and the author (cf. [4], [5], [12], [16]) contains some general assertions about $\mathcal{O}_K$-domains of holomorphy and their holomorphic hulls.
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with respect to $K$-invariant holomorphic functions (Section I). In Sec. II we apply these general assertions to some particular $K$-invariant domains such as matrix Reinhardt domains and the extended matrix disc. In order to avoid technicalities and present the ideas rather than results in their full generality we restrict here to the case of a compact connected Lie group $K$ acting linearly on $\mathbb{C}^n$. The general case of a compact (maybe, not connected) Lie group acting holomorphically on a Stein space is considered in Heinzner [4].

I. Complexification of invariant domains of holomorphy

1. Complexification of a compact Lie group. We assume throughout this paper that $K$ is a compact connected real Lie group. The complexification of $K$ (cf. Hochschild [6]) is a complex Lie group $K^\mathbb{C}$ with a (continuous) homomorphism $i: K \to K^\mathbb{C}$ such that for any (continuous) homomorphism $\varphi: K \to G$ to a complex Lie group $G$ there exists a unique holomorphic homomorphism $\psi: K^\mathbb{C} \to G$ closing the commutative diagram

$$
\begin{array}{ccc}
K & \overset{i}{\to} & K^\mathbb{C} \\
\varphi \searrow & & \nearrow \psi \\
& G &
\end{array}
$$

We list now some basic properties of group complexifications (cf. Hochschild [6]).

(i) The complexification $K^\mathbb{C}$ is uniquely defined up to biholomorphic homomorphisms.

(ii) The Lie algebra $\mathfrak{k}^\mathbb{C}$ of $K^\mathbb{C}$ is the complexification of the Lie algebra $\mathfrak{k}$ of $K$, i.e. $\mathfrak{k}^\mathbb{C} = \mathfrak{k} + i\mathfrak{k}$.

(iii) $K^\mathbb{C}$ is Stein and $i(K)$ is a totally real submanifold of $K^\mathbb{C}$ with $\dim_{\mathbb{R}} i(K) = \dim_{\mathbb{C}} K^\mathbb{C}$.

Examples. 1. $K = S^1 \Rightarrow K^\mathbb{C} = \mathbb{C}^* = \mathbb{C} \setminus 0$ (multiplicative group of complex numbers),

2. $K = SU(n) \Rightarrow K^\mathbb{C} = SL(n, \mathbb{C})$,

$K = U(n) \Rightarrow K^\mathbb{C} = GL(n, \mathbb{C})$.

2. Complexification of invariant domains. Let the group $K$ act linearly on $\mathbb{C}^n$, i.e. the action of $K$ on $\mathbb{C}^n$ is given by a representation $\rho: K \to GL(\mathbb{C}^n)$. By the definition of complexification this representation generates a holomorphic representation $\rho^\mathbb{C}: K^\mathbb{C} \to GL(\mathbb{C}^n)$, i.e. a holomorphic linear action of $K^\mathbb{C}$ on $\mathbb{C}^n$.

Definition. Let $D$ be a $K$-invariant domain in $\mathbb{C}^n$. We call its complexification the domain

$$D^\mathbb{C} = K^\mathbb{C} \cdot D,$$

i.e. the image of $D$ under $K^\mathbb{C}$-action.

Note that $D^\mathbb{C}$ is really a domain (i.e. an open connected set) if $D$ is a domain. The above definition agrees with the general definition of the complexification
of a Stein space given in Heinzner [4]. We are going to show (cf. Theorems 1, 2) that under some natural conditions on the $K$-action on $D$ its complexification $D_{\mathbb{C}}$ coincides with the holomorphic hull of $D$ with respect to invariant holomorphic functions.

**Example.** Reinhardt domains in $\mathbb{C}^n$ are the domains invariant under the action of the torus group $(S^1)^n$, i.e. domains $D \subset \mathbb{C}^n$ satisfying the condition

$$(z_1, \ldots, z_n) \in D \Rightarrow (e^{i\theta_1}z_1, \ldots, e^{i\theta_n}z_n) \in D$$

for all $(z_1, \ldots, z_n) \in D$ and all real $\theta_1, \ldots, \theta_n$. The complexification of a Reinhardt domain $D$ is the domain

$$D_{\mathbb{C}} = (\mathbb{C}^*)^n \cdot D = \{ (\lambda_1 z_1, \ldots, \lambda_n z_n) : (z_1, \ldots, z_n) \in D; \lambda_j \in \mathbb{C}^*, 1 \leq j \leq n \}$$

which coincides with the direct product $(\mathbb{C}^*)^r \times \mathbb{C}^{n-r}$ for some $r$, $0 \leq r \leq n$. Other examples of complexifications will be given in Sec. 2.

3. **Orbit convexity.** Main results on complexifications $D_{\mathbb{C}}$ of $K$-invariant domains $D$ will be proved under a condition that orbits of $K_{\mathbb{C}}$ in $D_{\mathbb{C}}$ are “well-behaved”. Roughly speaking, the “good behaviour” of $K_{\mathbb{C}}$-orbits means the following. First, since $D$ is invariant under $K$ we need to look only at the orbits of $K_{\mathbb{C}}$ going through points of $D$ in the “orthogonal directions”, i.e. orbits of $K_{\mathbb{C}}$ tangent to the Lie subalgebra $i\mathfrak{k}$ in $\mathfrak{k}_{\mathbb{C}}$. Their “good behaviour” means that different orbits should not meet outside $D$. More precisely, we have the following definition.

**Definition** (Heinzner [4]). Let $D$ be a $K$-invariant domain in $\mathbb{C}^n$. It is called orbit convex if for any $z \in D$ and any $v \in i\mathfrak{k}$ the inclusion $\exp v \cdot z \in D$ implies that

$$\exp(tv) \cdot z \in D \quad \text{for } 0 \leq t \leq 1.$$  

Here $\exp : \mathfrak{k}_{\mathbb{C}} \to K_{\mathbb{C}}$ is the exponential mapping.

**Example.** A Reinhardt domain in $(\mathbb{C}^*)^n$ is orbit convex if and only if it is log (logarithmically)-convex.

Further examples of orbit convex domains will be given in Sec. 2, now we want to exploit the orbit convexity for the investigation of complexifications $D_{\mathbb{C}}$.

4. **Holomorphic extension.** We have the following extension theorem for $K$-invariant functions.

**Theorem 1.** Let $D$ be a $K$-invariant orbit convex domain in $\mathbb{C}^n$. Then any $K$-invariant holomorphic function $f$ on $D$ can be extended to a $K_{\mathbb{C}}$-invariant holomorphic function $\hat{f}$ on $D_{\mathbb{C}}$. Hence, $D_{\mathbb{C}}$ is a natural holomorphic extension of $D$ with respect to $K$-invariant holomorphic functions.

The theorem in this form was proved in Heinzner–Sergeev [5] and in a more general situation—in Heinzner [4]. For the extension of $f$ to $D_{\mathbb{C}}$ one needs to use
the orbit convexity condition and identity principle to a holomorphic function on
the totally real subset \(i(K)\) in \(K^C\).

Remarks. 1. In Theorem 1 one can substitute \(K\)-invariant holomorphic functions \(f\) in \(D\) by \(K\)-equivariant holomorphic mappings \(f : D \to Y\) to some holomorphic \(K^C\)-manifold \(Y\). The assertion is still true, i.e. such a mapping extends to a \(K^C\)-equivariant holomorphic mapping \(\hat{f} : D^C \to Y\). Here, a mapping \(f : D \to Y\) is called \(K\)-equivariant iff \(f(k \cdot z) = k \cdot f(z)\) for any \(z \in D, k \in K\); the \(K^C\)-equivariance of \(\hat{f} : D^C \to Y\) is defined analogously.

2. There is a partial converse to Theorem 1 proved in Heinzner [4]. Suppose that \(D\) is a \(K\)-invariant domain of holomorphy in \(\mathbb{C}^n\) and \(\Omega\) is a \(K^C\)-invariant domain in \(\mathbb{C}^n\) such that any \(K\)-equivariant holomorphic map \(f : D \to V\) to a finite-dimensional representation space \(V = \mathbb{C}^k\) extends to a holomorphic \(K^C\)-equivariant map \(\hat{f} : \Omega \to V\). Then \(D\) is orbit convex.

5. Holomorphic convexity of \(D^C\). According to Theorem 1 \(K\)-invariant holomorphic functions from an orbit convex domain \(D\) extend to \(D^C\). The natural question is whether they could be extended further, or, to put it in another way, whether \(D^C\) is the holomorphic hull of \(D\) with respect to \(K\)-invariant holomorphic functions. The answer is positive for orbit convex domains \(D\).

Theorem 2. Let \(D\) be a \(K\)-invariant orbit convex domain of holomorphy in \(\mathbb{C}^n\). Then \(D^C\) is also a domain of holomorphy which represents the holomorphic hull of \(D\) with respect to \(K\)-invariant holomorphic functions.

This theorem is proved in Heinzner–Sergeev [5] (assuming that \(D^C\) is saturated) and in Heinzner [4] in a more general setting. The proof is based on an invariant form of Cartan’s theorem formulated next.

Cartan’s theorem. Let \(D\) be a \(K\)-invariant domain of holomorphy in \(\mathbb{C}^n\) and \(A\) is a \(K\)-invariant analytic subset in \(D\). Then any \(K\)-invariant analytic function \(f\) on \(A\) can be extended to a \(K\)-invariant holomorphic function \(F\) on \(D\) so that \(F|A = f\).

For a compact Lie group \(K\) this invariant version of Cartan’s theorem follows immediately from the usual Cartan theorem. Indeed, using the last theorem we extend \(f\) to a holomorphic function in \(D\) and then integrate it over the group \(K\). The integrated function \(F\) is the one we are looking for.

Theorems 1 and 2 give a description of \(O^K\)-holomorphic hulls of domains of holomorphy in \(\mathbb{C}^n\) under the assumption that they are orbit convex. Thus we are motivated to study more carefully the orbit-convexity condition.

6. Orbit connectedness. First we note that the orbit-convexity condition can be slightly weakened without violating the assertions of Theorems 1 and 2. Namely, this condition can be substituted by a condition of orbit-connectedness which is formulated (in contrast with the orbit-convexity condition referring only to orbits tangent to \(it\)) in terms of full \(K^C\)-orbits of points in \(D\).
Definition (Heinzner [4]). Denote for \( z \in \mathbb{C}^n \) by \( b_z : K^\mathbb{C} \to \mathbb{C}^n \) the orbit map \( b_z(h) = h \cdot z, \ h \in K^\mathbb{C} \). A \( K \)-invariant domain \( D \) in \( \mathbb{C}^n \) is called orbit connected iff the preimage
\[
b_z^{-1}(D) = \{ h \in K^\mathbb{C} : h \cdot z \in D \}
\]
is connected in \( K^\mathbb{C} \) for any \( z \in \mathbb{C}^n \).

It follows from the polar decomposition of \( K^\mathbb{C} \) that the orbit-convexity of \( D \) implies its orbit-connectedness.

The same proof as in Theorem 1 applied to \( K \)-invariant orbit connected domains in \( \mathbb{C}^n \) yields the assertion of this theorem for such domains. So from the partial converse to Theorem 1 (cf. Remark 2 after this theorem) we obtain that for \( K \)-invariant domains of holomorphy the orbit-connectedness implies orbit-convexity. Hence in this case both notions are equivalent and Theorem 2 is also true for \( K \)-invariant orbit connected domains of holomorphy.

Zhou has proved recently an extension of Theorem 2 for orbit connected domains which are not holomorphically convex.

**Theorem 3** (Zhou [16]). Let \( D \) be a \( K \)-invariant orbit connected domain in \( \mathbb{C}^n \). Then its holomorphic hull \( E(D) \) is schlicht and orbit connected \( \iff \) \( E(D_{\mathbb{C}}) \) is schlicht. Moreover, in this case
\[
E(D_{\mathbb{C}}) = K^\mathbb{C} \cdot E(D)
\]

In the next section we shall give further results on orbit-convexity and orbit-connectedness and consider non-trivial examples of domains satisfying these conditions.

**II. Orbit convex and orbit connected domains. Applications**

1. **Orbit pseudoconvex domains.** Let \( D \) be a \( K \)-invariant domain in \( \mathbb{C}^n \) given in the form
\[
D = \{ z \in \mathbb{C}^n : \varphi(z) < 0 \}
\]
where \( \varphi \) is a \( K \)-invariant real \( C^2 \)-smooth function on \( \mathbb{C}^n \).

**Definition** (Heinzner–Sergeev [5]). The function \( \varphi \) is called orbit plurisubharmonic (with respect to \( K^\mathbb{C} \)-action on \( \mathbb{C}^n \)) if the Levi form of \( \varphi \) is non-negative in complex directions tangent to \( K^\mathbb{C} \)-orbits in all points of \( D \). Domains \( D \) defined by orbit plurisubharmonic functions \( \varphi \) are called orbit pseudoconvex.

Note that in this definition we do not require \( \varphi \) to be plurisubharmonic (i.e. we do not suppose that the Levi form of \( \varphi \) is non-negative in all complex directions).

**Proposition** (Heinzner–Sergeev [5]). Let \( D \) be an orbit pseudoconvex domain in \( \mathbb{C}^n \). Then it is orbit convex.

2. **Matrix Reinhardt domains.** As we have noted before, Reinhardt domains in \( (\mathbb{C}^*)^n \) are orbit convex \( \iff \) they are log-convex. Such domains in \( (\mathbb{C}^*)^n \) are always orbit connected. We see that the orbit-convexity of Reinhardt domains is
closely related to their holomorphic convexity — recall that a complete Reinhardt domain $D$ in $\mathbb{C}^n$ is holomorphically convex if and only if it is log-convex. Here $D$ is complete iff with any point $(z_1^0, \ldots, z_n^0)$ it contains also the polydisc $\{(z_1, \ldots, z_n) : |z_i| \leq |z_i^0|, i = 1, \ldots, n\}$. Any complete log-convex Reinhardt domain in $\mathbb{C}^n$ is orbit convex.

Let us consider now a generalization of Reinhardt domains to the matrix case. Denote by $\mathbb{C}^n[m \times m]$ the space of $n$ matrix variables, i.e. a point $Z \in \mathbb{C}^n[m \times m]$ is an $n$-tuple $Z = (Z_1, \ldots, Z_n)$ where all $Z_i$, $1 \leq i \leq n$, are $m \times m$-matrices with complex entries.

**Definition** (Sergeev [12]). A domain $D \subset \mathbb{C}^n[m \times m]$ is called a matrix Reinhardt domain if with any point $(Z_1, \ldots, Z_n) \in D$ all points of the form $(U_1Z_1V_1, \ldots, U_nZ_nV_n)$ for arbitrary unitary matrices $U_i, V_i$, $1 \leq i \leq n$, also belong to $D$.

Otherwise, matrix Reinhardt domains are the domains invariant under the natural action of the group $[U(m) \times U(m)]^n$ on $\mathbb{C}^n[m \times m]$.

A matrix Reinhardt domain $D$ is, in general, not a Reinhardt domain in $\mathbb{C}^{nm}$ but we can always associate with $D$ a Reinhardt open set (maybe not connected) $\text{diag} D$ in $\mathbb{C}^{nm}$, namely

$$\text{diag} D = \{(Z_1, \ldots, Z_n) \in D : Z_i \text{ are complex diagonal } m \times m\text{-matrices, } 1 \leq i \leq n\}.$$  

We have the following matrix analogue of the above assertions for Reinhardt domains.

**Proposition.** A matrix Reinhardt domain $D \subset [\text{GL}(m, \mathbb{C})]^n$ is orbit connected. Hence, $D$ is orbit convex if it is a domain of holomorphy.

This proposition is a corollary of general results on invariant domains in homogeneous spaces collected in the following

**Theorem 4.** (i) Let $H$ be a closed connected complex subgroup in $K^C$ and $D$ is a $K$-invariant domain in the homogeneous space $K^C/H$ provided with the left action of $K^C$ on $K^C/H$. Then $D$ is orbit connected.

(ii) Let $L$ be a closed connected subgroup in $K$ and $D$ is a $K$-invariant domain in the homogeneous space $K^C/L^C$. Then its holomorphic hull $\mathcal{E}(D)$ is schlicht and orbit convex.

(iii) Suppose, in addition to the assumptions of (ii), that $(K, L)$ form a symmetric pair, i.e. there exists an involutive automorphism $\sigma$ of $K$ such that $K^o_\sigma \subset L \subset K_\sigma$ where $K_\sigma$ is the subgroup of $K$ consisting of points fixed by $\sigma$ and $K^o_\sigma$ is its identity connected component. Then $D \subset K^C/L^C$ is holomorphically convex if and only if $D$ is orbit convex.

The assertions of the theorem (and other results in this direction) are contained in the papers by Lasalle [8], Rothaus [11], Loeb [9], Cœuré–Loeb [2].
Passing to the case of general matrix Reinhardt domains \( D \) in \( \mathbb{C}^n[m \times m] \) we have the following analogue of the above assertion for Reinhardt domains: a complete matrix Reinhardt domain \( D \) is holomorphically convex \( \iff \text{diag} \, D \) is holomorphically convex \( \iff \text{diag} \, D \) is log-convex (Sergeev [12]). Here, \( D \) is complete iff with any point \((Z_1^0, \ldots, Z_n^0)\) it contains also the matrix polydisc \( \{(Z_1^i, \ldots, Z_n^i) : \|Z_i^i\| \leq \|Z_i^0\|, \quad i = 1, \ldots, n\} \) where \( \|Z\| = \max\{\text{eigenvalues of } \sqrt{Z^* Z}\} \) is the spectral norm of a matrix \( Z \). In fact, a stronger result is true.

**Theorem 5.** Let \( D \) be a matrix Reinhardt domain in \( \mathbb{C}^n[m \times m] \). Then \( D \) is holomorphically convex \( \iff \text{diag} \, D \) is a connected holomorphically convex Reinhardt domain in \( \mathbb{C}^{mn} \).

This theorem is proved by Bedford–Dadok [1], the sufficient part is proved independently by Zhou [15]. (Another proof of this result was proposed in Fels [3].) Bedford–Dadok [1] also considered domains invariant under so called polar actions of classical groups and proved a similar criterion for their holomorphic convexity.

3. **Extended matrix disc.** Another important example of orbit convex domains is provided with the extended matrix disc — a domain which arises naturally in the quantum field theory.

The matrix disc is a domain \( \Delta \) in the space \( \mathbb{C}[2 \times 2] \) of the form
\[
\Delta = \{ Z \in \mathbb{C}[2 \times 2] : \|Z\| < 1 \}.
\]
The condition \( \|Z\| < 1 \) where \( \|\cdot\| \) is the spectral norm of \( Z \) (cf. above) is equivalent to the positive-definiteness of the Hermitian matrix \( I - Z^* Z \). The matrix disc is invariant under the action of the group \( K = SU(2) \times SU(2) \) given by
\[
Z \mapsto UZV^{-1}, \quad Z, U, V \in SU(2).
\]
The action of the complexified group \( K^C = SL(2, \mathbb{C}) \times SL(2, \mathbb{C}) \) on \( \mathbb{C}[2 \times 2] \) is given by the same formula and the complexification \( \Delta^C \) is equal to
\[
\Delta^C = K^C : \Delta = \{ Z \in \mathbb{C}[2 \times 2] : |\det Z| < 1 \}.
\]
\( \mathbb{C}[2 \times 2] \) (but not a Reinhardt domain in \( \mathbb{C}^4 \)).

The extended matrix disc \( \Delta'_n \) is defined as
\[
\Delta'_n = \{ (AZ_1B^{-1}, \ldots, AZ_nB^{-1}) \in \mathbb{C}^n[2 \times 2] : (Z_1, \ldots, Z_n) \in \Delta^n, \quad A, B \in SL(2, \mathbb{C}) \}.
\]
Otherwise speaking, we consider the matrix polydisc
\[
\Delta^n = \{ (Z_1, \ldots, Z_n) \in \mathbb{C}^n[2 \times 2] : \|Z_i\| < 1, \quad i = 1, \ldots, n \}
\]
with the diagonal action of the group \( K = SU(2) \times SU(2) \) on \( \mathbb{C}^n[2 \times 2] \)
\[
(Z_1, \ldots, Z_n) \mapsto (UZ_1V^{-1}, \ldots, UZ_nV^{-1}), \quad U, V \in SU(2).
\]
Then \( \Delta^n \) is invariant under \( K \) and \( \Delta'_n \) coincides with the image of \( \Delta^n \) under the diagonal action of \( K^C = SL(2, \mathbb{C}) \times SL(2, \mathbb{C}) \) given by the above formula
\[
\Delta'_n = \Delta^C = K^C : \Delta^n.
\]
Note that \( \Delta'_n \) is not a matrix Reinhardt domain (Zhou).
There was a conjecture proposed by some mathematicians and physicists (I’ve heard about it from V. S. Vladimirov) asserting that the extended matrix disc is a domain of holomorphy. It is in fact a compact version of the well-known “extended future tube conjecture” from quantum field theory (cf. Sec. II.4 below). Using the results of Sec. I we can prove that the “extended matrix disc conjecture” is true.

**Theorem 6** (Heinzner–Sergeev [5]). The extended matrix disc $\Delta_n'$ is a domain of holomorphy in $\mathbb{C}^n[2 \times 2] = \mathbb{C}^{4n}$ for any $n$.

The theorem follows from Theorems 1 and 2 from Sec. I if we prove that $\Delta_n'$ is a $K$-invariant orbit convex domain of holomorphy in $\mathbb{C}^{4n}$. To check its orbit convexity one could use the Proposition from Sec. II.1 above.

4. **Extended future tube conjecture and non-compact groups.** We formulate now the extended future tube conjecture (cf., e.g., Vladimirov [14]). To define the extended future tube $\tau_n'$ we need to substitute the matrix polydisc $\Delta_n$ in the definition of $\Delta_n'$ from the Sec. II.3 by the direct product of future tubes $\tau^+ \times \ldots \times \tau^+$ ($n$ times) $= \tau_n^+$ where $\tau^+ = \{z = x + iy \in \mathbb{C}^4 : y_1^2 > y_2^2 + y_3^2 + y_4^2, y_1 > 0\}$.

Also the $K^\mathbb{C}$-action on $\mathbb{C}^n[2 \times 2]$ should be substituted by the diagonal action of the identity component $L^\mathbb{C}_+$ of the complex Lorentz group $L^\mathbb{C} = O(4, \mathbb{C})$. In other words, the extended future tube $\tau_n'$ is defined by

$$\tau_n' = \{(\Lambda z^{(1)}, \ldots, \Lambda z^{(n)}) \in \mathbb{C}^{4n} : z^{(i)} \in \tau^+, i = 1, \ldots, n; \Lambda \in L^\mathbb{C}_+\}.$$ 

So in the case of the extended future tube $\tau_n'$ the notations of Sec. I are interpreted as follows:

$$D = \tau^+ \times \ldots \times \tau^+ \text{ (n times)} = \tau_n^+,$$
$$D^\mathbb{C} = \tau_n' = K^\mathbb{C} \cdot \tau_n^+,$$
$$K = L^\mathbb{C}_+ \text{, identity component of } L = O(1, 3)$$
$$K^\mathbb{C} = L^\mathbb{C}_+ \text{, identity component of } O(4, \mathbb{C}).$$

The extended future tube conjecture asserts that $\tau_n$ is a domain of holomorphy for any $n$. It is still open for $n > 2$. We believe that the reason why it is still unproved is of quite general character related to the lack of a comprehensive geometric invariant theory for non-compact groups. In our situation it means that some of the results of Sec. I used in the proof of the compact version of the extended future tube conjecture do not extend to the non-compact group $K = L^\mathbb{C}_+$. To be more precise, there exists an analogue of Theorem 1 from Sec. I for $\tau_n'$ proved by Bargmann–Hall–Wightman (cf. Jost [7]). There is also an analogue of the Hilbert theorem used in the proof of Theorem 2, Sec. I — it is a theorem of Hall (cf. Jost [7]). However the Cartan theorem (also used in the proof of Theorem 2) is not true for non-compact groups as could be seen from the following simple example communicated to me by Zhou (cf. also Heinzner [4]). Take $D = \mathbb{C}^2$ with the action of $K = \mathbb{R}$ given by the representation

$$\mathbb{R} \to \text{GL}(2, \mathbb{C}), \quad t \mapsto \begin{pmatrix} 1 & t \\ 0 & 1 \end{pmatrix} \begin{pmatrix} z_1 \\ z_2 \end{pmatrix} = (z_1 + tz_2, z_2).$$
Consider the analytic submanifold \( A = \{ (z_1, z_2) \in \mathbb{C}^2 : z_2 = 0 \} \) invariant under \( \mathbb{R} \). Then \( \mathbb{R} \)-invariant analytic functions on \( A \) are given by arbitrary holomorphic functions \( f(z_1) \). However, \( \mathbb{R} \)-invariant holomorphic functions on \( \mathbb{C}^2 \) are the entire functions \( F \) on \( \mathbb{C} \) satisfying the condition

\[
F(z_1 + tz_2, z_2) = F(z_1, z_2) \quad \text{for any} \ (z_1, z_2) \in \mathbb{C}^2, \ t \in \mathbb{R}.
\]

In particular, such functions \( F \) should be constant in \( z_1 \). Hence, the invariant version of Cartan’s extension theorem is not true in this case.
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