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Abstract. The purpose of this paper is to present a concise survey of the main properties
of biholomorphically invariant pluricomplex Green functions and to describe a number of new
examples of such functions. A concept of pluricomplex geodesics is also discussed.

1. Introduction. Let Ω be an open bounded subset of C, and let a be a point
in Ω. Suppose that a function z 7→ GΩ(z, a) has the following properties:

(i) GΩ(·, a) is non-negative and harmonic in Ω \ {a};
(ii) for each w ∈ ∂Ω we have limz→wGΩ(z, a) = 0;
(iii) z 7→ GΩ(z, a) + log |z − a| extends to a harmonic function on Ω.

Then the function z 7→ GΩ(z, a) is called the classical Green function for Ω with
pole at a. If (ii) is replaced by the following condition:

(ii)′ there is a polar set F ⊂ ∂Ω such that for each w ∈ ∂Ω \ F we have
limz→wGΩ(z, a) = 0,

then GΩ(·, a) is called the generalized Green function for Ω with pole at a. Every
set Ω can have at most one Green function with a given pole. Moreover, if u is
the solution to the Dirichlet problemu ∈ C2(Ω) ∩ C(Ω) ,

∆u = 0 in Ω ,
u(z) = log |z − a| for each z ∈ ∂Ω ,

then z 7→ u(z)−log |z−a| is the classical Green function with pole at a. Conversely,
if Ω has the classical Green function, the function u defined by (iii) (and extended
continuously to a function on Ω) solves the Dirichlet problem.

It can be shown that the Green function GΩ is symmetric, that is GΩ(z, w) =
GΩ(w, z) if z 6= w and z, w ∈ Ω. It can also be shown that the functions
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−GΩ contract holomorphic mappings in the following sense. If f : Ω1 −→ Ω2

is a holomorphic mapping and both Ω1 and Ω2 have Green’s functions, then
(−GΩ2)(f(z), f(w)) ≤ (−GΩ1)(z, w). In particular, if Ω is a bounded simply
connected domain, a ∈ Ω, and f is a conformal mapping which maps Ω onto the
unit disc so that f(a) = 0, then GΩ(z, a) = − log |f(z)| for z ∈ Ω. Conversely,
the Riemann mapping theorem (for a simply connected domain that has a Green
function) can be proved by using the Green function.

In Cn one can introduce pluricomplex Green functions which generalize the
one-variable Green functions with logarithmic poles. The pluricomplex Green
functions in several complex variables display many analogies to the Green func-
tions of the classical potential theory. At the same time, significant differences
exist. Probably the most important difference is that pluricomplex Green func-
tions need not be symmetric. A symmetric pluricomplex Green function was in-
troduced by Cegrell [C1, C2]. Its definition will be stated in the next section.
Another Green function in several complex variables was introduced by Hervé
[H1, H2]. Over the recent years, pluricomplex Green functions have been used in
various contexts of complex analysis. The reader is referred to [A, A2, BL, B,
BT3, D2, D, DG, JP1, JP2, K1, K2, K3, KR, L, M, PS, SE] for details.

This paper is a slightly extended version of four lectures given in October
1992 in the International Banach Centre in Warsaw. Although primarily meant
as a survey of the main properties of the pluricomplex Green functions, this paper
contains also a number of new examples of such functions. In the last section of the
paper, we introduce and briefly investigate a concept of pluricomplex geodesics.

Throughout the paper, D will be used to denote the open unit disc; the symbols
‖ · ‖ and | · | will denote the Euclidean norm and the polydisc norm in Cn,
respectively.

2. Basic properties of pluricomplex Green functions. Let Ω be a do-
main in Cn, and let a ∈ Ω. If u ∈ PSH(Ω), we say that u has a logarithmic pole
at a if the function z 7→ u(z)− log |z − a| is bounded from above in a neighbour-
hood of a. We shall denote by G(Ω, a) the family of all negative plurisubharmonic
functions on Ω which have a logarithmic pole at a. Note that if Φ : Ω1 −→ Ω2 is
a holomorphic mapping and u ∈ G(Ω2,Φ(a)), then u ◦ Φ ∈ G(Ω1, a).

Example 2.1. In this example we shall describe G(Ω, (a, b)) for Ω = {(z, w) ∈
C2 : |zw| < 1} and (a, b) ∈ Ω.

Let Ω∗ = {(z, w) ∈ Ω : z 6= 0} and let C∗ = C \ {0}. Then (z, w) 7→ (z, w/z)
is a biholomorphic mapping from C∗ × D onto Ω∗. Note that

u ∈ G(C∗ × D, (a, b))⇔ ∃v ∈ G(D, b)∀w ∈ D : u(z, w) = v(w).

Consequently,

u ∈ G(Ω∗, (a, b))⇔ ∃v ∈ G(D, ab)∀w ∈ D : u(z, w) = v(zw).
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Since closed pluripolar sets are removable singularities for bounded plurisubhar-
monic functions and Ω is symmetric, we conclude that

u ∈ G(Ω, (a, b)) = {(z, w) 7→ v(zw) : v ∈ G(D, ab)}, (a, b) ∈ Ω \ {(0, 0)}.
The set G(Ω, (0, 0)) is slightly different. We claim that

G(Ω, (0, 0)) = {(z, w) 7→ 1
2v(zw) : v ∈ G(D, 0)}.

The inclusion “⊃” is obvious. The opposite inclusion follows from the fact that
if u ∈ G(Ω, (0, 0)), then u is constant on the sets {(z, w) : zw = c}, for all c ∈ D,
and the function

v(λ) = max{2u(η, η) : η2 = λ}, λ ∈ D,
is subharmonic.

Let Ω be a strictly convex bounded domain in Cn and let a ∈ Ω. Lempert
[L1] has proved that one can construct a function u with the following properties:u ∈ C∞(Ω \ {a}) ∩ G(Ω, a)

(ddcu)n ≡ 0 in Ω \ {a},
u(z) −→ 0 as z −→ w ∈ ∂Ω.

(See the next section for more information about the operator (ddc)n.) In the
one dimensional case, the function −u coincides with the classical Green function
for Ω with pole at a. Although Lempert’s construction cannot be used in the
case of more general classes of open sets in Cn, one can approach the problem of
generalizing Green functions from a different direction. LetΩ be a connected open
subset of Cn, and let a be a point in Ω. One defines (see [K1]) the pluricomplex
Green function of Ω with pole at a by the formula

gΩ(z, a) = sup{u(z) : u ∈ G(Ω, a)}.

Example 2.2. If ||| · ||| is a norm in Cn and B is the open unit ball with respect
to this norm, then gB(z, 0) = log |||z||| for z ∈ B. If Ω is a domain in Cn and
Φ : Ω −→ B is a biholomorphic mapping, then gΩ(z,Φ−1(0)) = log |||Φ(z)||| for
z ∈ Ω.

Example 2.3. If Ω is as in Example 2.1, then

gΩ((z, w), (a, b)) =


1
2

log |zw| if (z, w) ∈ Ω, (a, b) = (0, 0),

log
∣∣∣∣ zw − ab1− āb̄zw

∣∣∣∣ if (z, w) ∈ Ω, (a, b) ∈ Ω \ {(0, 0)}.

Note that
gΩ((z, w), (0, 0)) 6= gΩ((0, 0), (z, w)) if zw 6= 0.

For more general examples of this type see [JP2].

Observe that (z, w) 7→ gΩ(z, w) is symmetric if and only if it is plurisub-
harmonic with respect to each variable separately [C1, BD]. To overcome this
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problem, Cegrell [C1] has introduced a symmetric Green function in Cn. Let Ω
be an open subset of Cn. Cegrell’s function WΩ is defined by the formula:

WΩ(z, w) = sup{u(z, w)}, (z, w) ∈ Ω ×Ω ,

where the supremum is taken over all functions u ∈ SH(Ω×Ω, [−∞, 0]) satisfying
the following conditions:

(i) for each z ∈ Ω, {w 7→ u(z, w)} ∈ PSH(Ω),
(ii) for each w ∈ Ω, {z 7→ u(z, w)} ∈ PSH(Ω),
(iii) u(z, w) ≤ log ‖z − w‖ − log max{dist(z,Cn \Ω),dist(w,Cn \Ω)}.
Of course, if gΩ is symmetric, then it coincides withWΩ . In general, WΩ ≤ gΩ ,

the function WΩ is symmetric and it shares a number of properties with gΩ , but
also displays significant differences (see [C1, C2] for details).

Some fundamental properties of the pluricomplex Green function gΩ are gath-
ered in the following theorem. Recall that an open bounded and connected set
Ω ⊂ Cn is said to be hyperconvex if there exists a continuous plurisubhar-
monic function % : Ω −→ (−∞, 0) such that for each c ∈ (−∞, 0) the set
{z ∈ Ω : u(z) < c} is relatively compact in Ω.

Theorem 2.3 Suppose that Ω, Ω′ are domains in Cn and Cm, respectively.

(i) If n = 1 and Ω is hyperconvex , then −gΩ(·, a) is the classical Green
function for Ω with pole at a (see [K1]).

(ii) If z, w ∈ Ω, m = n and Ω ⊂ Ω′, then gΩ(z, w) ≥ gΩ′(z, w) (see [K1]).
(iii) If z, w ∈ Ω, m = n, Ω ⊂ Ω′, and Ω′ \ Ω is pluripolar , then gΩ(z, w) =

gΩ′(z, w) (see [K1]).
(iv) If R > r > 0 and B(w, r) ⊂ Ω ⊂ B(w,R), then for z ∈ B(w, r) we have

log(‖z − w‖/R) ≤ gΩ(z, w) ≤ log(‖z − w‖/r),
where B(a, %) denotes the open ball with centre at a and radius % (see [K1]).

(v) If Ω is bounded and w ∈ Ω, then {z 7→ gΩ(z, w)} ∈ G(Ω,w) (see [K1]).
(vi) If f : Ω −→ Ω′ is holomorphic, then

gΩ′(f(z), f(w)) ≤ gΩ(z, w), z ∈ Ω
(see [K1]).

(vii) If (Ωj)j∈N is an increasing sequence of domains in Cn and Ω =
⋃
Ωj ,

then
gΩ(z, w) = lim

j→∞
gΩj

(z, w), z ∈ Ω,w ∈ Ω1

(see [A2, D2]).
(viii) If Ω is hyperconvex , then the pluricomplex Green function gΩ : Ω×Ω −→

[−∞, 0] is continuous (where gΩ |(∂Ω ×Ω) ≡ 0) (see [D2]).
(ix) If Ω is a pseudoconvex domain, then the function gΩ : Ω×Ω −→ [−∞, 0]

is upper semicontinuous (see [K2]).
(x) Let CΩ denote the Carathéodory pseudodistance in Ω and let % be the

Poincaré distance in D. Let δΩ(z, w) = inf{%(ξ, η)}, where the infimum is taken
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over all ξ, η ∈ D for which there is a holomorphic mapping f : D −→ Ω such that
f(ξ) = z and f(η) = w. Then log tanhCΩ ≤ gΩ ≤ log tanh δΩ in Ω × Ω (see
[K1]).

(xi) Define

σ(z, w) = inf
{ m∑
j=1

tanh−1 exp(max{gΩ(aj , aj+1), gΩ(aj+1, aj)})
}
,

where the infimum is taken over all finite chains of points a1, . . . , am+1 in Ω
such that a1 = z and am+1 = w. The {Ω 7→ σΩ} is a Schwarz–Pick system. In
particular CΩ ≤ σΩ ≤ KΩ , where KΩ denotes the Kobayashi pseudodistance in
Ω (see [K1]).

(xii) For (p, v) ∈ Ω × Cn define

AΩ(p, v) = lim sup
λ→0
λ 6=0

exp(gΩ((p+ λv), p))
|λ|

.

Then AΩ is an infinitesimal pseudometric in Ω; (see [A1, A2]).

In order to gain a better understanding of the pluricomplex Green functions
we will need some information concerning maximal plurisubharmonic functions
and the complex Monge–Ampère operator. A discussion of these notions is the
objective of the next section.

3. The complex Monge–Ampère operator and maximality. Let Ω be
an open subset of Cn and let u : Ω −→ [−∞,∞) be a plurisubharmonic function.
Following Sadullaev [S], we say that u is maximal if for every relatively compact
open subset G of Ω, and for every upper semicontinuous function v on G such that
v ∈ PSH(G) and v ≤ u on ∂G, we have v ≤ u in G. We shall be using the symbol
MPSH(Ω) to denote the family of all maximal plurisubharmonic functions on Ω.
Note that maximal plurisubharmonic functions may be unbounded. For instance
{(z, w) 7→ log |zw|} ∈ MPSH(C2).

It follows directly from the definition that if u ∈MPSH(Ω) and v ∈ PH(Ω)
(where PH = pluriharmonic), then v, u+v ∈MPSH(Ω). Moreover, the limit of
a locally uniformly convergent sequence of maximal plurisubharmonic functions
is a maximal plurisubharmonic function.

It is convenient to keep in mind analogies to convex and subharmonic func-
tions. In one real variable, affine functions are the “maximal” convex functions.
In several real variables, harmonic functions can be regarded as maximal sub-
harmonic functions. The maximality of convex functions of several real variables
is somewhat more involved (see e.g. [RT]). Since convex functions of many vari-
ables can be described as “pluri-sub-affine”, there is a significant similarity to the
plurisubharmonic case which we describe below.

Although the maximal psh functions of one complex variable are C∞, in higher
dimensions it is easy to find non-differentiable or even discontinuous maximal
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plurisubharmonic functions. One-dimensional potential theory draws much of its
strength from the fact that harmonic functions are smooth and can be character-
ized in terms of the Laplace operator. In the case of C2-plurisubharmonic func-
tions, the complex Hesse matrix [ ∂2u

∂zj∂z̄k
] carries information about maximality of

u. We have the following (see e.g. [K3])

Proposition 3.1. Let u∈C2(Ω), where Ω⊂Cn is open. Then u∈MPSH(Ω)
if and only if det[ ∂2u

∂zj∂z̄k
] ≡ 0 in Ω.

If ∂ and ∂̄ are the standard differential operators in Cn, then we define the
operator dc by the formula dc = i(∂̄ − ∂) . If d denotes the operator of exterior
differentiation,we have ddc = 2i∂∂̄ . The complex Monge–Ampère operator in Cn
is defined as the nth exterior power of ddc, i.e.

(ddc)n = ddc ∧ . . . ∧ ddc︸ ︷︷ ︸
n−times

.

Observe that if u ∈ C2(ω), then

(ddcu)n = 4nn! det
[

∂2u

∂zj∂z̄k

]
dV ,

where dV denotes the usual volume form in Cn.
Now the above proposition can be restated as follows.

Corollary 3.2. Let Ω be an open subset of Cn, and let u ∈ C2 ∩ PSH(Ω).
Then u is maximal if and only if (ddcu)n = 0 in Ω.

The next proposition and theorem provide some examples of maximal pluri-
subharmonic functions.

Let f : Ω −→ Ω′ be a holomorphic mapping, where Ω,Ω′ ⊂ Cn, and let
u ∈ C2(Ω′). It is easy to check that

(3.1) det
[
∂2(u ◦ f)
∂zj∂z̄k

(a)
]

= |det ∂af |2 det
[

∂2u

∂wj∂w̄k
(f(a))

]
.

Consequently, we obtain the following transformation formula for the Monge–
Ampère operator:

(ddc(u ◦ f))n(a) = |det ∂af |2(ddcu)n(f(a)) .

Proposition 3.3. Let Ω be an open subset of Cn. If u1, . . . , um ∈ PH(Ω)
and m ≤ n, then max{u1, . . . , um} ∈ MPSH(Ω).

P r o o f. Since the functions u1, . . . , um do not have to be all different, we
may suppose that m = n. Moreover, since for locally bounded plurisubharmonic
functions the property of being a maximal plurisubharmonic function is local (see
below), we may suppose that there are holomorphic functions f1, . . . , fn such that
uj = Refj in Ω for all j. Let v = max{u1, . . . , un}. Define

Fp = (exp(pf1), . . . , exp(pfn)), p = 1, 2, 3, . . .
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We have

v(z) = log max{| exp(f1)|, . . . , | exp(fn)|} ≤ 1
p

log ‖Fp(z)‖ ≤
1
2p

log n+ v(z)

in Ω. Since z 7→ log ‖z‖ is maximal in Cn\{0}, (3.1) implies that z 7→ log ‖Fp(z)‖
is maximal in Ω for each p. Therefore v is maximal as the limit of a uniformly
convergent sequence of maximal functions.

This statement is no longer true if m > n. For instance, the function

v(z) = log max{1, |z1|, . . . , |zn|}, z ∈ Cn,
is obviously not maximal in Cn.

Although the function defined as the maximum of two maximal functions is
not necessarily maximal, we have the following result due to Zeriahi [Z].

Theorem 3.4. Let Ω1 and Ω2 be open sets in Cn1 and Cn2 , respectively.
Suppose that u1 ∈MPSH(Ω1) and u2∈MPSH(Ω2). If u(z1, z2) = max{u1(z1),
u2(z2)} for (z1, z2) ∈ Ω1 ×Ω2, then u ∈MPSH(Ω1 ×Ω2).

The characterization of maximality given in Corollary 3.2 can be extended
to the case of locally bounded plurisubharmonic functions. First, however, it is
necessary to generalize the complex Monge–Ampère operator so that it can be
applied to such functions. The starting point is the following property [CLN,
BT1].

Proposition 3.5. Let Ω be an open subset of Cn. If v1, . . . , vk ∈ C2(Ω) and
ϕ is a test form in Ω of bidegree (n− k, n− k), then∫

Ω

ddcv1 ∧ . . . ∧ ddcvk ∧ ϕ =
∫
Ω

vjddcv1 ∧ . . . ∧ ddcvj−1 ∧ ddcvj+1 ∧ . . .

. . . ∧ ddcvk ∧ ddcϕ
for j = 1, . . . , k.

The above proposition, combined with some facts concerning positive differ-
ential forms, can be used to obtain the following inequality.

Proposition 3.6. Let Ω be an open neighbourhood of a compact set K ⊂ Cn.
There exist a constant C > 0 and a compact set L ⊂ Ω \K, which depend on K
and Ω, such that for all u1, . . . , un ∈ PSH ∩ C2(Ω),∫

K

ddcu1 ∧ . . . ∧ ddcun ≤ C‖u1‖L · . . . · ‖un‖L ,

where ‖ · ‖L denotes the supremum norm on L.

This is a slightly enhanced version of the the Chern–Levine–Nirenberg estimate
([CLN]; see also [K3]).

If u ∈ PSH(Ω), then ddcu is a positive (1, 1)-current. Bedford and Taylor
[BT1] observed that this property, combined with the integration-by-part for-
mula from Proposition 3.5, can serve as a basis for an inductive definition of the
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Monge–Ampère operator acting on locally bounded plurisubharmonic functions.
Let u1, . . . , un ∈ L∞loc(Ω) ∩ PSH(Ω). If 1 ≤ k ≤ n, then ddcu1 ∧ . . . ∧ ddcuk can
be defined inductively, as a positive (k, k)-current of order 0, by the formula∫

Ω

ddcu1 ∧ . . . ∧ ddcuk ∧ χ =
∫
Ω

ukddcu1 ∧ . . . ∧ ddcuk−1 ∧ ddcχ ,

where χ is a test form in Ω of bidegree (n− k, n− k).
The operator (ddc)n, acting on locally bounded plurisubharmonic functions,

is called the generalized complex Monge–Ampère operator . One of the most im-
portant properties of the Monge–Ampère operator is continuity on monotone
sequences. As every plurisubharmonic function can be approximated by a de-
creasing sequence of smooth plurisubharmonic functions, algebraic properties of
the Monge–Ampère operator acting on smooth functions are retained in the gen-
eral case [BT2].

Theorem 3.7. Let Ω be an open subset of Cn, and let {uj}j∈N be a monotone
sequence in PSH∩L∞loc(Ω) that converges to a function u ∈ PSH∩L∞loc(Ω) almost
everywhere in Ω (with respect to the Lebesgue measure). Then the sequence of the
Radon measures (ddcuj)n converges to the measure (ddcu)n in the weak∗-topology.

This leads, via some comparison results for plurisubharmonic functions, to the
following characterization of maximality [BT2, S, K3].

Theorem 3.8. Let Ω be an open subset of Cn, and let u be a locally bounded
plurisubharmonic function on Ω. Then u is maximal if and only if it satisfies the
homogeneous Monge–Ampère equation (ddcu)n = 0.

It is natural to ask whether the above criterion of maximality extends to some
unbounded functions. The next theorem contains a positive result in this direction
([S], [B L]).

Theorem 3.9. Let Ω be an open subset of Cn and let {uj}j∈N be a decreasing
sequence in PSH ∩ L∞loc(Ω) that converges to a function u ∈ PSH(Ω). If the
sequence of the Radon measures (ddcuj)n converges to zero in the weak∗-topology ,
then u ∈MPSH(Ω).

There are several methods of defining the complex Monge–Ampère operator
as a positive measure for some unbounded plurisubharmonic functions (see e.g.
[K, D1, SI, C1, B].) In the present context, we need a very simple special case of
this kind of definition, so that logarithmic poles can be handled.

Let Ω be an open connected subset of Cn, and let a be a point in Ω. Define:

PSH(Ω; a) = PSH(Ω) ∩ L∞loc(Ω \ {a}) .
By using Proposition 3.5 and the Chern–Levine–Nirenberg estimate (Proposi-
tion 3.6) one can prove the following property.

Proposition 3.10. Let Ω be an open set in Cn, and let u ∈ PSH(Ω; a).
Then there exists a positive Borel measure µ on Ω such that , for any decreasing
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sequence {uj}j∈fN ⊂ PSH ∩ L∞loc(Ω) convergent to u at each point in Ω, the
sequence ig{(ddcuj)nig}j∈N is weak∗-convergent to µ.

If u ∈ PSH∩L∞loc(Ω), then the measure µ from the above proposition coincides
with (ddcu)n; this is why for u ∈ PSH(Ω; a) we put (ddcu)n = µ.

Example 3.11. Let a ∈ Cn, and let R > 0. If u(z) = log(‖z − a‖/R) for all
z ∈ Cn, then (ddcu)n = (2π)nδa, where δa is the Dirac delta function at a.

The next property, which is a special case of a more general theorem given by
Demailly [D1, D2], will be needed in the next section.

Theorem 3.12. Let Ω be a bounded domain in Cn, let a ∈ Ω, and let u, v ∈
PSH ∩ C(Ω, [−∞,∞)) be such that u−1(−∞) = v−1(−∞) = {a}, u < v in
Ω \ {a}, and

lim sup
z→a

u(z)
v(z)

= 1 .

Then (ddcu)n({a}) ≤ (ddcv)n({a}).

4. Green functions and the complex Monge–Ampère operator. It is
not difficult to check (see [K1, K3]) that if Ω is bounded, then z 7→ gΩ(z, w) is
maximal in Ω \ {w}. Consequently,

(ddcgΩ(·, w))n ≡ 0 in Ω \ {w} .
In fact, it turns out that in hyperconvex domains the pluricomplex Green function
can be fully characterized in terms of a Dirichlet problem for the Monge–Ampère
operator. Let Ω be a bounded domain in Cn, and let a∈Ω. Consider the problem
of finding a function u which satisfies the following conditions:

(4.1)

u ∈ C(Ω \ {a}) ∩ G(Ω, a),
(ddcu)n = (2π)nδa in Ω
u(z)→ 0 as z → ∂Ω ,

where δa is the Dirac delta function at a.
We have the following theorem due to Demailly [D2] (see also [L1]).

Theorem 4.1. If Ω is hyperconvex , then the function u(z) = gΩ(z, a) is a
unique solution to the problem (4.1).

It should be noted that, in general, the pluricomplex Green function does not
have to be very smooth. For instance, if P (0, 1) ⊂ Cn+1 is the unit polydisc, then
the function z 7→ gP (0,1)(z, 0) is not differentiable. Bedford and Demailly [BD]
have shown that even if Ω is strictly pseudoconvex with a C2-boundary, gΩ is not
necessarily a C1-function (with respect to the first variable).

In Section 2 we described the symmetric pluricomplex Green function WΩ

introduced by Cegrell. It should be mentioned that the situation in which WΩ

and gΩ coincide can be characterized in terms of the Monge–Ampère operator
(see [C1, C2]).
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We are going to describe just one application of Theorem 4.1. Because of the
close relationship between the pluricomplex Green function and the Carathéodory
and Kobayashi pseudodistances, it is reasonable to expect that the Green function
has the product property enjoyed by these pseudometrics. The following theorem
due to Jarnicki and Pflug [JP2] shows that this is indeed the case under the
assumption of pseudoconvexity. The short proof presented here is slightly differ-
ent from that given in [JP2], although both proofs use Zeriahi’s result from the
previous section.

Theorem 4.2. Let Ω1 and Ω2 be pseudoconvex domains in Cn1 and Cn2 ,
respectively , and let Ω = Ω1 ×Ω2. Then

gΩ((w1, w2), (z1, z2)) = max{gΩ1(w1, z1), gΩ2(w2, z2)}
for all (w1, z1), (w2, z2) ∈ Ω.

P r o o f. First suppose that both Ω1 and Ω2 are hyperconvex. Fix z = (z1, z2)
∈ Ω. Define

g(w) = max{gΩ1(w1, z1), gΩ2(w2, z2)}, w = (w1, w2) ∈ Ω.
In view of Theorem 2.3(viii), the function g|Ω \ {(z1, z2)} is continuous. Further-
more, there are positive constants A and B such that

log ‖w − z‖+A < g(w) < log ‖w − z‖+B

for all w 6= z which are sufficiently close to z (see Proposition 6.11 in [K2]).
Therefore, by Demailly’s comparison principle (Theorem 3.12), we have:

(ddcg)n1+n2({z}) = (2π)n1+n2 .

By Theorem 3.4 above and Proposition 4.6.4 in [K3],

(ddcg)n1+n2 = 0 in Ω \ (w1, w2).

Thus g is a solution to the Dirichlet problem g ∈ C(Ω \ {z}) ∩ G(Ω, z),
(ddcg)n1+n2 = (2π)n1+n2δz in Ω,
g(w)→ 0 as w → ∂Ω.

Consequently g is the pluricomplex Green function for Ω with pole at z by The-
orem 4.1. The general case follows from Theorem 2.3(vii).

Corollary 4.3. If Ω1, . . . , Ωk are bounded domains in the complex plane
which are regular with respect to the classical Dirichlet problem and Ω = Ω1 ×
. . .×Ωk, then

gΩ(w, z) = gΩ(z, w) = max
j=1,...,k

{gΩj
(wj , zj)},

for all z = (z1, . . . , zk) and w = (w1, . . . , wk) in Ω.

Example 4.4. Let

Ω = {(z1, . . . , zn) ∈ Cn : Im zj ∈ (0, 1), j = 1, . . . , n}.
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Then

gΩ(z, w) =
1
2

max
j=1,...,n

(
cosh(π(xj − sj))− cos(π(yj + tj))
cosh(π(xj − sj))− cos(π(yj − tj))

)
,

where z, w ∈ Ω, zj = xj + iyj , and wj = sj + itj . The one dimensional case is
covered in [BR]; the general case follows from the above corollary.

5. Examples of pluricomplex Green functions. Some examples of pluri-
complex Green functions can be derived from the following property.

Proposition 5.1. Suppose that h : Cn −→ [0,∞) is homogeneous (i.e. h(ξz)
= |ξ|h(z) for all z ∈ Cn and ξ ∈ C) and log h ∈ PSH(Cn). If Ω = {z ∈ Cn :
h(z) < 1}, then

gΩ(z, 0) = log h(z), z ∈ Ω.
P r o o f. As in the proof of Lemma 6.1.3 in [K3] we check that u ≤ log h in

Ω \ h−1(0) and, since h−1(0) is pluripolar, it follows that u ≤ log h in Ω, as
required.

It can be shown that the pluricomplex Green functions are invariant with re-
spect to a class of proper holomorphic mappings, which includes all biholomorphic
mappings (see Theorem 6.1.6 in [K3]). This property, combined with the above
proposition, can be put to use as follows.

Proposition 5.2. Let p ∈ N, and let Mn denote the vector space of all
complex n×n-matrices. Let F be a complex polynomial mapping from Cn to Mn

such that detF (z) ≡ const . 6= 0 and (n − 1) degF < p. Suppose that h is a
non-negative homogeneous function on Cn such that log h ∈ PSH(Cn). If

f(z) = F (z) ·

 z
p
1
...
zpn

 , z = (z1, . . . , zn) ∈ Cn,

then f is proper and

gΩ(z, 0) =
1
p

log h(f(z))

for all z ∈ Ω, where Ω = {z ∈ Cn : h(f(z)) < 1}.
P r o o f. Suppose that Mn is endowed with the operator norm corresponding

to the polydisc norm in Cn. Note that

|F (z)−1|−1 ≤ |f(z)|
|z|p

≤ |F (z)|, z 6= 0.

Therefore, since deg{z 7→F (z)−1}≤(n − 1) degF , we have |f(z)|≥|z|p|F (z)−1|−1

→ ∞ as |z| → ∞. To complete the proof it is enough to use Proposition 5.1
above and Theorem 6.1.6 in [K3].

Example 5.3. Let d be a positive integer and let fjk : Cn −→ C be a
polynomial of degree at most d for j = 2, . . . , n and k = 1, . . . , j − 1. Let
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a1, . . . , an ∈ C \ {0}. Define

f(z1, . . . , zn) =


a1 0 0 . . . 0

f21(z) a2 0 . . . 0
f31(z) f32(z) a3 . . . 0

...
...

... . . .
...

fn1(z) fn2(z) fn3(z) . . . an

 ·

z

(d+1)(n−1)
1

z
(d+1)(n−1)
2

z
(d+1)(n−1)
3

...
z

(d+1)(n−1)
n


for z = (z1, . . . , zn) ∈ Cn. Let Ω = f−1(Dn). Then, according to Proposition 5.2,
we have

gΩ(z, 0) =
log |f(z)|

(d+ 1)(n− 1)
,

for all z ∈ Ω.

In view of Proposition 5.1, if Ω is a logarithmically convex complete Rein-
hardt domain, then gΩ(z, 0) = log p(z) for z ∈ Ω, where p denotes the Minkowski
functional of Ω; (see [JP1] or [K2]). In [JP1, JP2] the authors obtained explicit
formulas for pluricomplex Green functions in some Reinhardt domains. Their ap-
proach was based on Hadamard’s Three Circles Theorem for logarithmically sub-
harmonic functions of one complex variable. Hadamard’s theorem can be viewed
as a result about convexity of certain functions. Moreover, if a function in a Rein-
hardt domain in Cn depends only on (|z1|, . . . , |zn|), its plurisubharmonicity can
be characterized in terms of convexity of an associated function. Consequently,
one could expect that the language of convex functions and sets should provide
an ideal environment for such constructions. In the remainder of this section we
show that this is indeed the case.

Let

λ(z1, . . . , zn) = (log |z1|, . . . , log |zn|), (z1, . . . , zn) ∈ Cn

and

e(x1, . . . , xn) = (ex1 , . . . , exn), (x1, . . . , xn) ∈ [−∞,∞)n,

where log 0 = −∞ and e−∞ = 0.
A function g defined on a Reinhardt domain Ω is called polyradial if g(z1, . . .

. . . zn) = g(|z1|, . . . , |zn|) for all z ∈ Ω. Note that if Ω is a Reinhardt domain
containing the origin, then the pluricomplex Green function of Ω with pole at 0 is
polyradial, since it is invariant with respect to the biholomorphic transformations
of the form (z1, . . . , zn) 7→ (λ1z1, . . . , λnζn), where (λ1, . . . , λn) ∈ (∂D)n is fixed.
Note also that if Ω is a Reinhardt domain in Cn and g is a negative polyradial
function in Ω, then g ∈ PSH(Ω) if and only if the restriction of g◦e to λ(Ω) ∩ Rn
is convex.

In order to describe our construction, it is convenient to introduce some more
terminology. A ray (to −∞) is a half-line of the form L = {a+ tb : t ≤ 0}, where
a ∈ Rn and b ∈ (0,+∞)n. In this case a is called the end-point of L. In what
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follows, we put

max(x) = max{x1, . . . , xn}, x = (x1, . . . , xn) ∈ Rn,

and we define
M(c) = {x ∈ Rn : max(x) < c}, c ∈ R.

Suppose that ω ⊂ Rn is a domain such that for some c ∈ R we have M(c) ⊂ ω.
We say that u : ω −→ R has normalized growth at −∞ if for some real number d
we have

sup{u(x)−max(x) : x ∈ ω ∩M(d)} < +∞.
We have the following characterization.

Corollary 5.4. Let Ω be a connected Reinhardt domain containing the origin
and let g be a polyradial plurisubharmonic function on Ω. Then g has a logarithmic
pole at 0 if and only if g ◦ e has normalized growth at −∞.

Suppose that ω ⊂ Rn is a domain such that for some c1, c2 ∈ R we have
M(c1) ⊂ ω ⊂M(c2). Define

uω(x) = sup{u(x)}, x ∈ ω,
where the supremum is taken over all convex functions u : ω −→ (−∞, 0] with
normalized growth at −∞.

For any c ∈ R, we have

uM(c)(x) = max(x)− c, x ∈M(c).

Moreover, uω1 ≥ uω2 if ω1 ⊂ ω2. Furthermore, if Ω ⊂ Cn is a bounded Reinhardt
domain and ω = λ(Ω) ∩ Rn, then

(5.1) uω(x) = (gΩ(e(x), 0))), x ∈ ω.

Our examples will be based on the following two propositions.

Proposition 5.5. If ω ⊂ Rn is convex and such that for some c1, c2 ∈ R we
have M(c1) ⊂ ω ⊂M(c2), then

lim
z→a
z∈ω

uω(z) = 0

for all a ∈ ∂ω. In particular , if ω′ ⊂ Rn is a domain such that M(c1) ⊂ ω′ ⊂ ω
and a ∈ ∂ω ∩ ∂ω′, then lim z→a

z∈ω′
uω′(z) = 0.

P r o o f. Let a ∈ ω and let L : Rn −→ R be an affine mapping such that
L(a) = 0 and L < 0 on ω. Then L is of the form

L((x1, . . . , xn)) =
n∑
j=1

cjxj + d, (x1, . . . , xn) ∈ Rn,

for some (c1, . . . , cn) ∈ [0,∞)n and d ∈ R. For some c > 0 we have cL ≤ uω and
so the result follows.
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Proposition 5.6. Let ω ⊂ Rn be a convex domain such that for some c1, c2 ∈
R we have M(c1) ⊂ ω ⊂M(c2). Suppose that x0 ∈ ω̄ is the end point of a ray R
such that R \ {x0} is contained in ω. If x belongs to this ray , then

uω(x) ≤ max(x− x0) + u∗ω(x0),

where
u∗ω(x0) = lim sup

x→x0
x∈ω

uω(x).

P r o o f. It it enough to verify the estimate for x0 ∈ ω, c1 < 0 and x 6= x0.
Then x0−x ∈ (0,+∞)n and the ray in question is of the form R((−∞, 0]), where
R(t) = t(x0 − x) + x0 for t ∈ R. Let u be an element of the defining family for
uω. Choose t < 0 such that R(t) ∈ M(c1). Let s ∈ [t, 0]. Since u ◦ R is convex,
we have

u(R(s)) ≤ u(R(t))− u(x0)
t

s+ u(x0)

≤ −smax
(
−R(t)
t

)
− c1 + u(x0)

t
+ u(x0)

−→ −smax(x− x0) + u(x0) as t −→ −∞.
So

u(x) = u(R(−1)) ≤ max(x− x0) + u(x0).

Corollary 5.7. The function uω is increasing along rays to −∞ contained
in ω.

In each of the following examples Ω is a Reinhardt domain in C2 and ω =
λ(Ω)∩Rn is its logarithmic image in R2. Propositions 5.5 and 5.6, combined with
the convexity of uω, have been used to derive the formula for uω form a diagram
of ω. Then one uses (5.1) to obtain a formula for gΩ(0, .) on a dense subset of Ω.
In each case the continuous extension to Ω gives the required Green function.

Example 5.8. Let A,B,C,D ∈ (0, 1) be such that A > B and C < D. Define

E = {(x, y) ∈ [0, 1]2 : x = AtC1−t, y = BtD1−t, t ∈ [0, 1]}
and

Ω = {(z, w) ∈ C2 : |z| < 1, |w| < 1, (|z|, |w|) 6∈ E}.
We are going to divide Ω into four subsets Ω1, Ω2, Ω3, Ω4. We put:

Ω1 =
{

(z, w) ∈ Ω : |w| ≥ min
{
D

C
|z|, |z|logD/ logC

}}
;

Ω2 =
{

(z, w) ∈ Ω : |w| ≤ max
{
B

A
|z|, |z|logB/ logA

}}
;

Ω3 = {(tz, tw) ∈ Ω : (z, w) ∈ E, t ∈ (0, 1)};

Ω4 = Ω \ (Ω1 ∪Ω2 ∪Ω3).
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gΩ((z, w), (0, 0))

=



log |w| if (z, w) ∈ Ω1;
log |z| if (z, w) ∈ Ω2;
log A

B log |z|+ log D
C log |w|+ log A

B log D
C

log AD
BC

if (z, w) ∈ Ω3;

logD
logC (1− logA

logB ) log |z|+ logA
logB (1− logD

logC ) log |w|
1− logAD

logBC

if (z, w) ∈ Ω4.

In particular, if A = C = e−2 and B = D = e−1, then

Ω = {(z, w) ∈ C2 : |z| < 1, |w| < 1} \ {(z, w) ∈ C2 : |zw|e3 = 1, |z| ∈ [e−2, e−1]}.
In this case gΩ is expressed by the following simple formula:

(5.2) gΩ((z, w), (0, 0)) =



log |w| if (z, w) ∈ Ω1;
log |z| if (z, w) ∈ Ω2;
log |zw|

2
+

1
2

if (z, w) ∈ Ω3;

log |zw|
2

if (z, w) ∈ Ω4.

Note that the pluricomplex Green function with pole at the origin for the set

{(z, w) ∈ C2 : |z| < 1, |w| < 1}\{(z, w) ∈ C2 : e−2 < |z| < e−1, e−2 < |w| < e−1}
is also given by (5.2).

Example 5.9. Let A,B ∈ (0, 1) be such that A > B and let

Ω = {(z, w) ∈ C2 : |z| < 1, |w| < 1} \ {(z, w) ∈ C2 : |z| ≤ A, |w| = B}.
It is convenient to divide Ω into the following subsets:

Ω1 = {(z, w) ∈ Ω : |z| ≤ A, B < |w|};
Ω2 = {(z, w) ∈ Ω : A < |z|, |z|logB/ logA < |w|};

Ω3 =
{

(z, w) ∈ Ω : |w| ≤ max
{
|z|B
A
, |z|logB/ logA

}}
;

Ω4 =
{

(z, w) ∈ Ω : |z| < A, |z|B
A
< |w| < B

}
.

The pluricomplex Green function for Ω with pole at the origin is given by the
formula:

gΩ((z, w), (0, 0)) =


logA
logB

log |w| if (z, w) ∈ Ω1 ∪Ω2;

log |z| if (z, w) ∈ Ω3;

log |w|+ log
A

B
if (z, w) ∈ Ω4.

Observe that the restriction of gΩ(·, 0) to Ω2∪Ω3∪Ω4 gives the pluricomplex
Green function with pole at (0, 0) for that set. This was also shown with the help
of Hadamard’s Three Circles Theorem in [JP2] (see also [JP1]).
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Example 5.10. Let Ω ⊂ C2 be the convex Reinhardt domain given by the
formula Ω = Ω1 ∪Ω2 ∪Ω3, where

Ω1 = {(z, w) ∈ C2 : e−1 < |w/z| < e, (log |z|)2 + (log |w|)2 < 1},
Ω2 = {(z, w) ∈ C2 : |z| < 1, e|z| ≤ |w| < e},
Ω3 = {(z, w) ∈ C2 : |w| < 1, e|w| ≤ |z| < e}.

The pluricomplex Green function of Ω is given by the following formula:

gΩ((z, w), (0, 0)) =


log |wz| −

√
2− (log |wz |)2

2
if (z, w) ∈ Ω1;

log |w| − 1 if (z, w) ∈ Ω2;
log |z| − 1 if (z, w) ∈ Ω3.

Let P (0, 1) be the open unit polydisc in C2. It is not difficult to notice that
the pluricomplex Green function for Ω′ = P (0, 1)∪Ω1 is the restriction of gΩ(·, 0)
to Ω′.

Since Ω is convex and balanced, the function exp(gΩ(·, 0)) is the Minkowski
functional of Ω.

6. Symmetry and pluricomplex geodesics. Although the pluricomplex
Green function displays a number of similarities to the classical Green function,
there are significant differences. Perhaps the most important difference is the
fact that pluricomplex Green functions are usually lacking symmetry (see Exam-
ple 2.3). The first example of a non-symmetric pluricomplex Green function was
published in [BD]. It can be described as follows.

Example 6.1. Consider the function

u(z, w) = max
{

1
2

log
|w2 − z2(z − c)|

ε2
, log |z|

}
, (z, w) ∈ C2,

where c ∈ D\{0} and ε > 0 are fixed. Let Ω = {u < 0}. It is not difficult to check
that gΩ(z, 0) = u(z) for z ∈ Ω. For instance, one can use the formula obtained in
Example 5.3 with d = 1, n = 2, a1 = 1, a2 = 1/ε2 and f11(z, w) = −(z − c)/ε2.
Then it can be shown that gΩ((c, 0), (0, 0)) < gΩ((0, 0), (c, 0)), provided that ε is
sufficiently small (see [BD] or [K3]).

In direct analogy to complex geodesics used in the theory of invariant pseu-
dodistances (see e.g. [D, DT, JP2, V1, V2, V3]) one can introduce the notion
of pluricomplex geodesics related to pluricomplex Green functions. Let Ω be a
bounded domain in Cn. A holomorphic mapping ϕ : D −→ Ω is called a pluri-
complex geodesic if

(6.1) gΩ(ϕ(ζ), ϕ(ξ)) = gD(ζ, ξ)

for all ζ, ξ ∈ D. If p, q ∈ ϕ(D), and p 6= q, we say that p and q can be joined by a
pluricomplex geodesic in Ω. Notice that the existence of pluricomplex geodesics
is connected with the problem of symmetry of the pluricomplex Green functions.
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Namely, if ϕ is a pluricomplex geodesic, then the restriction of gΩ to the set
ϕ(D)×ϕ(D) is symmetric. This implies that if for some Ω, p, q we have gΩ(p, q) 6=
gΩ(q, p), then there is no pluricomplex geodesic in Ω joining p and q.

Let CΩ denote the Carathéodory pseudodistance in Ω. If Ω is convex, then ac-
cording to the well-known result of Lempert (see [L2] or [JP2]) the Carathéodory
and Kobayashi distances coincide, and hence we have log tanhCΩ = gΩ (see The-
orem 2.3(x)). Consequently in this case the notions of complex and pluricomplex
geodesics coincide.

The definition of pluricomplex geodesics yields a number of corollaries.

Corollary 6.3. If ϕ is a pluricomplex geodesic in Ω, then for each p ∈ ϕ(D)
the function {ζ 7→ gΩ(ϕ(ζ), p)} is harmonic in D.

Corollary 6.4. Every pluricomplex geodesic is a proper holomorphic embed-
ding. In particular , the range of a pluricomplex geodesic in Ω is a closed one-
dimensional submanifold of Ω.

In view of Proposition 6.11 in [D] and Corollary 6.5.3 in [K3], we also have
the following property.

Corollary 6.5. Let Ω be a domain in Cn. Every complex CΩ-geodesic is a
pluricomplex geodesic in Ω.

Proposition 6.6. Let Ω be a bounded domain in Cn, and let ϕ : D −→ Ω be
a holomorphic mapping such that there exist ζ, ξ ∈ D for which

gΩ(ϕ(ζ), ϕ(ξ)) = gD(ζ, ξ).

If the function {λ 7→ gΩ(ϕ(ζ), ϕ(λ))} is subharmonic in D, then ϕ is a pluricom-
plex geodesic.

P r o o f. Define

u(λ) = gΩ(ϕ(λ), ϕ(ξ))− gD(λ, ξ), λ ∈ D \ {ξ}.
Clearly, u is subharmonic in D\ξ and u≤0 (by Theorem 2.3(vi)). Hence u extends
to a non-negative subharmonic function in D. Since u(ζ) = 0, the maximum
principle implies that u ≡ 0. In other words

gΩ(ϕ(λ), ϕ(ξ)) = gD(λ, ξ)

for all λ∈D. Now, in order to finish the proof, one can fix λ and repeat the above
argument using the second variable of the pluricomplex Green function.

Since (z, w) 7→ gΩ(z, w) is symmetric if and only if it is separately plurisub-
harmonic, we have the following property.

Corollary 6.7. Let Ω be a bounded domain in Cn, and let ϕ : D −→ Ω be a
holomorphic mapping such that there exist ζ, ξ ∈ D for which

gΩ(ϕ(ζ), ϕ(ξ)) = gD(ζ, ξ).

If the function gΩ is symmetric, then ϕ is a pluricomplex geodesic.



224 M. KLIMEK

Proposition 6.8. Let Ω be a bounded domain in Cn, and let ϕ : D −→ Ω be
a holomorphic mapping such that there exist ζ, ξ ∈ D for which

gΩ(ϕ(ζ), ϕ(ξ)) = gfD(ζ, ξ).

If there exists a non-constant holomorphic function h : Ω −→ C such that

gh(Ω)(h(ϕ(ζ)), h(ϕ(ξ))) = gΩ(ϕ(ζ)), ϕ(ξ)),

then ϕ is a pluricomplex geodesic.

P r o o f. The previous proposition implies that h◦ϕ is a pluricomplex geodesic
in h(Ω) ⊂ C, which in this case means that h ◦ ϕ is a biholomorphic mapping
from D onto h(Ω). Consequently, we have:

gD(λ1, λ2) = gh(Ω)(h(ϕ(λ1)), h(ϕ(λ2))) ≤ gΩ(ϕ(λ1), ϕ(λ2)) ≤ gD(λ1, λ2)

for all λ1, λ2 ∈ D.

The extent to which the notion of pluricomplex geodesics is useful is yet to be
assessed. At present it appears that even in the simplest case of convex domains
complex geodesics (of any kind) are rather hard to describe explicitly (see e.g.
[DT] or [JP2]).
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parabolique et applications, Math. Scand. 69 (1991), 89–126.


