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Introduction. Let Ω ⊂ Rn be a bounded domain with Lipschitz bound-
ary ∂Ω. In this paper we consider the elliptic boundary value problem (BVP)

(1.1) Au = f(u) in Ω, u = 0 on ∂Ω ,

where A is a uniformly elliptic differential operator of the form

Au = − ∂

∂xi

(
aij

∂u

∂xj

)
with coefficients aij ∈ L∞(Ω). The nonlinearity f : R→R on the right-hand side
of (1.1) may be discontinuous.

Semilinear elliptic equations of the form (1.1) involving discontinuous non-
linearities occur in various models of application, e.g. in the study of a single,
irreversible steady state reaction of zero order where the reaction term f is given
by f(s) = 0 if s ≤ 0, and f(s) = λ if s > 0 for some positive constant λ (cf. [1,
9]). Another example is given by the model of relay (or on-off) control systems
which involves the signum nonlinearity defined by f(s) = s/|s| if s 6= 0, and
f(0) = 0 (cf. [7, 11]). In recent years discontinuous nonlinearities have arisen also
in a variety of free boundary problems.

It is well known that for continuous right-hand sides f the existence of an
upper solution u and a lower solution u of the BVP (1.1) satisfying u ≥ u implies
the existence of solutions between them (cf. [8]). If the right-hand side f is only
one-sided continuous but is supposed to satisfy the condition

(1.2) f(s1)− f(s2) ≥ −M(s1 − s2) for some M ≥ 0 and s1 ≥ s2 ,
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then the existence of the greatest (resp. smallest) solution of the BVP (1.1) within
the interval [u, u] can be proved by monotone iteration (cf. [4]). Finally, the as-
sumption of one-sided continuity can completely be removed by applying a gen-
eralized iteration method due to Heikkilä (cf. [5, 13]), which, however, can hardly
be used for computational purposes.

The aim of this paper is to prove the existence of solutions of the BVP (1.1)
lying between upper and lower solutions in the case that the discontinuous non-
linear right-hand side f satisfies the following hypothesis:

(H1) There exists a monotone nondecreasing function h : R → R such that
the function g : R→ R defined by

(1.3) g(s) := f(s) + h(s)

is nondecreasing and either right continuous for all s ∈ R or left continuous for
all s ∈ R.

In other words, we assume that the right-hand side f may be decomposed
into the difference of two nondecreasing (in general discontinuous) functions. Hy-
pothesis (H1) includes condition (1.2) as a special case by taking for h the linear
function h(s) = Ms. Finally, a sufficient condition will be given which enables
us to weaken the one-sided continuity assumption on g such that the second ex-
ample given above which involves the signum nonlinearity can also be taken into
account.

2. Notations and the main result. Let L2(Ω) be partially ordered by u≤w
if and only if w − u ∈ L2

+(Ω), where L2
+(Ω) denotes the set of nonnegative ele-

ments of L2(Ω). This relation defines a partial ordering also in the Sobolev space
H1(Ω) of square integrable functions having first generalized square integrable
derivatives. By H1

0 (Ω) we denote the space of all the functions of H1(Ω) with
generalized homogeneous boundary values. The dual space of H1

0 (Ω) is denoted
by H−1(Ω). Let a be the bilinear form associated with the elliptic differential
operator A by

a(u,w) =
∫
Ω

aij
∂u

∂xi

∂w

∂xj
dx for u,w ∈ H1(Ω) .

Due to the assumptions on the coefficients aij , i.e. aij ∈ L∞(Ω) and aij(x)ξiξj ≥
ν|ξ|2 for all ξ ∈ Rn and a.a. x ∈ Ω, the bilinear form is bounded and coercive
in H1

0 (Ω).
To motivate our definition of solution of the BVP (1.1) which will be given

later let us consider two special cases of right-hand side functions f satisfying
hypothesis (H1).

Assume that in (H1) the function h is continuous. In this case the existence
of solutions lying between upper an lower solutions can be proved by monotone
iteration. However, if h is discontinuous then this result is no longer true and it
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may happen that there are no solutions. To illustrate this fact we consider the
following BVP:

(2.1) −∆u = f(u) in Ω , u = 0 on ∂Ω ,

where s → f(s) is defined by f(s) = 1 if s ≤ 0, f(s) = 0 if s > 0. One readily
verifies that hypothesis (H1) is satisfied by taking h(s) = −f(s) and g(s) ≡ 0. An
upper solution u and a lower solution u of the BVP (2.1) satisfying u ≤ u can be
taken to be u = c = const > 0, u = −c. Now we show by contradiction that the
BVP (2.1) has no solution.

Suppose there were a (possibly generalized) solution u ∈ Lp(Ω) for some
p > 1. Since f(u)∈L∞(Ω) one readily verifies that u must be at least an element
of H1

0 (Ω). Thus the following integral relation holds:∫
Ω

∇u∇ϕdx =
∫
Ω

f(u)ϕdx for all ϕ ∈ H1
0 (Ω) .

This implies by taking ϕ = u the inequalities

0 ≤
∫
Ω

(∇u)2 dx =
∫
Ω

f(u)u dx ≤ 0 ,

and thus u = 0, contrary to u being a solution.
In order to deal with the BVP (2.1) we have to extend the notion of solution,

and instead of the differential equation (2.1) we consider the associated differential
inclusion of the form

(2.2) −∆u+ β(u) 3 0 in Ω , u = 0 on ∂Ω ,

where β : R→ 2R denotes the maximal monotone graph in R2 (m.m.g.) generated
by the nondecreasing function h which is given in our example by

β(s) =

 {−1}, s < 0,
[−1, 0], s = 0,
{0}, s > 0.

One easily verifies that u(x) ≡ 0 is a solution of (2.2) within the order interval
[−c, c], and moreover that this solution is unique.

Thus, in what follows, instead of the BVP (1.1) we shall consider the associated
differential inclusion problem of the form

(2.3) Au+ β(u) 3 g(u) in Ω , u = 0 on ∂Ω ,

where β : R→ 2R denotes the m.m.g. generated by the nondecreasing function h.
Here the m.m.g. β is given by β(s) := [hl(s), hr(s)] for all s ∈ R, where hl(s) and
hr(s) are the left- and right-sided limits of the function h at s, respectively.

In general, the inclusion (2.3) does not hold pointwise, since the coefficients
aij are only from L∞(Ω). An appropriate weak formulation of (2.3) is given by
the following definition.



108 S. CARL

Definition 2.1. A function u ∈ H1
0 (Ω) is called a solution of the BVP (2.3)

if there exists v ∈ L2(Ω) such that

(i) v(x) ∈ β(u(x)) a.e. in Ω,
(ii) a(u,w) +

∫
Ω
vw dx =

∫
Ω
g(u)w dx for all w ∈ H1

0 (Ω).

Next we extend the notions of upper and lower solutions known for differential
equations to the case of differential inclusions.

Definition 2.2. A function u ∈ H1(Ω) is called an upper solution of the
BVP (2.3) if there exists v ∈ L2(Ω) such that

(i) v(x) ∈ β(u(x)) a.e. in Ω,
(ii) u ≥ 0 on ∂Ω,
(iii) a(u,w) +

∫
Ω
vw dx ≥

∫
Ω
g(u)w dx for all w ∈ H1

0 (Ω) ∩ L2
+(Ω).

A lower solution u is defined similarly by reversing the inequality sign in (ii),
(iii).

In the sequel we are concerned with the BVP (2.3) assuming a further hy-
pothesis:

(H2) u and u ∈ H1(Ω) are an upper and a lower solution, respectively, of the
original BVP (1.1) such that u ≤ u and

f(u), f(u), hr(u), hl(u) ∈ L2(Ω) .

The following corollary is easy to see and its proof can be omitted.

Corollary 2.3. Let hypotheses (H1) and (H2) be satisfied. Then the upper
and lower solutions u and u of the BVP (1.1) are upper and lower solutions of
the associated BVP (2.3) in the sense of Definition 2.2. Each solution u ∈ [u, u]
of the BVP (1.1) is a solution of the BVP (2.3) in the sense of Definition 2.1,
whereas the converse is, in general , not true as can be seen by the example given
above.

The main result of this paper is

Theorem 2.4. Let hypothesis (H1) with g being right (resp. left) continuous
and hypothesis (H2) be satisfied. Then the BVP (2.3) has a greatest solution u∗

(resp. smallest solution u∗) within [u, u] in the sense that if u ∈ H1
0 (Ω) is any

other solution of (2.3) in [u, u] then u ∈ [u, u∗] (resp. [u∗, u]). These extremal
solutions can be constructed by monotone iteration.

The proof of Theorem 2.4 is mainly based on transforming the BVP (2.3)
into an equivalent variational inequality (VI) and on the application of monotone
iteration. To this end some preliminaries are needed.

3. Auxiliary results. The following property of a m.m.g. in R2 can be found
e.g. in [10, Chap. 4].
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Lemma 3.1. Let β : R→ 2R be any m.m.g. in R2. Then there exists a convex ,
proper and lower semicontinuous (l.s.c.) function j : R→ (−∞,+∞] such that β
is the subdifferential of j, i.e. β = ∂j. The function j is uniquely determined up
to an additive constant and it is superpositionally measurable.

From (1.3) we see that the function h of hypothesis (H1) can always be chosen
such that h(0) = 0. This implies that the m.m.g. β generated by h has the
following properties:

(3.1) 0 ∈ β(0), β(r) 6= ∅ for all r ∈ R .

Further we may assume

(3.2) j(0) = 0 ,

since the function j related to β according to Lemma 3.1 must be finite for all
r ∈ R due to (3.1), and since j is uniquely determined up to an additive constant.
From the definition of the subgradient of j at r = 0 and from (3.1), (3.2) it follows
that

(3.3) j(s) ≥ 0 for all s ∈ R .

Further, we define a functional J : L2(Ω)→ (−∞,+∞] associated with j by

J(v) =
{∫

Ω
j(v(x)) dx for j(v(·)) ∈ L1(Ω),

+∞, otherwise.

Then J is convex, proper and l.s.c. (cf. [2, p. 102]), and the restriction of J to
H1

0 (Ω) shares the same properties. Moreover, due to (3.2) and (3.3),

(3.4) J(0) = 0 , J(v) ≥ 0 for all v ∈ L2(Ω) .

Now we associate with the BVP (2.3) the following VI: Find u ∈ H1
0 (Ω) such

that for all w ∈ H1
0 (Ω),

(3.5) a(u,w − u) + J(w)− J(u) ≥
∫
Ω

g(u)(w − u) dx .

The next lemma asserts that the VI (3.5) is equivalent to the BVP (2.3).

Lemma 3.2. Let the hypotheses of Theorem 2.4 be satisfied. Then u ∈ [u, u] is
a solution of the BVP (2.3) if and only if u is a solution of the VI (3.5).

P r o o f. a) Let u ∈ [u, u] be a solution of (3.5). By means of the subdiffer-
ential of the convex and l.s.c. functional J : H1

0 (Ω) → (−∞,+∞] an equivalent
formulation of (3.5) is given by

(3.6) −Au+ g(u) ∈ ∂J(u) in H−1(Ω) .

By Brezis [3, Corollaire 1] any subgradient v ∈ ∂J(u) at u ∈ H1
0 (Ω) belongs to

L1(Ω) and satisfies v(x) ∈ β(u(x)) a.e. inΩ. Since β(u(x)) := [hl(u(x)), hr(u(x))],
the function v may be bounded from above and below by L2-functions hr(u)
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and hl(u), respectively. Thus v ∈ L2(Ω). From (H1) and (H2) it follows that
g(u) ∈ L2(Ω). Thus from (3.6) we obtain

−Au+ g(u) = v in H−1(Ω) ,

or, equivalently,

(3.7) a(u,w) +
∫
Ω

vw dx =
∫
Ω

g(u)w dx

for all w ∈ H1
0 (Ω), which means that u is a solution of (2.3).

b) Conversely, let u be a solution of (2.3) in [u, u]. Then by definition there
exists v ∈ L2(Ω) such that v ∈ β(u) = ∂j(u) and (3.7) holds. From v(x) ∈
∂j(u(x)) a.e. in Ω we obtain by definition of the subgradient that

(3.8) j(s) ≥ j(u(x)) + v(x)(s− u(x))

for all s ∈ R. In particular, we may take s = w(x) for a.e. x ∈ Ω with w ∈ H1
0 (Ω).

Integrating (3.8) over Ω with s = w(x) yields

(3.9) J(w) ≥ J(u) +
∫
Ω

v(w − u) dx .

Replacing w in (3.7) by w − u and taking (3.9) into account, it follows that u
satisfies (3.5).

Corollary 3.3. Under the hypotheses of Theorem 2.4 the extremal solutions
of the BVP (2.3) and the VI (3.5) within the order interval [u, u] coincide, if they
exist.

4. Proof of the main result. We assume the function g to be right continu-
ous and prove the existence of the greatest solution in [u, u] of the VI (3.5) which
by Corollary 3.3 is also the greatest solution of the BVP (2.3). The proof will be
carried out in several steps.

S t e p 1. Let us define an operator T which assigns to each z ∈ [u, u] the
unique solution u = Tz of the following VI: Find u ∈ H1

0 (Ω) such that for all
w ∈ H1

0 (Ω),

(4.1) a(u,w − u) + J(w)− J(u) ≥
∫
Ω

g(z)(w − u) dx .

By (H1) and (H2) it follows that g(z) ∈ L2(Ω) for all z ∈ [u, u]. In view of the
above-mentioned properties of the bilinear for a and the functional J the existence
of a solution u of (4.1) follows by standard theory of variational inequalities (cf.
[14, Chap. 54]). The uniqueness of the solution is due to the strong positivity of a.
Thus the operator T is well defined.

S t e p 2. The following estimate holds:

(4.2) ‖Tz‖H1(Ω) ≤ c for each z ∈ [u, u] .
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Taking w = 0 as special test function in (4.1) we obtain, by means of (3.4),

a(u, u) ≤
∫
Ω

g(z)u dx ≤ ‖g(z)‖L2(Ω)‖u‖H1(Ω) .

Since
‖g(z)‖L2(Ω) ≤ ‖g(u)‖L2(Ω) + ‖g(u)‖L2(Ω)

for each z ∈ [u, u], we obtain the estimate (4.2) by using a(u, u) ≥ ν‖u‖2H1(Ω).

S t e p 3. We have

(4.3) u = Tz ∈ [u, u] for each z ∈ [u, u] .

We show that u≤ u; the proof of u≤ u is similar. By Corollary 2.3, u is an upper
solution of (2.3), and thus u satisfies u ≥ 0 on ∂Ω and

(4.4) a(u,w) +
∫
Ω

vw dx ≥
∫
Ω

g(u)w dx

for all w ∈ H1
0 (Ω) ∩ L2

+(Ω), where

(4.5) v ∈ β(u) = ∂j(u) .

From (4.5) we get

(4.6) j(s) ≥ j(u(x)) + v(x)(s− u(x))

for all s ∈R and a.e. x ∈Ω. Setting w+ = max{w, 0}, and choosing s= u(x)+
(u(x)− u(x))+ in (4.6), we get by integration over Ω,

(4.7) J(u+ (u− u)+)− J(u) ≥
∫
Ω

v(u− u)+ dx .

Replacing w in (4.4) by the special test function (u− u)+, and taking (4.7) into
account we obtain

(4.8) a(u, (u− u)+) + J(u+ (u− u)+)− J(u) ≥
∫
Ω

g(u)(u− u)+ dx .

Since u satisfies (4.1), for the special test function w = u− (u− u)+ we get

(4.9) a(u,−(u− u)+) + J(u− (u− u)+)− J(u) ≥ −
∫
Ω

g(z)(u− u)+ dx .

From the monotonicity of g it follows by means of (4.8) and (4.9) that

(4.10) a(u−u, (u−u)+)+[J(u+(u−u)+)−J(u)+J(u−(u−u)+)−J(u)] ≥ 0 .

By elementary means one can show that the expression in brackets in (4.10) is
zero. This implies in view of a(w,w+) = a(w+, w+) the inequality

a((u− u)+, (u− u)+) ≤ 0 .

Thus (u− u)+ = 0 or u ≤ u.
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S t e p 4. By a technique similar to Step 3 we can show that T defines a
nondecreasing mapping from [u, u] to itself.

S t e p 5: Existence of a solution of the VI (3.5). By means of the operator T
we define an iteration of the form

(4.11) un+1 = Tun .

Starting the iteration with u0 = u and applying Steps 3 and 4 we obtain a
nonincreasing sequence {un} of iterates which satisfy un ∈ [u, u]. According to
Step 2 there is a constant c such that

(4.12) ‖un‖H1(Ω) ≤ c for all n .

The monotonicity and the uniform estimate (4.12) of the sequence {un} as well
as the compact imbedding H1(Ω) → L2(Ω) ensure the following convergence
properties:

(i) un → u strongly in L2(Ω),
(ii) un → u weakly in H1

0 (Ω).

By the definition of T we have

(4.13) a(un+1, w − un+1) + J(w)− J(un+1) ≥
∫
Ω

g(un)(w − un+1) dx .

The functional w → a(w,w) is convex and continuous and J is convex and l.s.c.
This implies that each of the functionals is weakly sequentially l.s.c. (cf. [14,
Chap. 37]), which enables us to pass to the limit in (4.13) to obtain

(4.14) a(u,w − u) + J(w)− J(u) ≥ lim
n→∞

∫
Ω

g(un)(w − un+1) dx .

Since {un} is nonincreasing and g is assumed to be right continuous, from (i) by
Lebesgue’s theorem we obtain

(4.15) lim
n→∞

∫
Ω

g(un)(w − un+1) dx =
∫
Ω

g(u)(w − u) dx

(cf. [4]). From (4.14) and (4.15) it follows that the limit function u is a solution
of (3.5) within [u, u].

S t e p 6. In order to show that u obtained by the iteration (4.11) is the greatest
solution u∗ of (3.5) in [u, u], take any other solution û∈ [u, u] of (3.5). Then û is
in particular a lower solution of (2.3) satisfying û ≤ u. Starting again the iteration
(4.11) with u0 = u one immediately sees that the iterates un also belong to [û, u].
Thus u is contained in [û, u], i.e. û ≤ u and u = u∗ is the greatest solution.

Analogously, we obtain the smallest solution u∗ of (2.3) in [u, u] if we start
the iteration (4.11) with the lower solution u provided that g is left continuous.
This completes the proof.
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R e m a r k 4.1. With slight modifications general uniformly elliptic operators
of the form

Au = − ∂

∂xi

(
aij

∂u

∂xj

)
+ ai

∂u

∂xi
+ a0u

can as well be taken into account. In the same way one can deal with quasilinear
elliptic operators A in divergence form provided they generate strongly monotone
and coercive operators acting from H1

0 (Ω) into its dual.

R e m a r k 4.2. The method developed in this paper is constructive and may
be used for computational purposes. At least in the one-dimensional case numer-
ical procedures based on monotone discretization techniques can be established.
In case that the right-hand side of (1.1) is continuous and satisfies a one-sided
Lipschitz condition, monotone discretization for generating enclosures have been
developed by C. Großmann e.g. in [12] (see also the paper by Großmann in this
volume).

R e m a r k 4.3. The existence of extremal solutions within [u, u] holds even
for the continuously perturbed BVP

(4.16) Au+ p(u) + β(u) 3 g(u) in Ω , u = 0 on ∂Ω ,

where A, β and g are as before and p : R → R is an arbitrary but continuous
function which is only supposed to be L2-bounded with respect to [u, u]. However,
the proof of this assertion is no longer constructive, since now the operator T
defined above becomes multivalued. The results in [6] are closely related to the
BVP (4.16).

R e m a r k 4.4. The assumption of right (resp. left) continuity imposed on
the nonlinearity g has been made for technical reasons in order to pass to the
limit on the right-hand side of (4.13). If g is not one-sided continuous then by
the monotonicity of g at least its one-sided limits, i.e. gl and gr, exist. Thus
we may apply Theorem 2.4 to the following auxiliary BVP associated with the
BVP (2.3):

(4.17) Au+ β(u) 3 gr(u) (resp. gl(u)) in Ω , u = 0 on ∂Ω .

Let Ωs be the level set of u defined by Ωs = {x ∈ Ω |u(x) = s}. One can show
that each solution of (4.17) is a solution of (2.3) provided that the level sets Ωs
of the solutions of (4.17) have L-measure zero at the points s where gr(s) 6= g(s)
(resp. gl(s) 6= g(s)). In the case that the coefficients aij are sufficiently smooth
m(Ωs) = 0 holds provided that gr(s) 6∈ β(s) (resp. gl(s) 6∈ β(s)).
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