1. Introduction. There is a series of papers on the analysis of the Galerkin and improved Galerkin methods for the boundary integral equation for the single layer potential for the Laplacian on the square plate [10, 11, 12, 20]. Here we are interested in the error analysis of the boundary element discretization of time harmonic scalar problems which appear in direct acoustic scattering problems. The classical theory of these scattering problems for smoothly bounded exterior (or interior) domains is well described in [1]. The method of integral equations of the first kind and its rigorous theory for domains of that kind was initiated in [17, 15]. The underlying analysis for boundary integral equations and their approximation by Galerkin’s method for screen problems in $\mathbb{R}^3$ using Sobolev spaces of locally finite energy was founded in [29]. Results for the transient acoustic scattering problem by flat objects have recently been obtained in [13]. A review of boundary integral equations is given in [32].

It is obvious that the computer implementation even of the Galerkin method has to be done by approximation of the scalar products, which results in additional error terms in the calculated solution. The same observation holds for the collocation method.

The question of convergence of collocation methods for general pseudodifferential operators on manifolds in $\mathbb{R}^3$ is still open. Several results were obtained recently, mainly for regular meshes and tensor-product splines. We refer the reader to [27, 4, 3, 23, 24, 5].

For one-dimensional boundary integral equations there is a lot of literature on
discretized Galerkin methods for singular integral equations [22] as for the single layer potential [14] and for general pseudo-differential operators [31]. A review on this field is given in [21].

Quadrature methods for the double layer potential equation (a singular integral equation of the second kind) over the boundary of a polyhedron have recently been extensively studied in [25].

A discretized Galerkin method for the boundary integral equation of the first kind on a square for the single layer potential of the Laplacian was analyzed in [18]. For practical use it was proved that it is sufficient to use a fixed number of calculations per matrix element to ensure convergence of the discretized method. The method was introduced by approximation of the scalar products of a Galerkin method by a composite Simpson-product formula. This formula was directly applied to integrals which have continuous integrands, while the weakly singular integrals are reduced to continuous ones by Duffy’s [9] transformation of coordinates. Duffy’s transformation of coordinates and its application in the theory of boundary integral equations are studied in [28].

In this paper we present a new result even for the Laplacian by defining a discretized method which uses only a one-point quadrature rule for “most” of the matrix elements. Our numerical approximation schemes are defined in Section 2.

It is known that the boundary pseudodifferential operators for the Helmholtz equation are smooth and compact perturbations of the corresponding ones for the Laplacian [29]. By the methods of [13] we prove that the Galerkin equations here are uniquely solvable for all mesh widths (see Theorem 4.2(i) below). The same result is valid for the collocation methods, which follows from results in [4, 5]. The unique solvability for all mesh widths does not in general carry over to the case of discretized Galerkin methods. The parameter dependence of the stability of these methods on the wave number and the chosen quadrature methods is presented in Theorem 4.4. More detailed estimates of the parameters can be found in [19]. In Section 5 we present our main result, in Theorem 5.2. There conditions on the parameters in the definition of our fully discretized schemes are given, to ensure convergence of our discretized schemes.

In Section 6 we present numerical calculations for the Laplacian to demonstrate that the low quadrature formula leads to good results.

**2. Definition of numerical schemes.** We assume \( \Omega \) to be a bounded Lipschitz domain which is a subset of the square \([-1, 1] \times [-1, 1]\), such that the boundary of \( \Omega \) has at least one point in common with the boundary of \([-1, 1] \times [-1, 1]\). If \( f \) is a distribution in \( S'(\mathbb{R}^2) \) we define the Fourier transform of \( f \) by

\[
\hat{f}(\xi) := \int_{\mathbb{R}^2} e^{i\xi \cdot x} f(x) \, dx \quad (\xi \in \mathbb{R}^2).
\]
For given $s \in \mathbb{R}$ and $f, g \in S'(\mathbb{R}^2)$ we define scalar products

$$\langle f, g \rangle_s := \int_{\mathbb{R}^2} \hat{f}(\xi) \overline{\hat{g}(\xi)} (1 + |\xi|)^{2s} d\xi$$

and norms

$$\|f\|_{H^s(\mathbb{R}^2)}^2 := \langle f, f \rangle_s .$$

The closure of the space of infinitely differentiable functions with compact support in $\mathbb{R}^2$, $C_0^\infty(\mathbb{R}^2)$, with respect to this norm is the Sobolev space $H^s(\mathbb{R}^2)$. The closure of the space of infinitely differentiable functions with compact support in $\Omega$, $C_0^\infty(\Omega)$, with respect to this norm is the Sobolev space $\tilde{H}^s(\Omega)$. In its dual space $H^{-s}(\Omega)$ we use (as usual) the norm

$$\|f\|_{H^{-s}(\Omega)} := \inf_{lf \in H^{-s}(\mathbb{R}^2)} \|lf\|_{H^{-s}(\mathbb{R}^2)},$$

where the infimum is taken over all distributions $lf$ whose restriction to $\Omega$ coincides with $f$. In $L^2(\Omega)$ we also use the scalar product

$$(f, g) := \int_{\Omega} f(x) g(x) dx ,$$

which is related to the already defined one by Plancherel’s formula

$$(f, g) = (2\pi)^{-2} \langle f, g \rangle_0 .$$

We introduce the integral operators coming from the single layer potentials for the Helmholtz equation with wave number $\kappa \in \mathbb{C}$:

$$V_\kappa u(y) := \int_{\Omega} u(x) \Phi(x - y, \kappa) dx \quad (y \in \Omega),$$

where $\Phi$ is (up to a constant) the fundamental solution for the Helmholtz equation defined by

$$\Phi(x, \kappa) := \frac{e^{i\kappa|x|}}{|x|} .$$

We shall assume that the wave number $\kappa$ has non-negative imaginary part $\kappa_I$. The function defined by (2.2) represents an outgoing wave [1]. We denote the real part of $\kappa$ by $\kappa_R$. We also use the operator

$$\tilde{V}_\kappa u(y) := \frac{1}{4\pi} \int_{\Omega} u(x) \Phi(x - y, \kappa) dx \quad (y \in \Omega).$$

For a positive definite $M \times M$ matrix $A$ we denote by $\lambda_{\min}(A)$ ($\lambda_{\max}(A)$) the smallest (largest) eigenvalue of $A$. For $M \times M$ matrices $A$ we introduce norms by

$$\|A\|_\infty := \max_{i=1,\ldots,M} \sum_{k=1}^M |A_{i,k}|, \quad \|A\|_2 := \sqrt{\lambda_{\max}(AA^*)},$$

where $A^*$ is the complex conjugate of the transpose of $A$. 
We now formulate the boundary integral equation in question [10, 12]:

\[ \mathcal{V}_\kappa w^{(\kappa)}(y) = \frac{1}{4\pi} \int_{\Omega} w^{(\kappa)}(x) \Phi(x - y, \kappa) \, dx = f(y) \quad \text{for } y \in \Omega. \]  

\( w^{(\kappa)} \) gives the jump of the normal derivative of the solution of Helmholtz’s equation in \( \mathbb{R}^3 \setminus \overline{\Omega} \), which satisfies the Dirichlet problem with given \( f \) on \( \Omega \), and Sommerfeld’s radiation condition [1, p. 70, (3.7)]. Instead of (2.3) we shall investigate the equivalent integral equation

\[ \mathcal{V}_\kappa u^{(\kappa)}(y) = \int_{\Omega} u^{(\kappa)}(x) \Phi(x - y, \kappa) \, dx = f(y) \quad \text{for } y \in \Omega \]

to simplify some constants. We look for functions \( u^{(\kappa)} \in \tilde{H}^{-1/2}(\Omega) \), given \( f \in H^{1/2}(\Omega) \). To discretize equation (2.3) we introduce for given \( N \in \mathbb{N} \)

\[ \square^N = \left\{ x^N_k = \frac{k}{N} = \left( \frac{k_1}{N}, \frac{k_2}{N} \right) \bigg| k \in \mathbb{Z}^2 \right\} \]

and the functions \( \varphi_0^d \) as the characteristic function of the interval \([0, 1] \), and we let \( \varphi_0^d(t) = \int_{\mathbb{R}} \varphi_0^d(x) \Phi_0^d(x - t) \, dx = \max(1 - |t|, 0) \) be the normalized linear spline with node at \( t_0 = 0 \). For \( d \in \{0, 1\} \) the normalized tensor product splines are

\[ \varphi_0^d(x_1, x_2) = \varphi_0^d(x_1) \varphi_0^d(x_2). \]

On the grids \( \square^N \) we introduce the spline functions of degree \( d = 0 \) and \( d = 1 \) by

\[ \varphi_{k}^{N,d}(x) = \varphi_{0}^{1,d}(N(x - x^N_k)). \]

In \( \Omega \) we furthermore introduce the grids

\[ \omega^{N,d} = \{ k = (k_1, k_2) \in \mathbb{Z}^2 \mid \text{supp}(\varphi_{k}^{N,d}) \subseteq \Omega \}. \]

\( \omega^{N,d} \) is a totally ordered set if we use the lexicographical order

\[ k \leq k' :\Leftrightarrow (k_2 < k'_2 \text{ or } (k_2 = k'_2 \text{ and } k_1 \leq k'_1)). \]

We define

\[ h := \frac{1}{N} \]

as parameter for the mesh length.

The Galerkin equations for (2.3) with piecewise constant trial functions then read

\[ \int_{\Omega} \int_{\Omega} \sum_{k \in \omega^{N,0}} \alpha_{k}^{N,0} \varphi_{k}^{N,0}(x) \varphi_{k'}^{N,0}(y) \Phi(x - y, \kappa) \, dx \, dy = \int_{\Omega} f(y) \varphi_{k'}^{N,0}(y) \, dy, \quad \text{for } k' \in \omega^{N,0}. \]

The collocation equations for piecewise bilinear ansatz functions collocating in the nodes read

\[ \int_{\Omega} \sum_{k \in \omega^{N,1}} \beta_{k}^{N,1} \varphi_{k}^{N,1}(x) \Phi(x - x^N_{k'}, \kappa) \, dx = f(x^N_{k'}), \quad \text{for } k' \in \omega^{N,1}. \]
It is known [12, 29] that the Galerkin schemes lead to approximations \( u_h^{(\kappa)} = \sum_{k \in \omega^{N,0}} G^h_{k} \phi_{k}^{N,0} \) of the uniquely determined solutions \( u^{(\kappa)} \) of the integral equation (2.3) for all \( f \in H^{1/2}(\Omega) \).

If one is interested in functions \( f \) which also have higher regularity, say \( f \in H^s(\Omega), \ s > 1 \), then it is known [12, 7] that the solutions \( u^{(\kappa)} \) of the integral equations are in \( H^{-\varepsilon}(\Omega) \) \( (= \tilde{H}^{-\varepsilon}(\Omega)) \) for any \( 0 < \varepsilon < \frac{1}{2} \). Furthermore, the following quasi-optimal convergence result [12, 2, 6] holds for the spline functions \( u_h^{(\kappa)} \) which are defined by the Galerkin equations (2.5):

\[
\| u^{(\kappa)} - u_h^{(\kappa)} \|_{H^{-1/2}(\Omega)} \leq Ch^{1/2 - \varepsilon}\| f \|_{H^s(\Omega)}
\]

with a constant \( C \) independent of \( f \) and \( h \) (but depending on \( \kappa \)).

For \( \kappa = 0 \) a similar result is derived for the solution \( v_h^{(0)} = \sum_{k \in \omega^{N,1}} G^h_k \phi_{k}^{N,1} \) of the collocation method in [5]. The case of \( \kappa \neq 0 \) can also be handled by the methods introduced in that paper.

The following lemma gives a representation of the coefficient matrices of the numerical schemes (2.4), (2.5).

**Lemma 2.1.** For \( k, k' \in \omega^{N,0} \) we have

\[
A_{k,k'}^{(\kappa,N)} := (V_{\kappa} \phi_k^{N,0}, \phi_{k'}^{N,0}) = h^3 \int_{[-1,1]^2} \phi_k^{N,1}(x) \Phi(x-k+k', h\kappa) \ dx
\]

and

\[
(V_{\kappa} \phi_k^{N,0}, \phi_{k'}^{N,0}) = h^2 (V_{\kappa} \phi_k^{N,1})(\phi_{k'}^{N,0}).
\]

**Remarks.** 1. The representation (2.8) is proved as in [18, Lemma 2.1]. The equality of block Toeplitz matrices stated in (2.9) was shown in [4].

2. The matrix elements \( (V_{\kappa} \phi_k^{N,0}, \phi_{k'}^{N,0}) \) only depend on \( (|k_1 - k'_1|, |k_2 - k'_2|) \).

So we introduce matrices \( B_{k,k'}^{(\kappa,N)} \) by

\[
B_{k,k'}^{(\kappa,N)} = h^3 \int_{[-1,1]^2} \phi_k^{N,1}(x) \Phi(x-k+k', h\kappa) \ dx = h^3 \int_{[-1,1]^2} \phi^{N,1}_0(x) \Phi(x-k, h\kappa) \ dx
\]

for \( k \in \mathbb{N}_0, k \in [0,2N]^2 \). In the following we shall also denote by \( B_{k,k'}^{(\kappa,N)} \) the right-hand side of (2.10) for arbitrary \( k \in \mathbb{Z}^2 \).

Here we introduce a numerical scheme which depends on several parameters to discretize the sesquilinear forms which are defined by Galerkin’s scheme (2.5) and the collocation scheme (2.6).

For a given continuous function \( g : [0,1] \times [0,1] \rightarrow \mathbb{R} \) we introduce as in [18] the composite Simpson-product formula of mesh length \( 1/M \):
(2.11) \( \text{CSP}(g) := \sum_{l=0}^{M-1} \sum_{m=0}^{M-1} \frac{1}{36M^2} \left[ g \left( \frac{m}{M} \right) + 4g \left( \frac{m+1}{M} \right) + g \left( \frac{m+2}{M} \right) \right] + 4g \left( \frac{2m+1}{2M} \right) + 16g \left( \frac{2m+1}{2M} \right) + 4g \left( \frac{2m+1}{2M} \right) \right] \) 
+ \( g \left( \frac{2m+1}{2M} \right) + g \left( \frac{2m+1}{2M} \right) + g \left( \frac{2m+1}{2M} \right) \).

There are three different types of integrals in the coefficient matrices characterized by singularities of their integrands. To approximate the values \((V_{\phi_k^0,0}, \phi_k^N)\) which are defined by integrals with singular integrands, we first use the formula

\[
\int_{[-1,1]^2} \varphi_0^{1,1}(x) \Phi(x-k, h\kappa) \, dx \approx \int_{[-1,1]^2} \varphi_0^{1,1}(x) \, dx,
\]

which is obtained from the Taylor expansion of the function \(e^z\) around \(z_0 = 0\) taking \(z = ih\kappa|x-k|\). Next we approximate the integral \(\int_{[-1,1]^2} (\varphi_0^{1,1}(x)/|x-k|) \, dx\) as in [18] by using Duffy’s transformation of coordinates [9]

\[
u_1 \rightarrow v_1, \quad u_2 \rightarrow v_1v_2.
\]

This substitution transforms the triangle with corners \((0,0),(1,0),(1,1)\) into the rectangle with corners \((0,0),(0,1),(1,1)\) and \((0,0)\) and integrands with square-root singularities at \((0,0)\) into smooth integrands. This leads to the representation

\[
B_{(0,0)}^{0,N} = h^3 \int_{[0,1]^2} \frac{(1-t)(1-st)}{\sqrt{(1+s^2)}} \, ds \, dt.
\]

Similar representations for \(B_{(1,0)}^{0,N}, B_{(1,1)}^{0,N}\) are in [18, 19].

Our Galerkin methods and collocation methods define bilinear forms on the piecewise constant functions or the piecewise bilinear functions, respectively.

For \(L, M \in \mathbb{N}\) we define discretized Galerkin and collocation methods by the introduction of matrices \(q^{k,L,M,N}\) given by

\[
q_{k,k'}^{L,M,N} := h^3 \text{CSP} \left( g_{|k_1-k'_1|,|k_2-k'_2|} \right) \text{ if } |k_1-k'_1| \leq L \text{ and } |k_2-k'_2| \leq L.
\]

The functions \(g_k\) were already defined for \(k \in \{(0,0),(1,0),(0,1),(1,1)\}\). For other values of \(k\), we define

\[
q_k(x_1,x_2) := (1-x_1)(1-x_2) \left( \sum_{m=1}^{2} \sum_{n=1}^{2} \Phi((x_1 + (-1)^m k_1, x_2 + (-1)^n k_2), 0) \right).
\]

Then by double symmetrization it is easy to see that the identity

\[
(V_{\phi_k^0,0}, \phi_k^N) = \frac{1}{2} \int_0^1 \int_0^1 g_k(x_1,x_2) \, dx_1 \, dx_2
\]

holds.
If $|k_1 - k'_1| > L$ or $|k_2 - k'_2| > L$ then the matrix elements $q_{k,k'}^{\kappa,L,M,N}$ are defined simply by

$$q_{k,k'}^{\kappa,L,M,N} := h^3 \Phi((|k_1 - k'_1|, |k_2 - k'_2|, h\kappa) = h^3 \frac{e^{ih\kappa|k-k'|}}{|k-k'|}.$$  

This approximation is found by application of the midpoint rule to the matrix elements $(V_{\kappa} \varphi_{N}^{k',0}, \varphi_{N}^{N,0})$, given by (2.8). It will be proved that it coincides with the first term of the asymptotic expansion of that integral for $|k-k'| \to \infty$.

Our discretized Galerkin schemes will be defined by the linear systems

$$\sum_{k \in \omega_{N,0}} \gamma_{k}^{N} q_{k,k'}^{\kappa,L,M,N} = h^2 f(x_{N}^{k'}), \quad \text{for } k' \in \omega_{N,0},$$

which in the case of existence lead to the solution $u_{N}^{\kappa} := \sum_{k \in \omega_{N,0}} \gamma_{k}^{N} \varphi_{k}^{N,0}$. Here we use the midpoint formula for approximation of the right-hand side. We define our discretized Galerkin method for functions $f \in H^{2+\varepsilon}(\Omega)$ for $\varepsilon > 0$, which implies continuous differentiability of $f$.

The discretized collocation schemes are introduced by the linear systems

$$\sum_{k \in \omega_{N,1}} N^2 \gamma^{N} q_{k,k'}^{\kappa,L,M,N} = f(x_{N}^{k'}), \quad \text{for } k' \in \omega_{N,1},$$

which in the case of existence leads to the solution

$$v_{N}^{\kappa} := \sum_{k \in \omega_{N,0}} \gamma_{k}^{N} \varphi_{k}^{N,1}.$$  

3. Consistency. In this section we prove consistency estimates for the matrix elements of the discretized Galerkin and collocation methods introduced in Section 2.

Let us introduce the notation

$$d(k) := \min_{x \in [-1,1]^2} |x - k|.$$  

**Lemma 3.1.** If $L > 1$, $k \in \mathbb{N}_0^2$, $k_1 > L$ or $k_2 > L$ and $h > 0$, $\kappa_I \geq 0$, $x \in [-1,1]^2$ then the following estimate holds:

$$\int_{[-1,1]^2} \Phi(x-k, h\kappa) \Phi(x, h\kappa) \varphi_0^{1,1}(x) dx = \int_{[-1,1]^2} \Phi(x-k, h\kappa) \varphi_0^{1,1}(x) dx - \Phi(k, h\kappa) \leq \frac{h^2 |\kappa|^2}{24d(k)} + \frac{h|\kappa|}{12d^3(k)} + \frac{1}{12d^3(k)}.$$
Proof. The following representation holds for the partial derivatives of $\Phi$:

$$\frac{\partial \Phi(x, h\kappa)}{\partial x_1}(x) = \frac{i h\kappa |x| - 1}{|x|^2} x_1 \Phi(x, h\kappa),$$

$$\frac{\partial^2 \Phi(x, h\kappa)}{\partial x_1^2}(x) = -h^2 \kappa^2 x_1^2 |x|^2 - 2i h\kappa x_1^2 |x| + ih\kappa x_1^2 |x| + 2x_1^2 - x_1^2 \Phi(x, h\kappa),$$

$$\frac{\partial^2 \Phi(x, h\kappa)}{\partial x_1 \partial x_2}(x) = (-h^2 \kappa^2 |x|^2 - 2i h\kappa |x| + 2) x_1 x_2 - (ih\kappa |x| - 1) x_1 x_2 \Phi(x, h\kappa).$$

By Taylor’s expansion of $\Phi(x - k, h\kappa)$ around $x = 0$ we obtain

$$\int_{[-1,1]^2} \Phi(x - k, h\kappa) \varphi_0^{0,1}(x) \, dx = \int_{[-1,1]^2} \Phi(k, h\kappa) \varphi_0^{0,1}(x) \, dx$$

$$+ \int_{[-1,1]^2} k_1 x_1 \frac{i h\kappa |k| - 1}{|k|^2} \Phi(k, h\kappa) \varphi_0^{0,1}(x) \, dx$$

$$+ \int_{[-1,1]^2} k_2 x_2 \frac{i h\kappa |k| - 1}{|k|^2} \Phi(k, h\kappa) \varphi_0^{0,1}(x) \, dx$$

$$+ \frac{1}{2} \int_{[-1,1]^2} 1 \int_{0}^{1} x^T \partial^2 \Phi(\vartheta x - k, h\kappa) x \, d\vartheta \varphi_0^{0,1}(x) \, dx,$$

where $x^T$ is the transpose of $x$, and $\partial^2 \Phi(x)$ is the matrix defined by

$$\partial^2 \Phi(x) = \left(\begin{array}{c}
\partial^2 \Phi(x) \\
\partial x_1 \partial x_2
\end{array}\right).$$

Taking into account

$$\int_{[-1,1]^2} \varphi_0^{0,1}(x) \, dx = 1, \quad \int_{[-1,1]^2} x_1 \varphi_0^{0,1}(x) \, dx = 0 \quad \int_{[-1,1]^2} x_2 \varphi_0^{0,1}(x) \, dx$$

we get

$$\left| \int_{[-1,1]^2} \Phi(x - k, h\kappa) \varphi_0^{0,1}(x) \, dx - \Phi(k, h\kappa) \right| \leq \frac{1}{2} \int_{[-1,1]^2} 1 \int_{0}^{1} x^T \partial^2 \Phi(\vartheta x - k, h\kappa) x \, d\vartheta \varphi_0^{0,1}(x) \, dx.$$

So the essential point that the linear term in the Taylor remainder vanishes after integration comes out. By the explicit representation of the second derivatives, the asymptotic behaviour as $k \to \infty$ of the left-hand side of (3.1) is obvious. The constants are estimated in [19].
An estimate of the error \( \|A^{(\kappa,N)} - q^{\kappa,L,M,N}\|_\infty \) will be derived later with the help of the following lemma.

**Lemma 3.2.** There are non-negative constants \( C_1, C_2, C_3, C_4 \) such that for all \( N, L \in \mathbb{N}, h = 1/N, \kappa_I \geq 0, N > L \geq 2 \), the following estimate holds:

\[
\sum_{k \in [-2N,2N]^2 \setminus [-L,L]^2} \left| \int_{[-1,1]^2} \Phi(x - k, h \kappa) \varphi_0^{1,1}(x) \, dx - \Phi(k, h \kappa) \right| \leq C_1 h^2 |\kappa|^2 \ln N + C_2 h |\kappa| \ln N + C_3 h \frac{|\kappa|}{2(L - 1)} + C_4 h |\kappa|^2 + \frac{1}{(L - 1)^2} + \frac{\pi}{6(L - 1)}.
\]

**Proof.** From Lemma 3.1 we get

\[
\sum_{k \in [-2N,2N]^2 \setminus [-L,L]^2} \left| \int_{[-1,1]^2} \Phi(x - k, h \kappa) \varphi_0^{1,1}(x) \, dx - \Phi(k, h \kappa) \right| \leq \sum_{k \in [-2N,2N]^2 \setminus [-L,L]^2} \left( \frac{h^2 |\kappa|^2}{24d(k)} + \frac{h |\kappa|}{12d^2(k)} + \frac{1}{12d^3(k)} \right).
\]

This sum can be estimated by comparison with an integral over a domain with diameter growing with \( N \). Because of

\[
\int_0^{\frac{\pi}{2}} \int_0^N r^{-n} r \, dr = O(N^{2-n}), \quad N \to \infty,
\]

the formula comes out. Again, a more detailed proof with determination of constants is presented in [19].

In the next lemma we state an estimate of \( \|V_k \varphi_k^{N,0} \varphi_k^{N,0} - q_k^{\kappa,L,M,N} \| \) for given \( k - k' \in [-L, L]^2 \).

**Lemma 3.3.** For \( N, L \in \mathbb{N}, h = 1/N, \kappa_I \geq 0, N > L > 1 \), the following estimates hold.

(i) If \( k - k' \in [-L, L]^2 \setminus [-1,1]^2 \) then

\[
\|V_k \varphi_k^{N,0} \varphi_k^{N,0} - q_k^{\kappa,L,M,N} \| \leq h^4 |\kappa| + \frac{3h^3}{20M^4d^5(k - k')} + \frac{h^3}{10M^4d^4(k - k')}.
\]

(ii) If \( k = k' \) then

\[
\|V_k \varphi_k^{N,0} \varphi_k^{N,0} - q_k^{\kappa,L,M,N} \| \leq h^4 |\kappa| + \frac{h^3}{M^4}.
\]

(iii) If \( k - k' \in [-1,1]^2 \), \( k \neq k' \) then

\[
\|V_k \varphi_k^{N,0} \varphi_k^{N,0} - q_k^{\kappa,L,M,N} \| \leq h^4 |\kappa| + \frac{h^3}{9M^4}.
\]
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Proof of (i). First we compare the matrix elements corresponding to the single layer operator of the Helmholtz equation with their analogues for the Laplace equation:

$$\left|(V_k \varphi_k^{N,0}, \varphi_k^{N,0}) - (V_0 \varphi_k^{N,0}, \varphi_k^{N,0})\right| \leq h^3 \int_{[-1,1]^2} \varphi_0^{1,1}(x) \left| \frac{e^{ih \epsilon |x-k+k'|} - 1}{|x-k+k'|} \right| dx$$

$$= h^3 \int_{[-1,1]^2} \varphi_0^{1,1}(x) \left| \int_{0}^{1} i h \kappa e^{i \theta \kappa |x-k+k'|} d\theta \right| dx$$

$$\leq \int_{[-1,1]^2} \varphi_0^{1,1}(x) h^4 |\kappa| dx = h^4 |\kappa|.$$  

We used the fact that the argument of the exponential function above always has non-positive real part.

So it is sufficient to estimate the error coming from the “static part” $|(V_0 \varphi_k^{N,0}, \varphi_k^{N,0}) - q_{k,k'}^{0,L,M,N}|$, taking into account that we defined $q_{k,k'}^{0,L,M,N} = q_{k,k'}^{0,L,M,N}$ under the given restrictions on the values of $k$ and $k'$.

The following inequalities have been proved in [18, Lemma 3.3]:

$$|(V_0 \varphi_k^{N,0}, \varphi_k^{N,0}) - q_{k,k}^{0,L,M,N}| \leq \frac{h^3}{12 M^4}, \quad |(V_0 \varphi_k^{N,0}, \varphi_k^{N,0}) - q_{k,k'}^{0,L,M,N}| \leq \frac{h^3}{9 M^4},$$

the latter holds under the assumption $k - k' \notin [-1,1]^2$, $k \neq k'$.

If $k - k' \notin [-1,1]^2$ then it is easily derived from [18, Lemma 3.2] that

$$|(V_0 \varphi_k^{N,0}, \varphi_k^{N,0}) - q_{k,k'}^{0,L,M,N}| \leq \frac{h^3}{1440 M^4} \left( \frac{54}{d^5(k-k')} + \frac{36}{d^3(k-k')} \right)$$

$$= \frac{3h^3}{20 M^4 d^5(k-k')} + \frac{h^3}{10 M^4 d^3(k-k')}.$$  

The proofs of the lemmas cited used the well-known error estimate for the composite Simpson product formula [8, p. 45/46], [30],

$$\left| \int_{0}^{1} \int_{0}^{1} g(x,y) \, dx \, dy - CSP(g) \right| \leq \frac{\|\partial^4 g/\partial x^4\|_\infty + \|\partial^4 g/\partial y^4\|_\infty}{2880 M^4},$$

which is available for $g \in C^4([0,1]^2)$. The asymptotic correctness of the error estimate (3.7) when $|k - k'|$ tends to infinity already follows from the observation that the fourth derivatives with respect to $x$ of the restriction to $[0,1]^2$ of the function $\varphi_0^{1,1}(x)/|x-k+k'|$ are of order $d^{-4}(k-k')$.  

Lemma 3.4. If $N, L \in \mathbb{N}, h = 1/N, \kappa_L \geq 0, N > L > 1$, then

$$\sum_{k \in [-L,L]^2} |(V_k \varphi_k^{N,0}, \varphi_k^{N,0}) - q_{k,0}^{L,M,N}| \leq 4(L-1)2h^4 |\kappa| + \frac{1}{4} h^3.$$
Using the estimates of Lemmas 3.3 and 3.4 we obtain the final result (3.9).

it follows by the substitution $k \rightarrow \kappa \geq 0$, the following consistency estimate holds:

$$
\| A^{(\kappa,N)} - q^{\kappa,L,M,N} \|_\infty \leq C(h^3|\kappa|^2 \ln h + h^3|\kappa| \ln h + h^3|\kappa|(L-1)^2) + h^3\left(\frac{1}{2(L-1)^2} + \frac{\pi}{6(L-1)}\right) + 5.1 \frac{h^3}{M^4}.
$$

Proof. Here we extend the definition of $A^{\kappa,L,M,N}_{k,k'} - q^{\kappa,L,M,N}_{k,k'}$ to $k \in \mathbb{Z}^2$ and $k' \in \mathbb{Z}^2$ by means of the right-hand sides of (2.8), (2.16), respectively. Because of

$$
A^{\kappa,N}_{k,k'} - q^{\kappa,L,M,N}_{k,k'} = (V_{\kappa} \varphi_{N,0}^{N,0} - q^{\kappa,L,M,N}_{k-k',0})
$$

it follows by the substitution $k' \rightarrow k'' = k - k'$ that

$$
\| A^{(\kappa,N)} - q^{\kappa,L,M,N} \|_\infty = \max_{k \in [-N,N]^2} \sum_{k' \in [-N,N]^2} |A^{\kappa,N}_{k-k',0} - q^{\kappa,L,M,N}_{k-k',0}|
$$

$$
= \max_{k \in [-N,N]^2} \sum_{k'' = k1-N}^{k1+N} \sum_{k'' = k2-N}^{k2+N} |A^{\kappa,N}_{(k''_1,k''_2),0} - q^{\kappa,L,M,N}_{(k''_1,k''_2),0}|
$$

Using the estimates of Lemmas 3.3 and 3.4 we obtain the final result (3.9).

Remark. Theorem 3.5 demonstrates that for a given wave number $\kappa$ satisfying $\kappa \geq 0$, there are absolute constants $C_1$, $C_2$ and $C_3$ such that

$$
\| A^{(\kappa,N)} - q^{\kappa,L,M,N} \|_\infty \leq C_1 \frac{h^3}{M^2} + C_2 \frac{h^3}{L-1} + C_3 h^4 L^2.
$$

So given $\varepsilon > 0$ arbitrarily small we can (by choosing $L$ and $M$ sufficiently large) have the estimate

$$
\| A^{(\kappa,N)} - q^{\kappa,L,M,N} \|_\infty \leq \varepsilon h^3
$$

for sufficiently small $h$. This was proved in the case $\kappa = 0$ in [18] to be sufficient to get convergence of the fully discretized scheme. The same will be proved for general $\kappa$ in Sections 4 and 5.
4. Stability. We reduce the question of invertibility of the matrices of the discretized methods to the invertibility of the matrices of the Galerkin scheme by a perturbation argument. The invertibility of the Galerkin matrices for all $\kappa_I \geq 0$ and all $N \in \mathbb{N}$ will be proved as well. The latter result was derived in [13]. We need some estimates for the inverses of the Galerkin matrices.

**Lemma 4.1.** Denote by $\| \cdot \|$ any vector norm in $\mathbb{C}^n$; by the same symbol we denote a compatible matrix norm in $\mathbb{C}^{(n,n)}$. If $A$ is an invertible $n \times n$ matrix then

\[(4.1) \quad \|A^{-1}\|^{-1} \geq \inf_{0 \neq x \in \mathbb{C}^n} \frac{|(Ax, x)|}{\|x\|^2} .\]

**Proof.** By the definition of a compatible matrix norm, the Cauchy–Schwarz inequality and the substitution $y = Ax$ we obtain

\[
\|A^{-1}\| = \sup_{y \neq 0} \frac{\|A^{-1}y\|}{\|y\|} = \sup_{y \neq 0} \frac{\|A^{-1}y\|}{\|y\|} = (\inf_{y \neq 0} \frac{|(A^{-1}y, y)|}{\|A^{-1}y\|^2})^{-1} = \left( \inf_{x \neq 0} \frac{|(x, Ax)|}{\|x\|^2} \right)^{-1} .
\]

The following theorem contains estimates for the inverse norm of the Galerkin matrices for wave numbers $\kappa$ which satisfy $\kappa_I \geq 0$. This result was proved in [18, Lemma 4.2] in the special case $\kappa = 0$.

**Theorem 4.2.** (i) If $\kappa_I \geq 0$ then the matrices $A(\kappa,N)$ are invertible for all $N \in \mathbb{N}$.

(ii) If $\kappa = 0$ then

\[(4.2) \quad \|(A(\kappa,N))^{-1}\|_2^{-1} \geq \frac{\pi}{5} h^3 .\]

(iii) If $\kappa_I > 0$ then

\[(4.3) \quad \|(A(\kappa,N))^{-1}\|_2^{-1} \geq \frac{\kappa_I}{|\kappa|} \min\left(1, \frac{1}{|\kappa|}\right) \frac{\pi}{5} h^3 .\]

(iv) If $\kappa_R \neq 0, \kappa_I = 0$ then

\[(4.4) \quad \|(A(\kappa,N))^{-1}\|_2^{-1} \geq \min\left(1, \frac{1}{|\kappa_R|}\right) \frac{\pi}{5\sqrt{2}} h^3 .\]

**Proof.** By [16, Lemma 3.1] the Fourier transform of $\Phi(x, \kappa)$ is given by

\[
\hat{\Phi}(\xi, \kappa) = \frac{2\pi}{\sqrt{|\xi|^2 - \kappa^2}}
\]

and is holomorphic with respect to $z = |\xi|$, with branch points at $z = \pm \kappa$; moreover, it has positive real part for $z \in \mathbb{R}, \kappa_I > 0$. 
By Lemma 4.1 we have for $\kappa_I > 0$

$$\|(A^{(\kappa,N)})^{-1}\|_2^{-1} \geq \inf_{\Sigma_{k, k'} \subseteq \omega^N \setminus \{0\}} \frac{\sum_{k \in \omega^N \setminus \{0\}} |\alpha_k A_{k,k'}^{(\kappa,N)} \alpha_{k'}|}{\sum_{k \in \omega^N \setminus \{0\}} |\alpha_k|^2}.$$  

By application of Plancherel’s formula to (2.8) twice and taking into account the formula for $\hat{\Phi}$, we obtain, with $v_h = \sum_{k \in \omega^N \setminus \{0\}} \alpha_k \varphi_k^{N,0}$ and $S^{h,0} = \text{span}\{\varphi_k^{N,0} \mid k \in \omega^N \setminus \{0\}\}$,

$$\|(A^{(\kappa,N)})^{-1}\|_2^{-1} \geq \inf_{v_h \neq 0, v_h \in S^{h,0}} \frac{4\pi h^2 (V, v_h, v_h)}{(v_h, v_h)_0}$$

$$= 2\pi h^2 \inf_{v_h \neq 0, v_h \in S^{h,0}} \frac{\int_{\mathbb{R}^2} (\sqrt{|\xi|^2 - \kappa^2})^{-1} |\hat{v}_h(\xi)|^2 \, d\xi}{\|v_h\|_0^2}.$$  

The latter term was estimated in [18] for the case $\kappa = i$. Next, we reduce the case of arbitrary $\kappa$ to the known one $\kappa = i$.

If $\kappa_I > 0$ the following inequality is obtained from [13, Lemma 5, (4.2)] (under a slightly different definition of the square root defining $\hat{\Phi}$):

$$\text{Re} \sqrt{|\xi|^2 - \kappa^2} \geq \frac{\kappa_I}{|\kappa|} \sqrt{|\xi|^2 + |\kappa|^2}.$$  

From the estimate above and the triangle inequality we obtain

$$\frac{1}{\sqrt{|\xi|^2 - \kappa^2}} \geq \frac{1}{|\kappa|} \frac{1}{\sqrt{|\xi|^2 + |\kappa|^2}} \geq \frac{\kappa_I}{|\kappa|} \min \left(1, \frac{1}{|\kappa|}\right) \frac{1}{\sqrt{|\xi|^2 + 1}}.$$  

So for $\kappa_I > 0$ we proved

$$\|(A^{(\kappa,N)})^{-1}\|_2^{-1} \geq 2\pi h^2 \frac{\kappa_I}{|\kappa|} \min \left(1, \frac{1}{|\kappa|}\right) \inf_{v_h \neq 0, v_h \in S^{h,0}} \frac{\int_{\mathbb{R}^2} \frac{|\hat{v}_h(\xi)|^2}{\sqrt{|\xi|^2 + 1}} \, d\xi}{\|v_h\|_0^2}$$

$$= 2\pi h^2 \frac{\kappa_I}{|\kappa|} \min \left(1, \frac{1}{|\kappa|}\right) \inf_{v_h \neq 0, v_h \in S^{h,0}} \frac{\|v_h\|_{\mathcal{H}^{-1/2}([-1,1]^2)}^2}{\|v_h\|_0^2}.$$  

The last term can be estimated when a constant $C$ is determined such that the inverse inequality

$$\|v_h\|_0 \leq \frac{C}{\sqrt{h}} \|v_h\|_{\mathcal{H}^{-1/2}([-1,1]^2)} \quad (v_h \in S^{h,0})$$

holds. In [18, Theorem 4.5, Corollary 4.1] it was proved by rough estimates that the constant can be chosen to be $\sqrt{10}$. So in the case $\kappa_I > 0$ we showed that the closure of the numerical range of $A^{(\kappa,N)}$, defined by $\{(A^{(\kappa,N)} x, x) \mid x \in \mathbb{C}^n \setminus \{0\}\}$, does not contain zero for any $N \in \mathbb{N}$, which implies invertibility of these matrices, stated in part (i) of the theorem. Furthermore, collecting the above inequalities we have proved (4.3).
(4.2) was proved in [18]; it remains to prove statement (iv) of the theorem. We define $\sqrt{|\xi|^2 - \kappa_R^2}$ so that it has real and positive values if $|\xi|^2 > \kappa_R^2$ and we define it by $i\sqrt{|\xi|^2 - \kappa_R^2}$ if $|\xi|^2 < \kappa_R^2$. Then it follows with $v_h \in S^{h,0}$ that

$$\left| \int_{\mathbb{R}^2} \frac{|\hat{v}_h(\xi)|^2}{\sqrt{|\xi|^2 - \kappa_R^2}} \, d\xi \right| = \frac{1}{\sqrt{2}} \left( \int_{\mathbb{R}^2} \text{Re} \left( \frac{|\hat{v}_h(\xi)|^2}{\sqrt{|\xi|^2 - \kappa_R^2}} \right) \, d\xi \right) + \int_{\mathbb{R}^2} \text{Im} \left( \frac{|\hat{v}_h(\xi)|^2}{\sqrt{|\xi|^2 - \kappa_R^2}} \right) \, d\xi \geq \frac{1}{\sqrt{2}} \min \left( \frac{1}{|\kappa_R|}, \frac{1}{|\kappa_R^2|} \right) \int_{\mathbb{R}^2} \frac{|\hat{v}_h(\xi)|^2}{\sqrt{|\xi|^2 + 1}} \, d\xi.$$ 

The rest of the proof of (4.4) runs along the lines of the proof of (iii). 

Lemma 4.3. If

$$\|A^{(\kappa,N)} - q^{\kappa,L,M,N}\|_\infty < \|(A^{(\kappa,N)})^{-1}\|^{-1}_2,$$

then the matrix $q^{\kappa,L,M,N}$ is invertible.

We now state sufficient conditions for invertibility of our discretized Galerkin and collocation schemes.

Theorem 4.4. (i) If $L \geq 3$ and $M \geq 3$ the matrices $q^{\kappa,L,M,N}$ are invertible for all $N \in \mathbb{N}$.

(ii) If $\kappa_I \geq 0$ then there exist integers $L(\kappa), M(\kappa)$ such that there is an integer $N(\kappa)$ such that for all $L,M,N \in \mathbb{N}, L \geq L(\kappa), M \geq M(\kappa), N \geq N(\kappa)$ the matrices $q^{\kappa,L,M,N}$ are invertible.

Proof of (i). In Theorem 3.5 we proved

$$\|A^{(0,N)} - q^{0,L,M,N}\|_\infty \leq h^3 \left( \frac{1}{2(L-1)^2} + \frac{\pi}{6(L-1)} \right) + 5.1 \frac{h^3}{M^4}.$$ 

By (4.2) and Lemma 4.3, to guarantee the invertibility of $q^{0,L,M,N}$ it is sufficient to find $L$ and $M$ such that

$$h^3 \left( \frac{1}{2(L-1)^2} + \frac{\pi}{6(L-1)} \right) + 5.1 \frac{h^3}{M^4} < \frac{\pi}{5} h^3.$$ 

It is easily checked that one can take $L = 3 = M$. The proof of (ii) is analogous.

Remark. The factor of $h^4$ in equation (3.10) grows with $L^2$, so that one should choose $L$ as small as possible to ensure stability for not too small numbers $h$. 


5. Error estimates. We shall present a result on quasi-optimal convergence of the discretized Galerkin and collocation methods. We need the following preparatory lemma.

**Lemma 5.1.** If there are constants $0 < C_1 < C_2$ such that the sequences of matrices $q^{\kappa,L,M,N}$ and $A^{(\kappa,N)}$ satisfy

\[ \|A^{(\kappa,N)} - q^{\kappa,L,M,N}\|_{\infty} \leq C_1 h^3 \]

and

\[ \inf_{0 \neq x \in \mathbb{C}^{4N^2}} \frac{|(A^{(\kappa,N)}x,x)|}{\|x\|^2} > C_2 h^3 \]

(here $4N^2$ is the number of elements in $\omega^{N,0}$), then for all $\varepsilon > 0$ and for all $x \in \mathbb{C}^{4N^2}$,

\[ |(A^{(\kappa,N)}x,x)| \leq \left( \frac{C_2}{C_2 - C_1} + \varepsilon \right) |(q^{(\kappa,L,M,N)}x,x)|. \]

**Proof.** We estimate the bilinear forms of the matrices in question for any vector $x \in \mathbb{C}^{4N^2}$:

\[
\left| \left( \frac{C_2}{C_2 - C_1} + \varepsilon \right) (q^{(\kappa,L,M,N)}x,x) \right| - |(A^{(\kappa,N)}x,x)| \\
= \left| \left( \frac{C_2}{C_2 - C_1} + \varepsilon \right) ((q^{(\kappa,L,M,N)} - A^{(\kappa,N)})x,x) \\
+ \left( \frac{C_2}{C_2 - C_1} + \varepsilon \right) (A^{(\kappa,N)}x,x) - (A^{(\kappa,N)}x,x) \right| \\
\geq \left| \left( \frac{C_2}{C_2 - C_1} + \varepsilon - 1 \right) (A^{(\kappa,N)}x,x) \\
- \left( \frac{C_2}{C_2 - C_1} + \varepsilon \right) |((q^{(\kappa,L,M,N)} - A^{(\kappa,N)})x,x)| \right| \\
\geq \left| \left( \frac{C_2}{C_2 - C_1} + \varepsilon - 1 \right) (A^{(\kappa,N)}x,x) \\
- \left( \frac{C_2}{C_2 - C_1} + \varepsilon \right) \|q^{(\kappa,L,M,N)} - A^{(\kappa,N)}\|_2(x,x) \right| \\
\geq \left( \frac{C_2}{C_2 - C_1} + \varepsilon - 1 \right) C_2 h^3 - \left( \frac{C_2}{C_2 - C_1} + \varepsilon \right) C_1 h^3 \right) (x,x) \\
= \varepsilon h^3 (x,x) \geq 0. \]

Next we present our main result:

**Theorem 5.2.** There are integers $L(\kappa), M(\kappa)$ such that the discretized Galerkin equations (2.17) and the discretized collocation equations (2.18) are uniquely
solvable for sufficiently large \( N \) and there is a constant \( C > 0 \) such that for any function \( f \in H^{2+\varepsilon}(\Omega) \) and any \( 0 < \varepsilon < \frac{1}{2} \) we have the error estimates

\[
\|u^k - u_N^k\|_{\tilde{H}^{1/2}(\Omega)} \leq C h^{1/2-\varepsilon}\|f\|_{H^{2+\varepsilon}(\Omega)},
\]

\[
\|v^k - v_N^k\|_{\tilde{H}^{1/2}(\Omega)} \leq C h^{1/2-\varepsilon}\|f\|_{H^{2+\varepsilon}(\Omega)}.
\]

**Proof.** From the proof of Theorem 4.4 it follows that we can choose numbers \( M(\kappa), L(\kappa) \) such that the assertions of Lemma 5.1 are satisfied for sufficiently large \( N \geq N(\kappa) \). On the space \( S^{h,0} \) of piecewise constant functions \( w_h = \sum_{k \in \omega^{N,0}} \alpha_k \varphi_k^{N,0} \) we define the sesquilinear form \( (Q^{k,L,M,N} w_h, w_h) \) associated with \( q^{k,L,M,N} \) by

\[
(Q^{k,L,M,N} w_h, w_h) := \sum_{k,k' \in \omega^{N,0}} \alpha_k \overline{q}^{k,L,M,N}_{k,k'} w_h.
\]

There is a constant \( C_1 > 0 \) such that the functions \( w^k_N = \sum_{k \in \omega^{N,0}} \gamma_k \varphi_k^{N,0} \) defined by equation (2.17) and \( u^k_N = \sum_{k \in \omega^{N,0}} \alpha_k \varphi_k^{N,0} \) defined by (2.5) satisfy

\[
\|u^k_N - u^k_N\|_{\tilde{H}^{1/2}(\Omega)}^2 \leq 2\pi (V_u(u^k_N - u^k_N), u^k_N - u^k_N) \leq C_1 (Q^{k,L(\kappa),M(\kappa),N}(u^k_N - u^k_N), u^k_N - u^k_N).
\]

Using (2.5), (2.17) we obtain

\[
(Q^{k,L(\kappa),M(\kappa),N}(u^k_N - u^k_N), u^k_N - u^k_N)
= (Q^{k,L(\kappa),M(\kappa),N}(u^k_N - u^k_N), u^k_N) - \sum_{k \in \omega^{N,0}} (\alpha_k - \gamma_k) N^2 \overline{f}(x_k)
= (Q^{k,L(\kappa),M(\kappa),N}(u^k_N - u^k_N), u^k_N) - (V_u(u^k_N - u^k_N), u^k_N)
+ (f, u^k_N - u^k_N) - \sum_{k \in \omega^{N,0}} ((\alpha_k - \gamma_k) N^2 \overline{f}(x_k)).
\]

We estimate the first term as in [18]:

\[
|Q^{k,L(\kappa),M(\kappa),N}(u^k_N - u^k_N) - (V_u(u^k_N - u^k_N))| \leq C_2 \|Q^{k,L(\kappa),M(\kappa),N}\|_2 \|u^k_N - u^k_N\|_0 h^{-2}
\leq C_3 \|\overline{A}(k) - Q^{k,L(\kappa),M(\kappa),N}\|_{\infty} \|u^k_N - u^k_N\|_0 h^{-2}
\leq C_4 h^3 \|u^k_N - u^k_N\|_{\tilde{H}^{-1/2}(\Omega)} h^{-1/2} \|u^k_N\|_{\tilde{H}^{1/2}(\Omega)} h^{-1} h^{-2}.
\]

This holds with constants \( C_2, C_3 \) independent of \( h \). Here we used again the equivalence (up to the factor of \( h \)) of the \( L^2 \)-norm to its discrete version and the inverse inequality. By these methods, the Cauchy–Schwarz inequality and the result in [5, Lemma 3.7], which carries over to piecewise constant trial functions, we get, with other constants \( C_4, C_5 \),
\[ |(f, u_h^c - u_N^c) - \sum_{k \in \omega^{N,0}} ((\alpha_k^c - \gamma_k^c) N^2 f(x_k))| \]
\[ \leq \sqrt{\sum_{k \in \omega^{N,0}} |\alpha_k^c - \gamma_k^c|^2 \sum_{k \in \omega^{N,0}} |(\varphi _k^{N,0}, f) - N^2 f(x_k^N)|^2} \]
\[ \leq C_4 h^{-1} \|u_h^c - u_N^c\|_0 \|f\|_{H^{2+\epsilon}(\Omega)} h^2 \]
\[ \leq C_5 h^{1/2} \|u_h^c - u_N^c\|_{H^{1/2}(\Omega)} \|f\|_{H^{2+\epsilon}(\Omega)}. \]

So we have proved
\[
\|u_h^c - u_N^c\|^2_{H^{-1/2}(\Omega)} \leq C_3 h^{1/2-\epsilon} \|u_h^c - u_N^c\|_{H^{-1/2}(\Omega)} \|u_h^c\|_{H^{1-\epsilon}(\Omega)}
+ C_5 h^{1/2} \|u_h^c - u_N^c\|_{H^{-1/2}(\Omega)} \|f\|_{H^{2+\epsilon}(\Omega)}.
\]

We divide this inequality by \(\|u_h^c - u_N^c\|_{H^{-1/2}(\Omega)}\) to get
\[
\|u_h^c - u_N^c\|_{H^{-1/2}(\Omega)} \leq C_3 h^{1/2-\epsilon} \|u_h^c\|_{H^{1-\epsilon}(\Omega)} + C_5 h^{1/2} \|f\|_{H^{2+\epsilon}(\Omega)}.
\]

By a standard trick [26], [18, p. 16], [5, p. 12] it can be proved that there is a constant \(C_6\) such that
\[
\|u_h^c\|_{H^{1-\epsilon}(\Omega)} \leq C_6 \|u_h^c\|_{H^{1-\epsilon}(\Omega)}.
\]

Because of the invertibility of \(V_h : H^\epsilon(\Omega) \to H^{1+\epsilon}(\Omega)\) and the continuous imbedding of \(H^{2+\epsilon}(\Omega)\) into \(H^{1+\epsilon}(\Omega)\) there is a constant \(C_7\) such that
\[
\|u_h^c\|_{H^{-1}(\Omega)} \leq C_7 \|f\|_{H^{2+\epsilon}(\Omega)}.
\]

Collecting of all the estimates we obtain (5.4).

On the space \(S^{h,1}\) of piecewise bilinear functions \(z_h = \sum_{k \in \omega^{N,1}} \beta_k \varphi_k^{N,1}\) we define the bilinear form \((Q^{L,M,N}_c z_h, z_h)\) associated with \(q^{L,M,N}\) by
\[
(Q^{L,M,N}_c z_h, z_h) := \sum_{k, k' \in \omega^{N,1}} \beta_k q^{L,M,N}_{k,k'} \varphi_{k'}^{N,1} \varphi_k^{N,1}.
\]

The proof of the convergence of the discretized collocation solutions runs along the same lines as the one for the discretized Galerkin solutions. The essential fact we need is the convergence of the collocation solutions \(v_h^c\) defined by (2.6), which is proved in [4] (see also [5]). In particular, the existence of a constant \(C_8 > 0\) such that
\[
|(V_h z_h, z_h)| \leq C_8 h^2 \sum_{k, k' \in \omega^{N,1}} \beta_k (\varphi_k^{N,1}(x_{k'})) |(\varphi_{k'}^{N,1})| \beta_{k'}
\]
holds for all \(z_h = \sum_{k \in \omega^{N,1}} \beta_k \varphi_k^{N,1} \in S^{h,1}\) was obtained in [4, 5]. From this and Lemma 5.1 we obtain the estimate
\[
\|v_h^c - v_N^c\|^2_{H^{1/2}(\Omega)} \leq C_8 \|(Q^{L,M,N}_c (v_h^c - v_N^c), v_h^c - v_N^c)\|.n
\]
From (2.6) and (2.18) we obtain a constant $C_9$ such that

$$
\left| (Q_{c,L,M,N}^\kappa (v_h^\kappa - v_N^\kappa), v_h^\kappa - v_N^\kappa) \right|
= \left| (Q_{c,L,M,N}^\kappa (v_h^\kappa - v_N^\kappa), v_h^\kappa - v_N^\kappa) - \sum_{k,k' \in \omega^{N,1}} (\beta_k^\kappa - g_k^\kappa) h^2 (V_{\kappa_{k,k'}}^{N,1})(x_{k,k'}^{N,1}) \varrho_{k,k'} \right|
\leq C_9 \| v_h^\kappa - v_N^\kappa \|_{H^{-1/2}(\Omega)} \| v_h^\kappa \|_{H^{-\varepsilon}(\Omega)},
$$

taking into account the consistency of the matrices in the last inequality. By the same trick we used above, we finally obtain (5.5).

6. Numerical results. Some results for the capacity of the square plate $[-1,1]^2$ found by our discretized Galerkin and collocation methods are presented. We have chosen the parameters to be $L = 3 = M$. Let us point out that our aim was not to improve the methods to approximate the true solution. Indeed, our results are worse than the results given in [11, 12, 20] found by mesh refinement. Our main interest was to state and prove error estimates for the discretized Galerkin and collocation methods by use of the midpoint formula, which reduces computational work.

In the following tables we list, in the first column, the number $N$ of partitions of $[0,1]$, in the second column the capacity $C_N^0 := \int_{[-1,1]^2} \nu_0 (x) \, dx$ determined by our discretized Galerkin method, in the third column we present the values $C_N$ we derived in [18] by a discretized Galerkin method of high accuracy. The error terms we gave in brackets stem from analytical a posteriori results and determine the intervals where the capacities determined by the true Galerkin solutions are. In the fourth column we list the experimental convergence rate $\alpha$, which is defined by

$$
\alpha := \ln \frac{0.7335 - C_N^0}{0.7335 - C_{N+1}^0} \left( \ln \frac{N + 1}{N} \right)^{-1}.
$$

Here we use the extrapolated value 0.7335 for the capacity used in [11, 12, 20]. The theoretical value for this convergence rate is $1 - \varepsilon$. The first table was calculated by discretized Galerkin’s method using piecewise constant elements.

<table>
<thead>
<tr>
<th>$N$</th>
<th>$C_N^0$</th>
<th>$C_N$</th>
<th>$\alpha$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.67266</td>
<td>0.67267 ± 0.00064</td>
<td>−</td>
</tr>
<tr>
<td>2</td>
<td>0.69995</td>
<td>0.69995 ± 0.00041</td>
<td>0.85</td>
</tr>
<tr>
<td>3</td>
<td>0.71042</td>
<td>0.70993 ± 0.00030</td>
<td>0.92</td>
</tr>
<tr>
<td>4</td>
<td>0.71595</td>
<td>0.71531 ± 0.00024</td>
<td>0.95</td>
</tr>
<tr>
<td>5</td>
<td>0.71937</td>
<td>0.71868 ± 0.00020</td>
<td>0.97</td>
</tr>
<tr>
<td>6</td>
<td>0.72169</td>
<td>0.72099 ± 0.00018</td>
<td>0.98</td>
</tr>
<tr>
<td>7</td>
<td>0.72337</td>
<td>0.72268 ± 0.00016</td>
<td>0.99</td>
</tr>
<tr>
<td>8</td>
<td>0.72464</td>
<td>0.72396 ± 0.00014</td>
<td>1.00</td>
</tr>
</tbody>
</table>
In the next table we calculated $C_{N,c} = \int_{[-1,1]^2} v_N^{(0)}(x) \, dx$ determined by our discretized collocation method with piecewise bilinear trial functions collocating at the nodes.

<table>
<thead>
<tr>
<th>$N$</th>
<th>$C_{N,c}$</th>
<th>$\alpha$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.33633</td>
<td>$-$</td>
</tr>
<tr>
<td>2</td>
<td>0.51846</td>
<td>0.88</td>
</tr>
<tr>
<td>3</td>
<td>0.58851</td>
<td>0.97</td>
</tr>
<tr>
<td>4</td>
<td>0.62436</td>
<td>0.98</td>
</tr>
<tr>
<td>5</td>
<td>0.64605</td>
<td>0.99</td>
</tr>
<tr>
<td>6</td>
<td>0.66057</td>
<td>1.00</td>
</tr>
<tr>
<td>7</td>
<td>0.67097</td>
<td>1.00</td>
</tr>
<tr>
<td>8</td>
<td>0.67879</td>
<td>1.00</td>
</tr>
</tbody>
</table>
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