# Multiplicity and the Lojasiewicz exponent 

by S. SpodZIEJA (Łódź)


#### Abstract

We give a formula for the multiplicity of a holomorphic mapping $f$ : $\mathbb{C}^{n} \supset \Omega \rightarrow \mathbb{C}^{m}, m>n$, at an isolated zero, in terms of the degree of an analytic set at a point and the degree of a branched covering. We show that calculations of this multiplicity can be reduced to the case when $m=n$. We obtain an analogous result for the local Łojasiewicz exponent.


Introduction. Achilles, Tworzewski and Winiarski [ATW] introduced a definition of the improper isolated intersection multiplicity of analytic sets. Tworzewski [Tw] generalized this definition to any improper intersections of analytic sets. This biholomorphic invariant plays an important role in the theory of singularities of analytic sets. The above multiplicity leads to the definition of multiplicity of a holomorphic mapping at a zero of this mapping (see [TW]). We study the multiplicity $i_{0}(f)$ of a holomorphic mapping $f$ : $\Omega \rightarrow \mathbb{C}^{m}$ at an isolated zero $0 \in \Omega$, where $\Omega \subset \mathbb{C}^{n}$ is an open set and $m>n$.

The main result of this paper is a formula for $i_{0}(f)$ (Theorem 1.2). Namely, for a sufficiently small neighbourhood $D \subset \Omega$ of 0 ,

$$
i_{0}(f)=\left.\operatorname{deg} f\right|_{D} \operatorname{deg}_{0} f(D)
$$

where $\left.f\right|_{D}: D \rightarrow f(D)$ is a branched covering (i.e. a $*$-covering in the sense of $\left[\mathrm{L}_{2}\right]$, V.7.2). The crucial role in the proof of Theorem 1.2 is played by the reduction of the calculations of the multiplicity of $f$ at an isolated zero to the case $m=n$ (see Theorem 1.1). We obtain this result by the composition of $f$ with a linear mapping. From Theorem 1.1 it follows that the multiplicity $i_{0}(f)$ depends on the ideal generated by the components of $f$ only (see Corollary 1.1, cf. [ATW], Proposition 6.1). Additionally we obtain an estimate from below of the multiplicity of a holomorphic mapping at an isolated zero in terms of the orders of the components of the mapping (see Corollary 1.2).

[^0]We apply considerations analogous to those in Theorem 1.1 to the local Łojasiewicz exponent. We show that the calculation of the Lojasiewicz exponent of $f$ can be reduced to the case $m=n$ (see Theorem 2.1). In the case $m=n$ relations between the above mentioned biholomorphic invariants are well known (see $\left[\mathrm{E}_{1}\right],\left[\mathrm{D}^{\prime} \mathrm{A}\right],[\mathrm{CL}],\left[\mathrm{P}_{1}\right]-\left[\mathrm{P}_{3}\right],[\mathrm{C}],[\mathrm{Te}],[\mathrm{LJT}],[\mathrm{KL}]$ ). We show that some of them also hold in the case $m>n$ (see Proposition 3.1).

1. The multiplicity of isolated zeros of holomorphic mappings. In the whole paper we will assume that $\Omega \subset \mathbb{C}^{n}$ is a neighbourhood of $0 \in \mathbb{C}^{n}$ and

$$
f=\left(f_{1}, \ldots, f_{m}\right): \Omega \rightarrow \mathbb{C}^{m}
$$

is a holomorphic mapping having an isolated zero at $0, m \geq n$.
By the multiplicity of $f$ at 0 we mean the improper intersection multiplicity $i\left(\right.$ graph $\left.f \cdot\left(\mathbb{C}^{n} \times\{0\}\right) ;(0,0)\right)$ of the graph $f$ and $\mathbb{C}^{n} \times\{0\}$ at the point $(0,0) \in \mathbb{C}^{n} \times \mathbb{C}^{m}$ (see $\left.[A T W]\right)$ and we denote it by $i_{0}(f)$. If $m=n$ then we have $i_{0}(f)=\mu_{0}(f)$, where $\mu_{0}(f)$ denotes the covering multiplicity of $f$ at 0 .

We shall show that considerations of multiplicity at an isolated zero of a holomorphic mapping $f: \mathbb{C}^{n} \supset \Omega \rightarrow \mathbb{C}^{m}$ can be reduced to the case when $m=n$.

Denote by $\mathbf{L}(m, k)$ the set of all nonsingular linear mappings $\mathbb{C}^{m} \rightarrow \mathbb{C}^{k}$, where for $k=0$ we put $\mathbb{C}^{k}=\{0\}$.

In what follows we will write "the generic $x \in A$ " instead of "there exists an algebraic set $V$ such that $A \backslash V$ is a dense subset of $A$ and $x \in A \backslash V$ ".

Let $f: \Omega \rightarrow \mathbb{C}^{m}$ be as above.
Theorem 1.1. Let $n \leq k \leq m$. Then for any $L \in \mathbf{L}(m, k)$ such that the point 0 is an isolated zero of $L \circ f: \Omega \rightarrow \mathbb{C}^{k}$ we have

$$
\begin{equation*}
i_{0}(f) \leq i_{0}(L \circ f) \tag{1}
\end{equation*}
$$

Moreover, for the generic $L \in \mathbf{L}(m, k)$, the point 0 is an isolated zero of $L \circ f$ and

$$
\begin{equation*}
i_{0}(f)=i_{0}(L \circ f) \tag{2}
\end{equation*}
$$

The proof of this theorem will be preceded by two definitions and a lemma.

Let $V$ be an analytic set in a neighbourhood $D \subset \mathbb{C}^{N}$ of $0 \in \mathbb{C}^{N}, 0 \in V$. By $C_{0}(V)$ we denote the tangent cone to $V$ at 0 in the sense of Whitney ([W], p. 510). The tangent cone $C_{0}(V)$ is clearly a closed cone with vertex 0 . Moreover, it is an algebraic set of dimension $\operatorname{dim}_{0} V$. If 0 is a simple point of $V$, then $C_{0}(V)$ is the tangent space $T_{0}(V)$ to $V$ at 0 .

Let $V, W$ be analytic sets in a neighbourhood $D \subset \mathbb{C}^{N}$ of $0 \in \mathbb{C}^{N}$, $0 \in V \cap W$. The relative tangent cone $C_{0}(V, W)$ of the sets $V, W$ at 0 is
defined as the set of $v \in \mathbb{C}^{N}$ such that there exist sequences $\left\{x_{j}\right\} \subset V$, $\left\{y_{j}\right\} \subset W$ and $\left\{t_{j}\right\} \subset \mathbb{C}$ satisfying

$$
x_{j} \rightarrow 0, \quad y_{j} \rightarrow 0, \quad t_{j}\left(x_{j}-y_{j}\right) \rightarrow v \quad \text { as } j \rightarrow \infty
$$

It is easy to see that the relative tangent cone $C_{0}(V, W)$ is clearly a closed cone with vertex 0 .

Lemma 1.1. Let $\Omega \subset \mathbb{C}^{n}$ be a neighbourhood of $0 \in \mathbb{C}^{n}$ such that $\bar{\Omega}$ is a compact set. Let $f$ be a holomorphic mapping in some neighbourhood of $\bar{\Omega}$ with values in $\mathbb{C}^{m}$ such that $f^{-1}(0) \cap \bar{\Omega}=\{0\}$ and $f(\Omega)$ generates an irreducible analytic germ at $0 \in \mathbb{C}^{m}$. Then

$$
C_{(0,0)}\left(\mathbb{C}^{n} \times\{0\}, \operatorname{graph} f\right)=\mathbb{C}^{n} \times C_{0}(f(\Omega))
$$

Proof. Take any sequences $\left\{x_{j}\right\} \subset \Omega,\left\{\left(x_{j}^{\prime}, f\left(x_{j}^{\prime}\right)\right)\right\} \subset \operatorname{graph} f$ and $\left\{t_{j}\right\} \subset \mathbb{C}$ such that $x_{j} \rightarrow 0$ and $x_{j}^{\prime} \rightarrow 0$ as $j \rightarrow \infty$. If

$$
\begin{equation*}
t_{j}\left(x_{j}^{\prime}-x_{j}, f\left(x_{j}^{\prime}\right)\right) \rightarrow v \in \mathbb{C}^{n+m} \tag{3}
\end{equation*}
$$

then obviously $v \in \mathbb{C}^{n} \times C_{0}(f(\Omega))$.
Take any $v=(x, y) \in \mathbb{C}^{n} \times C_{0}(f(\Omega))$. Assume that $y=0$, and $x \neq 0$. Let $x_{j}^{\prime}=(1 / j) x$. Then there exists $\left\{t_{j}\right\} \subset \mathbb{C}$ such that $t_{j} \rightarrow \infty$ and $t_{j} f\left(x_{j}^{\prime}\right) \rightarrow 0$. Let $x_{j}=x_{j}^{\prime}-\left(1 / t_{j}\right) x$. Then obviously $x_{j} \rightarrow 0$ and (3) holds. Thus $v \in C_{0}\left(\mathbb{C}^{n} \times\{0\}\right.$, graph $\left.f\right)$. Let now $y \neq 0$. Then there exist sequences $\left\{x_{j}^{\prime}\right\} \subset \mathbb{C}^{n}$ and $\left\{t_{j}\right\} \subset \mathbb{C}$ such that

$$
f\left(x_{j}^{\prime}\right) \rightarrow 0, \quad t_{j} f\left(x_{j}^{\prime}\right) \rightarrow y
$$

Hence, $t_{j} \rightarrow \infty$ and, by the assumptions, $x_{j}^{\prime} \rightarrow 0$. Taking $x_{j}$ as above we obtain (3) and so, $v \in C_{0}\left(\mathbb{C}^{n} \times\{0\}\right.$, graph $\left.f\right)$. This ends the proof.

Proof of Theorem 1.1. If $m=n$ or $k=m$, then the assertion is obvious. Assume that $m>k \geq n$.

Consider the case $k=n$. Let $L \in \mathbf{L}(m, n)$ be such that 0 is an isolated point of $(L \circ f)^{-1}(0)$. Let

$$
H=\mathbb{C}^{n} \times \operatorname{ker} L
$$

Then from the definitions of multiplicity of improper and proper intersections we have

$$
i_{0}(f)=i\left(\operatorname{graph} f \cdot\left(\mathbb{C}^{n} \times\{0\}\right) ;(0,0)\right) \leq i(\operatorname{graph} f \cdot H ;(0,0))=\mu_{0}(L \circ f)
$$

which gives (1) in this case.
We now prove the second part of the theorem. Since the considerations have a local character and 0 is an isolated zero of $f$, we may assume that $\bar{\Omega}$ is a compact set, $f$ is a holomorphic mapping in a neighbourhood of $\bar{\Omega}$, $f^{-1}(0) \cap \bar{\Omega}=\{0\}$ and $W=f(\Omega)$ generates an irreducible analytic germ at $0 \in \mathbb{C}^{m}$. Let $C_{0}(W)$ be the tangent cone of $W$ at 0 . Then $\operatorname{dim} C_{0}(W)=$ $\operatorname{dim} W$. So, for the generic $L \in \mathbf{L}(m, n)$, by Corollary of [ $\mathrm{L}_{2}$ ], VII.11.8, we
obtain $C_{0}(W) \cap \operatorname{ker} L \subset\{0\}$, thus 0 is an isolated point of $(L \circ f)^{-1}(0)$. From Lemma 1.1 we get

$$
C_{(0,0)}\left(\mathbb{C}^{n} \times\{0\}, \operatorname{graph} f\right)=\mathbb{C}^{n} \times C_{0}(W)
$$

Thus, using Theorem 4.4 of [ATW], we easily see that for any $L \in \mathbf{L}(m, n)$ such that $C_{0}(W) \cap \operatorname{ker} L=\{0\}$,

$$
i\left(\text { graph } f \cdot \mathbb{C}^{n} \times\{0\} ;(0,0)\right)=i(\text { graph } f \cdot H ;(0,0))
$$

where $H=\mathbb{C}^{n} \times \operatorname{ker} L$. So,

$$
i_{0}(f)=\mu_{0}(L \circ f) .
$$

Since the set $\left\{L \in \mathbf{L}(m, n): C_{0}(W) \cap \operatorname{ker} L=\{0\}\right\}$ is a Zariski open and dense subset of $\mathbf{L}(m, n)$, we obtain (2) for the generic $L \in \mathbf{L}(m, n)$.

Now consider the last case $n<k<m$. Take any $L \in \mathbf{L}(m, k)$ such that 0 is an isolated zero of $L \circ f: \Omega \rightarrow \mathbb{C}^{k}$. Then, by the first part of the proof, we have

$$
i_{0}(L \circ f)=\min _{\widetilde{L} \in \mathbf{L}(k, n)} \mu_{0}(\widetilde{L} \circ L \circ f) \geq \min _{\bar{L} \in \mathbf{L}(m, n)} \mu_{0}(\bar{L} \circ f)=i_{0}(f)
$$

This gives (1) in this case.
Let $\mathcal{U} \subset \mathbf{L}(m, n)$ be the set of all $M \in \mathbf{L}(m, n)$ such that $i_{0}(M \circ f)$ $=i_{0}(f)$. Then, by the first part of the proof, the set

$$
\mathcal{U}^{\prime}=\left\{L=\left(M, M^{\prime}\right) \in \mathbf{L}(m, k): M \in \mathcal{U}, M^{\prime} \in \mathbf{L}(m, k-n)\right\}
$$

contains a Zariski open subset of $\mathbf{L}(m, k)$. Moreover, for any $L=\left(M, M^{\prime}\right)$ $\in \mathcal{U}^{\prime}$, taking $\widetilde{L}\left(y_{1}, \ldots, y_{k}\right)=\left(y_{1}, \ldots, y_{n}\right)$ we obtain

$$
i_{0}(f) \leq i_{0}(L \circ f) \leq i_{0}\left(\widetilde{L} \circ\left(M, M^{\prime}\right) \circ f\right)=i_{0}(M \circ f)=i_{0}(f)
$$

This gives (2) for any $L \in \mathcal{U}^{\prime}$ and ends the proof in this case.
This ends the proof of Theorem 1.1.
Denote by $\mathcal{O}_{0}$ the ring of germs of holomorphic functions at $0 \in \mathbb{C}^{n}$, and by $\mathfrak{m}_{0}$ the maximal ideal of $\mathcal{O}_{0}$.

Theorem 1.1 and Theorem 5.2 of [ATW] yield
Corollary 1.1. The multiplicity $i_{0}(f)$ is a biholomorphic invariant and depends on the ideal $\left(f_{1}, \ldots, f_{m}\right) \mathcal{O}_{0}$ only.

Proof. The first part immediately follows from the fact that the intersection multiplicity of analytic sets is a biholomorphic invariant (see [ATW], Theorem 5.2). To show the second part, observe that for any functions $\beta_{i, j}$, $i, j=1, \ldots, m$, holomorphic in a neighbourhood of 0 such that the matrix
$\left[\beta_{i, j}\right]$ is invertible, we have

$$
i_{0}(f)=i_{0}(\widetilde{f}),
$$

where $\tilde{f}=\left[\beta_{i, j}\right] f$. Indeed, since $\left[\beta_{i, j}\right]$ is invertible, there exist neighbourhoods $U, D \subset \mathbb{C}^{n} \times \mathbb{C}^{m}$ such that

$$
\xi: U \ni(x, y) \mapsto\left(x,\left[\beta_{i, j}\right] y\right) \in D
$$

is a biholomorphism. Moreover $\xi\left(U \cap\left(\mathbb{C}^{n} \times\{0\}\right)\right)=D \cap\left(\mathbb{C}^{n} \times\{0\}\right)$ and $\xi(U \cap \operatorname{graph} f)=D \cap \operatorname{graph} \tilde{f}$. Thus, by Theorem 5.2 of [ATW], we have the announced observation.

Let $g_{1}, \ldots, g_{k}$ be holomorphic functions about 0 such that

$$
\left(f_{1}, \ldots, f_{m}\right) \mathcal{O}_{0}=\left(g_{1}, \ldots, g_{k}\right) \mathcal{O}_{0}
$$

From Theorem 1.1, we see that

$$
i_{0}(f)=i_{0}\left(f_{1}, \ldots, f_{m}, 0, \ldots, 0\right)
$$

so, from the above observation,

$$
i_{0}(f)=i_{0}\left(f_{1}, \ldots, f_{m}, g_{1}, \ldots, g_{k}\right)=i_{0}\left(0, \ldots, 0, g_{1}, \ldots, g_{k}\right)=i_{0}\left(g_{1}, \ldots, g_{k}\right) .
$$

This ends the proof.
Remark 1.1. Theorem 1.1 yields $\left(\mathfrak{m}_{0}\right)^{i_{0}(f)} \subset\left(f_{1}, \ldots, f_{m}\right) \mathcal{O}_{0}$.
Indeed, by Theorem 1.1, there exists $L \in \mathbf{L}(m, n)$ such that $i_{0}(f)=$ $\mu_{0}(L \circ f)$. Let $\mathcal{J}$ be the ideal in $\mathcal{O}_{0}$ generated by the components of the mapping $L \circ f$. It is well known that $\left(\mathfrak{m}_{0}\right)^{\mu_{0}(L \circ f)} \subset \mathcal{J}$. Since $\mathcal{J} \subset\left(f_{1}, \ldots, f_{m}\right) \mathcal{O}_{0}$, we obtain the assertion.

Let $m \geq k$. Denote by $\Delta(m, k)$ the set of all linear mappings $L=$ $\left(L_{1}, \ldots, L_{k}\right) \in \mathbf{L}(m, k)$ of the form

$$
L_{i}\left(y_{1}, \ldots, y_{m}\right)=y_{i}+\sum_{j=k+1}^{m} \alpha_{i, j} y_{j}, \quad i=1, \ldots, k
$$

where $\alpha_{i, j} \in \mathbb{C}$.
From Theorem 1.1, it is easy to deduce
Proposition 1.1. For the generic $L=\left(L_{1}, \ldots, L_{n}\right) \in \Delta(m, n)$, the point 0 is an isolated zero of $L \circ f: \Omega \rightarrow \mathbb{C}^{n}$ and

$$
i_{0}(f)=i_{0}(L \circ f)=\mu_{0}(L \circ f) .
$$

Moreover, if $k_{j}=\operatorname{ord} f_{j}, k_{1} \leq \ldots \leq k_{m}$, then

$$
\operatorname{ord}\left(L_{j} \circ f\right)=k_{j}, \quad j=1, \ldots, n .
$$

From the above proposition and properties of covering multiplicity of holomorphic mappings we have

Corollary 1.2. Let $f=\left(f_{1}, \ldots, f_{m}\right): \Omega \rightarrow \mathbb{C}^{m}$, and let $k_{j}=\operatorname{ord} f_{j}$, $k_{1} \leq \ldots \leq k_{m}$. Then:
(i) $i_{0}(f) \geq k_{1} \ldots k_{n}$.
(ii) $I f$

$$
\begin{equation*}
i_{0}(f)=k_{1} \ldots k_{n} \tag{4}
\end{equation*}
$$

then the initial forms in $f_{1}, \ldots$, in $f_{l}$ have no nontrivial zeros in common, where $l=\max \left\{j: k_{j}=k_{n}\right\}$.
(iii) If the forms in $f_{1}, \ldots$, in $f_{n}$ have no common nontrivial zeros, then (4) holds.

Proof. From Proposition 1.1, by the assumptions on the orders $k_{j}$, for the generic $L=\left(L_{1}, \ldots, L_{n}\right) \in \Delta(m, n)$ we have

$$
\begin{equation*}
\operatorname{ord} L_{j} \circ f=k_{j}, \quad j=1, \ldots, n, \tag{5}
\end{equation*}
$$

and

$$
i_{0}(f)=\mu_{0}(L \circ f) .
$$

Then from the properties of covering multiplicity in the proper case $m=n$ we obtain (i).
(ii) Assume that the forms in $f_{1}, \ldots$, in $f_{l}$ have a nontrivial common zero. Then for the generic $L \in \Delta(m, n)$, the initial forms of the components of the mapping $L \circ f$ have a nontrivial zero in common. Thus, by (5), Proposition 1.1, and the properties of covering multiplicity in the proper case, (4) does not hold.
(iii) Assume that (4) does not hold. Then, by (5), (i) and Proposition 1.1, for the generic $L \in \Delta(m, n)$, the initial forms of the components of $L \circ f$ have a nontrivial zero in common. Let

$$
F=\left(F_{1}, \ldots, F_{n}\right): \Delta(m, n) \times \Omega \ni(L, x) \mapsto L(f(x)) \in \mathbb{C}^{n} .
$$

Then for the generic $L \in \Delta(m, n)$, the forms in $F_{1}(L, x), \ldots$, in $F_{n}(L, x)$ have a nontrivial zero in common. Thus for any $L \in \Delta(m, n)$ the above forms have a nontrivial zero in common. In particular taking $L\left(y_{1}, \ldots, y_{m}\right)=$ $\left(y_{1}, \ldots, y_{n}\right) \in \Delta(m, n)$ we see that in $f_{1}, \ldots$, in $f_{n}$ have a common nontrivial zero. This contradicts the assumption.

Corollary 1.3. Let $f=\left(f_{1}, \ldots, f_{m}\right): \mathbb{C}^{n} \rightarrow \mathbb{C}^{m}$ be a polynomial mapping having an isolated zero at 0 . Let $d_{j}=\operatorname{deg} f_{j}, d_{1} \geq \ldots \geq d_{m}>0$. Then

$$
i_{0}(f) \leq d_{1} \ldots d_{n}
$$

Proof. By Proposition 1.1, there exists $L=\left(L_{1}, \ldots, L_{n}\right) \in \Delta(m, n)$ such that 0 is an isolated zero of $L \circ f$ and $i_{0}(f)=i_{0}(L \circ f)$. By the definition of $\Delta(m, n)$ we have $\operatorname{deg} L_{j} \circ f \leq d_{j}$ for $j=1, \ldots, n$. Then, by

Proposition 1.3 of $\left[\mathrm{P}_{3}\right]$ we obtain

$$
i_{0}(f)=\mu_{0}(L \circ f) \leq d_{1} \ldots d_{n}
$$

This gives the assertion.
Let us give a formula for the multiplicity of a holomorphic mapping at an isolated zero. We adopt the definition of the degree of an analytic set $A$ at a point $x$ from [D], $\S 6$, and denote it by $\operatorname{deg}_{x} A$.

Let $\Omega \subset \mathbb{C}^{n}$ be a neighbourhood of $0 \in \mathbb{C}^{n}$ such that $\bar{\Omega}$ is a compact set. Let $f$ be a holomorphic mapping in some neighbourhood of $\bar{\Omega}$ with values in $\mathbb{C}^{m}$ such that $f^{-1}(0) \cap \bar{\Omega}=\{0\}$. By the Remmert proper mapping theorem ( $\left[\mathrm{L}_{2}\right]$, V.5.1), $f(\Omega)$ is an analytic set at $0 \in \mathbb{C}^{m}$.

Proposition 1.2. Under the above notations,

$$
i_{0}(f)=\alpha \operatorname{deg}_{0} f(\Omega),
$$

where $\alpha=\lim \sup _{x \rightarrow 0} \#\left(f^{-1}(f(x)) \cap \Omega\right)$. Moreover, $\alpha$ does not depend on the choice of $\Omega$.

Proof. From the assumption, we have $\eta=\inf _{x \in \partial \Omega}|f(x)|>0$. Let $B=\left\{y \in \mathbb{C}^{m}:|y|<\eta / 2\right\}$, and let $D \subset \Omega$ be the connected component of $f^{-1}(B)$ such that $0 \in D$. Obviously $f^{-1}(0) \cap \bar{D}=\{0\}$. Moreover $f: D \rightarrow B$ is a proper mapping. So, for any $y \in B, \#\left(f^{-1}(y) \cap D\right)<\infty$. By the Remmert proper mapping theorem, $W=f(D)$ is an analytic subset of $B$, and, by Proposition 2 of $\left[\mathrm{L}_{2}\right], \mathrm{V} .7 .2, \operatorname{dim} W=n$. Moreover, the germs of the analytic sets $W$ and $f(\Omega)$ at $0 \in \mathbb{C}^{m}$ are equal, thus

$$
\operatorname{deg}_{0} W=\operatorname{deg}_{0} f(\Omega)
$$

Since the set $W$ is irreducible, $\left.f\right|_{D}: D \rightarrow W$ is a branched covering. It is easy to see that for any neighbourhood $D^{\prime} \subset D$ of $0 \in \mathbb{C}^{n}$, there exists $\varepsilon>0$ such that for any $|y|<\varepsilon$ we have $f^{-1}(y) \cap D^{\prime}=f^{-1}(y) \cap \Omega$. Thus $\alpha$ is the degree of the covering $\left.f\right|_{D}$.

Let $S$ be the set of singular points of $W$. From the definition of $\operatorname{deg}_{0} W$, there exists a dense subset $\mathcal{U} \subset \mathbf{L}(m, n)$ such that for any $L \in \mathcal{U}$, there exists a neighbourhood $U \subset \mathbb{C}^{n}$ of 0 , and an analytic subset $V \subset U$, $\operatorname{dim} V<n$, such that for all $z \in U \backslash V$,

$$
\#\left[(W \backslash S) \cap L^{-1}(z)\right]=\#\left[W \cap L^{-1}(z)\right]=\operatorname{deg}_{0} W
$$

Thus, for any $z \in U, \#\left[(L \circ f)^{-1}(z) \cap D\right] \leq \alpha \operatorname{deg}_{0} W$. Moreover, by the Andreotti-Stoll theorem, there exists an analytic subset $V \subset \Sigma \subset U$, $\operatorname{dim} \Sigma<n$, such that for any $z \in U \backslash \Sigma$,

$$
\#\left[(L \circ f)^{-1}(z) \cap D\right]=\alpha \operatorname{deg}_{0} W
$$

On the other hand, for any $L \in \mathcal{U}$, there exist connected neighbourhoods $D^{\prime} \subset D$ and $B^{\prime} \subset U$ of $0 \in \mathbb{C}^{n}$ such that $L \circ f: D^{\prime} \rightarrow B^{\prime}$ is proper and
$(L \circ f)^{-1}(0) \cap \overline{D^{\prime}}=\{0\}$. In consequence,

$$
\mu((L \circ f), 0)=\sup _{z \in B^{\prime}} \#\left[(L \circ f)^{-1}(z) \cap D^{\prime}\right]=\alpha \operatorname{deg}_{0} W
$$

This, by Theorem 1.1, gives the assertion.
Let, as before, $\Omega \subset \mathbb{C}^{n}$ be a neighbourhood of $0 \in \mathbb{C}^{n}$ and $f: \Omega \rightarrow \mathbb{C}^{m}$ be a holomorphic mapping having an isolated zero at 0 .

Theorem 1.2. There exists a neighbourhood $D \subset \Omega$ of 0 such that $\left.f\right|_{D}: D \rightarrow f(D)$ is a branched covering, $f^{-1}(0) \cap D=\{0\}$ and

$$
i_{0}(f)=\left.\operatorname{deg}_{0} f(D) \operatorname{deg} f\right|_{D}
$$

Proof. Since 0 is an isolated zero of $f$, there exists a neighbourhood $K$ of 0 such that $\bar{K} \subset \Omega$ is a compact set and $f^{-1}(0) \cap \bar{K}=\{0\}$. So, as in the proof of Proposition 1.2, there exist neighbourhoods $0 \in D \subset K, 0 \in B \subset$ $\mathbb{C}^{m}$ such that $\left.f\right|_{D}: D \rightarrow B$ is a proper mapping. Thus, $\left.f\right|_{D}: D \rightarrow f(D)$ is a branched covering. Moreover $\alpha=\limsup _{x \rightarrow 0} \#\left(f^{-1}(0) \cap D\right)$ does not depend on the choice of $D$ and $\alpha$ is the degree of the branched covering $\left.f\right|_{D}: D \rightarrow f(D)$. In consequence, by Proposition 1.2 , we have the assertion.
2. The local Łojasiewicz exponent. Analogous considerations can be applied to the local Lojasiewicz exponent. Let, as usual, $\Omega \subset \mathbb{C}^{n}$ be a neighbourhood of $0 \in \mathbb{C}^{n}$ and let $f: \Omega \rightarrow \mathbb{C}^{m}$ be a holomorphic mapping having an isolated zero at 0 .

Set

$$
N_{0}(f)=\left\{\nu \in \mathbb{R}: \exists_{C>0, r>0} \forall_{x \in \Omega}|x|<r \Rightarrow|f(x)| \geq C|x|^{\nu}\right\} .
$$

The Lojasiewicz exponent at 0 of the mapping $f$ is defined to be $\inf N_{0}(f)$ and denoted by $\mathcal{L}_{0}(f)$.

Theorem 2.1. Let $n \leq k \leq m$. Then for any $L \in \mathbf{L}(m, k)$ such that 0 is an isolated zero of $(L \circ f)^{-1}(0)$ we have

$$
\mathcal{L}_{0}(f) \leq \mathcal{L}_{0}(L \circ f) .
$$

Moreover, for the generic $L \in \mathbf{L}(m, k)$, the point 0 is an isolated zero of $L \circ f$ and

$$
\mathcal{L}_{0}(f)=\mathcal{L}_{0}(L \circ f) .
$$

Proof. Obviously $m \geq n$. If $m=n$ or $k=m$, then the assertion is obvious. Assume that $m>k \geq n$.

Consider the case $k=n$. Let $L \in \mathbf{L}(m, n)$ be such that 0 is an isolated point of $(L \circ f)^{-1}(0)$. Then there exists $M \in \mathbf{L}(m, m-n)$ such that $\widetilde{L}=$ $(L, M): \mathbb{C}^{m} \rightarrow \mathbb{C}^{m}$ is a linear automorphism of $\mathbb{C}^{m}$. Thus $\mathcal{L}_{0}(f)=\mathcal{L}_{0}(\widetilde{L} \circ f)$. Obviously for $x \in \Omega$ we have $|\widetilde{L} \circ f(x)| \geq|L \circ f(x)|$, so $\mathcal{L}_{0}(\widetilde{L} \circ f) \leq \mathcal{L}_{0}(L \circ f)$. This gives the first part of the assertion in this case.

Let us prove the second part. Since the considerations have a local character, we may assume that $W=f(\Omega)$ generates an irreducible germ at $0 \in \mathbb{C}^{m}$. Let $C_{0}(W)$ be the tangent cone to $W$ at 0 . Then $\operatorname{dim} C_{0}(W)=\operatorname{dim} W$, so for the generic $L \in \mathbf{L}(m, n)$ we have $C_{0}(W) \cap \operatorname{ker} L \subset\{0\}$, thus 0 is an isolated zero of $L \circ f$. By Sadullaev's theorem ( $\left[\mathrm{L}_{2}\right]$, VII.7.1), for the generic $L \in \mathbf{L}(m, n)$ there exists $M \in \mathbf{L}(m, m-n)$ such that $(L, M) \in \mathbf{L}(m, m)$ and for any $y \in C_{0}(W)$,

$$
|M(y)| \leq \frac{1}{2}|L(y)| .
$$

Thus, diminishing $\Omega$ if necessary, we have for any $x \in \Omega$,

$$
|M(f(x))| \leq|L(f(x))|
$$

Therefore $|(L, M) \circ f(x)|=|L \circ f(x)|, x \in \Omega$. This gives

$$
\mathcal{L}_{0}(L \circ f)=\mathcal{L}_{0}((L, M) \circ f)=\mathcal{L}_{0}(f)
$$

So, we have the assertion in this case.
The last case $n<k<m$ is proved as in Theorem 1.1. This ends the proof.

Since the Łojasiewicz exponent is an invariant with respect to linear automorphisms, from Theorem 2.1 we immediately obtain

Proposition 2.1. For the generic $L=\left(L_{1}, \ldots, L_{n}\right) \in \Delta(m, n)$, the point 0 is an isolated zero of $L \circ f: \Omega \rightarrow \mathbb{C}^{n}$ and

$$
\mathcal{L}_{0}(f)=\mathcal{L}_{0}(L \circ f)
$$

Moreover, if $k_{j}=\operatorname{ord} f_{j}, k_{1} \leq \ldots \leq k_{m}$, then

$$
\operatorname{ord}\left(L_{j} \circ f\right)=k_{j}, \quad j=1, \ldots, n
$$

By the regular separation exponent of closed sets $X, Y$ in an open subset $D \subset \mathbb{C}^{N}$ at a point $a \in X \cap Y$ we mean a number $\nu>0$ such that there exist $C>0$ and a neighbourhood $B \subset D$ of $a$ such that

$$
z \in B \Rightarrow \varrho(z, X)+\varrho(z, Y) \geq C \varrho(z, X \cap Y)^{\nu}
$$

where $\varrho(z, A)=\inf _{x \in A}|z-x|\left(c f .\left[\mathrm{L}_{2}\right]\right.$, IV.7.1).
Remark 2.1. It is easy to observe that the Łojasiewicz exponent of a holomorphic mapping $f: \Omega \rightarrow \mathbb{C}^{m}$ at an isolated zero $0 \in \Omega$ is the smallest regular separation exponent of $\Omega \times\{0\}$ and graph $f$ at $(0,0)$.

Remark 2.2. From the above remark it follows that the Łojasiewicz exponent of a holomorphic mapping $f=\left(f_{1}, \ldots, f_{m}\right): \Omega \rightarrow \mathbb{C}^{m}$ at an isolated zero $0 \in \Omega$ depends on the ideal $\left(f_{1}, \ldots, f_{m}\right) \mathcal{O}_{0}$ only.

Indeed, let $X=\Omega \times\{0\}, Y=\operatorname{graph} f$. Take any functions $\beta_{i, j}, i, j=$ $1, \ldots, m$, holomorphic in a neighbourhood of $0 \in \mathbb{C}^{n}$ such that the matrix [ $\beta_{i, j}$ ] is invertible, and take the biholomorphism $\xi$ as in the proof of Corollary 1.1. Then for $\tilde{f}=\left[\beta_{i, j}\right] f$ we have $\xi(Y)=\operatorname{graph} \widetilde{f}$. Since the regular
separation exponent is a biholomorphic invariant (see [ $\mathrm{L}_{2}$ ], IV.7.1), using Remark 2.1, we see $\mathcal{L}_{0}(f)=\mathcal{L}_{0}(\widetilde{f})$. Hence, as in the proof of Corollary 1.1 we obtain the assertion of the remark.

Remark 2.3. For the Lojasiewicz exponent, in general, the inclusion $\left(\mathfrak{m}_{0}\right)^{\mathcal{L}_{0}(f)} \subset\left(f_{1}, \ldots, f_{m}\right) \mathcal{O}_{0}$ does not hold. Indeed, if $f=\left(x^{2}, y^{3}\right): \mathbb{C}^{2} \rightarrow \mathbb{C}^{2}$, then $\mathcal{L}_{0}(f)=3$ but $\left(\mathfrak{m}_{0}\right)^{3} \not \subset\left(x^{2}, y^{3}\right) \mathcal{O}_{0}$, because $(x+y)^{3} \notin\left(x^{2}, y^{3}\right) \mathcal{O}_{0}$.
3. Multiplicity and the Łojasiewicz exponent. Using the results of Sections 1 and 2, we may easily generalize some known relations between multiplicity and the Łojasiewicz exponent from the case $m=n$ to the case $m>n$. Namely, we have

Proposition 3.1. Let $\Omega \subset \mathbb{C}^{n}$ be a neighbourhood of 0 and let

$$
f=\left(f_{1}, \ldots, f_{m}\right): \Omega \rightarrow \mathbb{C}^{m}
$$

be a holomorphic mapping having an isolated zero at $0, m \geq n$.
(i) $\left(\left[\mathrm{P}_{2}\right]\right.$ for $\left.m=n\right)$. If $g: \Omega \rightarrow \mathbb{C}^{m}$ is a holomorphic mapping such that $\operatorname{ord}(f-g)>\mathcal{L}_{0}(f)$, then 0 is an isolated zero of $g$ and

$$
\mathcal{L}_{0}(f)=\mathcal{L}_{0}(g), \quad i_{0}(f)=i_{0}(g)
$$

(ii) $\left(\left[\mathrm{P}_{3}\right]\right.$ for $\left.m=n\right)$.

$$
i_{0}(f) \leq\left[\mathcal{L}_{0}(f)\right]^{n}
$$

where $\left[\mathcal{L}_{0}(f)\right]$ denotes the integer part of the number $\mathcal{L}_{0}(f)$.
(iii) ( $[\mathrm{C}]$ for $m=n=2$ and $\left[\mathrm{P}_{3}\right]$ for $\left.m=n\right)$. Let $k_{j}=\operatorname{ord} f_{j}, k_{1} \leq \ldots \leq k_{m}$. Then

$$
k_{n} \leq \mathcal{L}_{0}(f) \leq i_{0}(f)+k_{n}-\prod_{i=1}^{n} k_{i} .
$$
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