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#### Abstract

We consider a heat equation with a non-linear right-hand side which depends on certain Volterra-type functionals. We study the problem of existence and convergence for the method of lines by means of semi-discrete inverse formulae.


1. Introduction. Let $a>0, \tau_{0}, \tau_{1}, \ldots, \tau_{n} \in \mathbb{R}_{+}$and $[-\tau, \tau]=\left[-\tau_{1}, \tau_{1}\right] \times$ $\ldots \times\left[-\tau_{n}, \tau_{n}\right]$. Define $E=[0, a] \times \mathbb{R}^{n}, E_{0}=\left[-\tau_{0}, 0\right] \times \mathbb{R}^{n}, E^{+}=(0, a] \times \mathbb{R}^{n}$ and $B=\left[-\tau_{0}, 0\right] \times[-\tau, \tau]$. If $u: E_{0} \cup E \rightarrow \mathbb{R}$ and $(t, x) \in E$, then we define the Hale-type functional $u_{(t, x)}: B \rightarrow \mathbb{R}$ by $u_{(t, x)}(s, y)=u(t+s, x+y)$ for $(s, y) \in B$. Because we also take into account the functional dependence on the gradient $D_{x} u=\left(D_{x_{1}} u, \ldots, D_{x_{n}} u\right)$, we write

$$
\left(D_{x} u\right)_{(t, x)}=\left(\left(D_{x_{1}} u\right)_{(t, x)}, \ldots,\left(D_{x_{n}} u\right)_{(t, x)}\right) .
$$

Denote by $\Delta$ the Laplacian, that is, $\Delta=D_{x_{1} x_{1}}+\ldots+D_{x_{n} x_{n}}$. Define

$$
\Omega:=E \times C(B, \mathbb{R}) \times C\left(B, \mathbb{R}^{n}\right)
$$

Given $f: \Omega \rightarrow \mathbb{R}$ and $\phi: E_{0} \rightarrow \mathbb{R}$, we consider the Cauchy problem

$$
\begin{align*}
D_{t} u(t, x) & =\Delta u(t, x)+f\left(t, x, u_{(t, x)},\left(D_{x} u\right)_{(t, x)}\right),  \tag{1}\\
u(t, x) & =\phi(t, x) \quad \text { for }(t, x) \in E_{0} . \tag{2}
\end{align*}
$$

Two specific examples of (1) are equations with Volterra integral and delayed (deviated) dependence:

$$
\begin{aligned}
& D_{t} u(t, x)=\Delta u(t, x)+\tilde{f}\left(t, x, \int_{B} u(t+s, x+y) d y d s, \int_{\tau_{0}}^{0} D_{x} u(t+s, x) d s\right) \\
& \text { (integral dependence), } \\
& D_{t} u(t, x)=\Delta u(t, x)+\widetilde{f}\left(t, x, u\left(\frac{1}{2} t, x\right), D_{x} u\left(t-\tau_{0}, x+\tau\right)\right) \quad \text { (delays), }
\end{aligned}
$$

where $\tilde{f}: E \times \mathbb{R} \times \mathbb{R}^{n} \rightarrow \mathbb{R}$.
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Define

$$
f[u](t, x):=f\left(t, x, u_{(t, x)},\left(D_{x} u\right)_{(t, x)}\right) .
$$

The following system of integral-functional equations is equivalent to the differential-functional problem (1), (2):

$$
\begin{align*}
u(t, x) & =\mathcal{L}_{0}[u](t, x),  \tag{3}\\
D_{x} u(t, x) & =\mathcal{L}^{\prime}[u](t, x), \tag{4}
\end{align*}
$$

for $(t, x) \in E_{0} \cup E$, where $\mathcal{L}^{\prime}=\left(\mathcal{L}_{1}, \ldots, \mathcal{L}_{n}\right)$, and

$$
\begin{aligned}
\mathcal{L}_{0}[u](t, x):= & \int_{\mathbb{R}^{n}} H(t, x-y) \phi(0, y) d y \\
& +\int_{0}^{t} \int_{\mathbb{R}^{n}}^{t} H(t-s, x-y) f[u](s, y) d y d s, \\
\mathcal{L}_{i}[u](t, x):= & \int_{\mathbb{R}^{n}} H(t, x-y) D_{y_{i}} \phi(0, y) d y \\
& +\int_{0}^{t} \int_{\mathbb{R}^{n}} D_{x_{i}} H(t-s, x-y) f[u](s, y) d y d s,
\end{aligned}
$$

for $(t, x) \in E^{+}:=(0, a] \times \mathbb{R}^{n}(i=1, \ldots, n)$, where

$$
H(t, x)= \begin{cases}\frac{1}{(2 \sqrt{\pi t})^{n}} \exp \left(-\frac{\|x\|^{2}}{4 t}\right) & \text { for }(t, x) \in(0, \infty) \times \mathbb{R}^{n} \\ 0 & \text { for }(t, x) \in(-\infty, 0] \times \mathbb{R}^{n}\end{cases}
$$

is the Green function $H: \mathbb{R}^{1+n} \rightarrow \mathbb{R}$, and

$$
\mathcal{L}_{0}[u](t, x):=\phi(t, x), \quad \mathcal{L}_{i}[u](t, x):=D_{x_{i}} \phi(t, x) \quad(i=1, \ldots, n),
$$

for $(t, x) \in E_{0}$.
We intend to formulate a semi-discrete problem which corresponds to (1), (2), and next to find a semi-discrete version of (3), (4). This seems to be a new approach to the error analysis of the method of lines. We study so-called $C^{0,1}$ solutions to (1), (2), that is, $u \in C\left(E_{0} \cup E, \mathbb{R}\right)$ satisfying (2) in $E_{0}$ and (3) in $E$ with the continuous gradient $D_{x} u$. However, it will occur that consistency requirements lead to classical, even sufficiently regular, solutions.

In [12] we obtained some existence results by means of the Banach contraction principle and discussed the question of their continuous differentiability in the set $E^{+}$, getting $C^{0,1}$ and classical solutions to the Cauchy problem. Fundamental notions, ideas and existence results in the theory of parabolic equations can be found in $[8,10]$.

Theoretical search for some iterative methods, esp. monotone iterative techniques (cf. [3, 9]), reveals certain advantages of Chaplygin's method (see
$[2,4])$. This method can guarantee the second-order convergence under some natural assumptions. However, one would like to avoid using it because of the inevitable necessity to solve quasi-linear Cauchy problems with functional dependence at each stage of the iterative method. There are well known and frequently applied finite difference methods (FDM) (cf. [5, 6, 11, 13-16]). Explicit FDMs for parabolic equations require a very specific condition on the time and space steps, whereas there appear large non-linear systems at each stage of any implicit FDM.

Enormous progress in parallel software has pointed to semi-discrete methods such as the Rothe method and the method of lines. The latter gives a large-scale structured system of non-linear ordinary differential equations which can be solved by means of an effective Runge-Kutta method (see [17]). Since the early sixties, the method of lines has become very attractive for many mathematicians and engineers. We draw the reader's attention to some references on parabolic differential and differential-functional equations such as $[7,18,19]$. Because these papers develop a sort of maximum principle as a main tool of their convergence proof, the present paper essentially differs from them. Namely our method can be extended not only to parabolic equations with functional dependence at spatial derivatives, but also to strongly coupled systems of parabolic differential-functional equations. The assumptions in the present paper correspond to those in the existence results.

Now, we introduce a natural mesh and a family of semi-discrete schemes. First, we take the steps $h=\left(h_{1}, \ldots, h_{n}\right) \in \mathbb{R}_{+}^{n}$. Define $x^{\beta}=h \star \beta:=$ $\left(h_{1} \beta_{1}, \ldots, h_{n} \beta_{n}\right)$ for $\beta \in \mathbb{Z}^{n}$. Let

$$
Z_{h}=\left\{x^{\beta} \mid \beta \in \mathbb{Z}^{n}\right\}
$$

Define some discrete sets associated with the sets $E_{0}$ and $E$ :
$E_{h}^{0}=\left[-\tau_{0}, 0\right] \times Z_{h}, \quad E_{h}=[0, a] \times Z_{h}, \quad \widetilde{E}_{h}=E_{h}^{0} \cup E_{h}, \quad E_{h}^{+}=(0, a] \times Z_{h}$. If $u: E_{0} \cup E \rightarrow \mathbb{R}$, then we write $u^{\beta}(t)=u\left(t, x^{\beta}\right)$ for $\left(t, x^{\beta}\right) \in \widetilde{E}_{h}$.

We also need some further notation. Let $e_{l}=\left(\delta_{1, l}, \ldots, \delta_{n, l}\right)$, where $\delta_{j, l}$ is the Kronecker symbol. Define the difference operators

$$
\Delta_{h}=\left(\Delta_{1, h}, \ldots, \Delta_{n, h}\right), \quad \Delta_{h}^{2}=\Delta_{1, h}^{2}+\ldots+\Delta_{n, h}^{2},
$$

as follows:

$$
\begin{aligned}
& \Delta_{l, h} u^{\beta}(t)=\left(2 h_{l}\right)^{-1}\left(u^{\beta+e_{l}}(t)-u^{\beta-e_{l}}(t)\right), \\
& \Delta_{l, h}^{2} u^{\beta}(t)=h_{l}^{-2}\left(u^{\beta+e_{l}}(t)-2 u^{\beta}(t)+u^{\beta-e_{l}}(t)\right) \quad(l=1, \ldots, n), \\
& \text { for }\left(t, x^{\beta}\right) \in \widetilde{E}_{h} .
\end{aligned}
$$

Suppose that we are given the interpolation operators $T_{h}: C\left(\widetilde{E}_{h}, \mathbb{R}\right) \rightarrow$ $C\left(E_{0} \cup E, \mathbb{R}\right)$ and $T_{h}^{\prime}=\left(T_{h}^{1}, \ldots, T_{h}^{n}\right): C\left(\widetilde{E}_{h}, \mathbb{R}^{n}\right) \rightarrow C\left(E_{0} \cup E, \mathbb{R}^{n}\right)$, where

$$
\begin{aligned}
\left(T_{h} u\right)(t, x) & =\sum_{x^{\beta} \in Z_{h}} u^{\beta}(t) p_{h}^{\beta}(x) \\
\left(T_{h}^{\prime} U\right)(t, x) & =\left(\left(T_{h} u_{1}\right)(t, x), \ldots,\left(T_{h} u_{n}\right)(t, x)\right)
\end{aligned}
$$

for $(t, x) \in E_{0} \cup E$ and $u \in C\left(E_{0} \cup E, \mathbb{R}\right), U=\left(u_{1}, \ldots, u_{n}\right) \in C\left(E_{0} \cup E, \mathbb{R}^{n}\right)$, where $p_{h}^{\beta}(t) \in C\left(\mathbb{R}^{n}, \mathbb{R}\right)$ for $h \in \mathbb{R}_{+}^{n}$ and $\beta \in \mathbb{Z}^{n}$.

We formulate the method of lines:
(5) $\quad \frac{d}{d t} u^{\beta}(t)=\Delta_{h}^{2} u^{\beta}(t)+f\left(t, x^{\beta},\left(T_{h} u\right)_{\left(t, x^{\beta}\right)},\left(T_{h}^{\prime} \Delta u\right)_{\left(t, x^{\beta}\right)}\right) \quad$ on $E_{h}^{+}$,
(6) $u^{\beta}(t)=\bar{\phi}^{\beta}(t) \quad$ on $E_{h}^{0}$,
where $\bar{\phi}: \widetilde{E}_{h} \rightarrow \mathbb{R}$ is a discrete perturbed counterpart of the function $\phi$.
Finite difference schemes for parabolic problems were considered in [1, 11, 16]. The convergence theorems were proved there by means of difference inequalities or a sort of maximum principle. In [13] we prove a convergence theorem for finite difference schemes that approximate unbounded solutions to parabolic problems with differential-functional dependence by means of a comparison lemma, which was possible in absence of functionals acting on partial derivatives. Nevertheless, there were some technical problems. The present paper shows new ways to solve parabolic equations with more complex functional dependence, such as delay and Volterra type integrals, esp. acting also on partial derivatives.

Define the set $\mathcal{F}_{p}^{\beta}$ for $p=1,2, \ldots$ and $\beta \in \mathbb{Z}^{n}$ as follows:

$$
\sigma \in \mathcal{F}_{p}^{\beta} \quad \text { if } \sigma=\left(\sigma_{1}, \ldots, \sigma_{p}\right) \text { and } \sigma_{1}, \ldots, \sigma_{p} \in\left\{ \pm e_{k} \mid k=1, \ldots, n\right\}
$$

Set

$$
C_{0, h}^{\beta}=\left\{\begin{array}{ll}
1 & \text { for } \beta=0, \\
0 & \text { for } \beta \neq 0,
\end{array} \quad C_{p, h}^{\beta}=\sum_{\sigma \in \mathcal{F}_{p}^{\beta}} h_{\sigma_{1}}^{-2} \ldots h_{\sigma_{p}}^{-2} \quad(p=1,2, \ldots)\right.
$$

and

$$
[h]_{2}=\sum_{j=1}^{n} h_{j}^{-2} \quad \text { for } h \in \mathbb{R}_{+}^{n}
$$

Define

$$
H_{p}^{\beta}(t)= \begin{cases}C_{p, h}^{\beta} \exp \left(-2 \operatorname{tn}[h]_{2}\right) t^{p} / p! & \text { for } t>0, p=0,1, \ldots  \tag{7}\\ 0 & \text { for } t \leq 0, p=0,1, \ldots\end{cases}
$$

If $u: \widetilde{E}_{h} \rightarrow \mathbb{R}$ satisfies the equation

$$
\begin{equation*}
\frac{d}{d t} u^{\beta}(t)=\Delta_{h}^{2} u^{\beta}(t)+g^{\beta}(t) \quad \text { on } E_{h}^{+} \tag{9}
\end{equation*}
$$

where $g: E_{h}^{+} \rightarrow \mathbb{R}$, then we can rewrite (9) as follows:

$$
\begin{aligned}
& \frac{d}{d t}\left(u^{\beta}(t) \exp \left(2 \operatorname{tn}[h]_{2}\right)\right) \\
& \quad=\left\{\sum_{l=1}^{n} h_{l}^{-2}\left(u^{\beta+e_{l}}(t)+u^{\beta-e_{l}}(t)\right)+g^{\beta}(t)\right\} \exp \left(2 \operatorname{tn}[h]_{2}\right)
\end{aligned}
$$

and next integrating from 0 to $t$ we obtain

$$
\begin{aligned}
u^{\beta}(t)= & u^{\beta}(0) \exp \left(-2 \operatorname{tn}[h]_{2}\right) \\
& +\int_{0}^{t}\left\{\sum_{l=1}^{n} h_{l}^{-2}\left(u^{\beta+e_{l}}(s)+u^{\beta-e_{l}}(s)\right)+g^{\beta}(s)\right\} \exp \left(-2(t-s) n[h]_{2}\right) d s,
\end{aligned}
$$

or, in explicit form,

$$
u^{\beta}(t)=\sum_{p=0}^{\infty} \sum_{\eta \in \mathbb{Z}^{n}} H_{p}^{\beta-\eta}(t) u^{\eta}(0)+\sum_{p=0}^{\infty} \sum_{\eta \in \mathbb{Z}^{n}} \int_{0}^{t} H_{p}^{\beta-\eta}(t-s) g^{\eta}(s) d s \quad \text { on } E_{h},
$$

where $H_{p}^{\beta}(t)$ are defined by (7)-(8).
If we take $g^{\beta}(t):=f\left(t, x^{\beta}, \ldots\right)$ in (9), then we get the following discrete inverse formula for the scheme (5), (6):

$$
\begin{aligned}
u^{\beta}(t)= & \sum_{p=0}^{\infty} \sum_{\eta \in \mathbb{Z}^{n}} H_{p}^{\beta-\eta}(t) \bar{\phi}^{\eta}(0) \\
& +\sum_{p=0}^{\infty} \sum_{\eta \in \mathbb{Z}^{n}} \int_{0}^{t} H_{p}^{\beta-\eta}(t-s) f^{\eta}[u](s) d s \quad \text { on } E_{h},
\end{aligned}
$$

where

$$
f^{\beta}[u](t)=f\left(t, x^{\beta},\left(T_{h} u\right)_{\left(t, x^{\beta}\right)},\left(T_{h}^{\prime} \Delta u\right)_{\left(t, x^{\beta}\right)}\right) .
$$

Define the residual expression

$$
\begin{equation*}
\Theta^{\beta}[u ; h](t)=\frac{d}{d t} u^{\beta}(t)-\Delta_{h}^{2} u^{\beta}(t)-f^{\beta}[u](t) \tag{10}
\end{equation*}
$$

for $\left(t, x^{\beta}\right) \in E_{h}^{+}$and $u \in C\left(\widetilde{E}_{h}, \mathbb{R}\right)$ differentiable with respect to $t$. Observe that $f^{\beta}[u](t)$ is a semi-discrete version of the Nemytskii's operator.
2. Existence and convergence results. We use the symbol $C_{B}$ to indicate classes of bounded continuous functions. Write

$$
\begin{aligned}
& \mathcal{X}[\phi]:=\left\{(u, U) \in C_{B}\left(E_{0} \cup E, \mathbb{R}^{1}\right) \times C_{B}\left(E_{0} \cup E, \mathbb{R}^{n}\right) \mid\right. \\
& \left.\quad u(t, x)=\phi(t, x), U(t, x)=D_{x} \phi(t, x) \text { for }(t, x) \in E_{0}\right\} .
\end{aligned}
$$

Denote by $\|\cdot\|_{0}$ the supremum norm.

Assumption 1. Suppose that:

1) $\phi, \bar{\phi} \in C_{B}\left(E_{0}, \mathbb{R}\right), D_{x} \phi, D_{x} \bar{\phi} \in C_{B}\left(E_{0}, \mathbb{R}\right), f(\cdot, \cdot, 0,0) \in C_{B}(E, \mathbb{R})$.
2) There are $L_{1}, L_{2} \in \mathbb{R}_{+}$such that

$$
|f(t, x, w, W)-f(t, x, \bar{w}, \bar{W})| \leq L_{1}\|w-\bar{w}\|_{0}+L_{2}\|W-\bar{W}\|_{0}
$$

for $(t, x, w, W),(t, x, \bar{w}, \bar{W}) \in \Omega\left(\right.$ recall that $\left.\Omega=E \times C(B, \mathbb{R}) \times C\left(B, \mathbb{R}^{n}\right)\right)$.
Assumption 2. For every step $h$ and for all $x^{\beta} \in Z_{h}$ we have $p_{h}^{\beta} \in$ $C\left(\mathbb{R}^{n}, \mathbb{R}\right)$, and there are $\lambda \geq 1$ and $M \in \mathbb{R}_{+}$such that

$$
\begin{gathered}
p_{h}^{\beta}(x)=0 \quad \text { for }\left\|x-x^{\beta}\right\|_{0}>h \lambda \\
\sum_{x^{\beta} \in Z_{h}} p_{h}^{\beta}(x)=1 \quad \text { and } \quad\left\|p_{h}^{\beta}(x)\right\|_{0} \leq M \quad \text { on } \mathbb{R}^{n}
\end{gathered}
$$

Assumption 3. Suppose that $v \in C_{B}\left(E_{0} \cup E, \mathbb{R}\right)$ is a classical solution to the problem (1), (2) such that $\left(v, D_{x} v\right) \in \mathcal{X}[\phi]$ and $D_{x_{i} x_{i}} v \in C_{B}\left(E_{0} \cup E, \mathbb{R}\right)$ for $i=1, \ldots, n$. Assume that the function $D_{x} v$ is uniformly continuous with respect to $x$ in $E_{0} \cup E$, and $D_{x_{i} x_{i}} v$ is uniformly continuous with respect to $x_{i}$ for $i=1, \ldots, n$. Denote their moduli of continuity by $\sigma_{x}$ and $\sigma_{x x}$, respectively.

First, we formulate a lemma on global estimates for a system of integral equations.

Lemma 1. Suppose that $\varepsilon_{0}, \varepsilon_{1}, P, Q, L, L^{\prime}, Q_{j}, S_{j}, S_{j}^{\prime} \in \mathbb{R}_{+}$for $j=1, \ldots, n$. If

$$
L^{\prime} S<1 \quad \text { for } \quad S:=\max _{j=1, \ldots, n}\left(\frac{S_{j}}{Q}+2 \frac{S_{j}^{\prime}}{Q_{j}^{3}}\right)
$$

and $W_{0}, W_{j} \in C\left([0, a], \mathbb{R}_{+}\right)$, where

$$
\begin{align*}
W_{0}(t)= & \varepsilon_{0}+\int_{0}^{t}\left\{P+L W_{0}(s)+L^{\prime} W_{1}(s)\right\} d s  \tag{11}\\
W_{j}(t)= & \varepsilon_{1}+\int_{0}^{t}\left\{S_{j} e^{-Q(t-s)}+S_{j}^{\prime}(t-s)^{2} e^{-Q_{j}(t-s)}\right\}  \tag{12}\\
& \times\left\{P+L W_{0}(s)+L^{\prime} W_{1}(s)\right\} d s \quad(j=1, \ldots, n),
\end{align*}
$$

then

$$
\begin{aligned}
& W_{0}(t) \leq \varepsilon_{0}+\frac{\widetilde{\varepsilon}}{L}\left\{\exp \left(\frac{t L}{1-L^{\prime} S}\right)-1\right\} \\
& W_{j}(t) \leq \varepsilon_{1}+\widetilde{\varepsilon}\left\{S_{j} \frac{\exp \left(\frac{t L}{1-L^{\prime} S}\right)-\exp (-Q t)}{\left(1-L^{\prime} S\right) Q+L}+\frac{2 S_{j}^{\prime} \exp \left(\frac{t L}{1-L^{\prime} S}\right)}{\left(Q_{j}+\frac{L}{1-L^{\prime} S}\right)^{3}}\right\} \\
&(j=1, \ldots, n)
\end{aligned}
$$

where $\widetilde{\varepsilon}=P+L \varepsilon_{0}+L^{\prime} \varepsilon_{1}$.

## Proof. Define

$$
\widetilde{W}(t)=P+L W_{0}(t)+L^{\prime} \max _{j=1, \ldots, n} W_{j}(t) \quad(t \in[0, a]) .
$$

Then $\widetilde{W}$ satisfies the integral inequality

$$
\begin{aligned}
& \widetilde{W}(t) \leq \widetilde{\varepsilon}+\max _{j=1, \ldots, n}\left\{\int_{0}^{t} \widetilde{W}(s)\left\{L+L^{\prime}\left(S_{j} e^{-Q(t-s)}+S_{j}^{\prime}(t-s)^{2} e^{-Q_{j}(t-s)}\right)\right\} d s\right\} \\
& \leq \widetilde{\varepsilon}+\int_{0}^{t} \widetilde{W}(s) L d s \\
&+\max _{j=1, \ldots, n}\left\{\int_{0}^{t} \widetilde{W}(t) L^{\prime}\left(S_{j} e^{-Q(t-s)}+S_{j}^{\prime}(t-s)^{2} e^{-Q_{j}(t-s)}\right) d s\right\} \\
& \leq \widetilde{\varepsilon}+\int_{0}^{t} \widetilde{W}(s) L d s+\widetilde{W}(t) L^{\prime} \max _{j=1, \ldots, n}\left\{\int_{0}^{\infty} \frac{S_{j}}{Q} e^{-\xi} d \xi+\int_{0}^{\infty} \frac{S_{j}^{\prime}}{Q_{j}^{3}} \xi^{2} e^{-\xi} d \xi\right\} .
\end{aligned}
$$

Hence (by the Gronwall lemma) we get

$$
\begin{equation*}
\widetilde{W}(t) \leq \frac{\widetilde{\varepsilon}}{1-L^{\prime} S} \exp \left(\frac{t L}{1-L^{\prime} S}\right) \tag{13}
\end{equation*}
$$

From (11)-(13), we get the assertions of our lemma.
Lemma 2 (Existence). If Assumptions $1-2$ are satisfied, then there exists a unique bounded and continuous solution to (5), (6).

Proof. The right-hand side of the system satisfies the Lipschitz condition in the Banach space of all bounded continuous functions. Apply the Banach contraction principle.

We say that a particular method of lines (e.g. (5)) is stable if small perturbations of its right-hand side and initial data result in a correspondingly small variation of its solutions. The method (5) will be called consistent with the differential equation if, given a regular solution $v$ to (1), we get

$$
\left|f^{\beta}[v](t)-f[v]\left(t, x^{\beta}\right)\right| \leq C_{h}^{\prime}
$$

for all $\left(t, x^{\beta}\right) \in E_{h}^{+}$, where $\mathbb{R}_{+} \ni C_{h}^{\prime} \rightarrow 0$ as $\|h\|_{0} \rightarrow 0$.
Given $K \in \mathbb{R}_{+}$and $\bar{h} \in \mathbb{R}_{+}^{n}$, define

$$
I_{K}(\bar{h})=\left\{h \in \mathbb{R}_{+}^{n} \mid h \leq \bar{h}, h_{j} / h_{l} \leq K(j, l=1, \ldots, n)\right\} .
$$

Lemma 3 (Stability). Suppose that $u, v \in C_{B}\left(\widetilde{E}_{h}, \mathbb{R}\right)$ and there are $C_{h}, \bar{C}_{h}, P_{h} \in \mathbb{R}_{+}$such that

$$
\begin{aligned}
\left|v^{\beta}(t)-u^{\beta}(t)\right| \leq C_{h} \rightarrow 0 & \text { on } E_{h}^{0}, \\
\left\|\Delta_{h} v^{\beta}(t)-\Delta_{h} u^{\beta}(t)\right\|_{0} \leq \bar{C}_{h} \rightarrow 0 & \text { on } E_{h}^{0},
\end{aligned}
$$

$$
\Theta^{\beta}[u ; h](t)=0, \quad\left|\Theta^{\beta}[v ; h](t)\right| \leq P_{h} \rightarrow 0 \quad \text { on } E_{h}^{+} .
$$

If Assumptions $1-2$ are satisfied and $K \geq 1, \bar{h} \in \mathbb{R}_{+}^{n}$, then

$$
\sup _{\beta \in \mathbb{Z}^{n}}\left\|\left(v^{\beta}-u^{\beta}, \Delta_{h}(v-u)^{\beta}\right)\right\|_{0} \rightarrow 0 \quad \text { as }\|h\|_{0} \rightarrow 0, h \in I_{K}(\bar{h})
$$

Proof. Set $\omega^{\beta}(t):=v^{\beta}(t)-u^{\beta}(t)$. Then

$$
\begin{gathered}
\left|\Theta^{\beta}[v ; h](t)\right| \leq P_{h} \quad \text { on } E_{h}^{+} \\
\left|\omega^{\beta}(t)\right| \leq C_{h}, \quad\left\|\Delta_{h} \omega^{\beta}(t)\right\|_{0} \leq \bar{C}_{h} \quad \text { on } E_{h}^{0}
\end{gathered}
$$

and

$$
\begin{align*}
\omega^{\beta}(t)= & \sum_{p=0}^{\infty} \sum_{\eta \in \mathbb{Z}^{n}} H_{p}^{\beta-\eta}(t) \omega^{\eta}(0)  \tag{14}\\
& +\sum_{p=0}^{\infty} \sum_{\eta \in \mathbb{Z}^{n}} \int_{0}^{t} H_{p}^{\beta-\eta}(t-s) \\
& \times\left\{\left(f^{\eta}[v](s)-f^{\eta}[u](s)\right)+\Theta^{\eta}[v ; h](s)\right\} d s, \\
\Delta_{j, h} \omega^{\beta}(t)= & \sum_{p=0}^{\infty} \sum_{\eta \in \mathbb{Z}^{n}} \Delta_{j, h} H_{p}^{\beta-\eta}(t) \omega^{\eta}(0)  \tag{15}\\
& +\sum_{p=0}^{\infty} \sum_{\eta \in \mathbb{Z}^{n}} \int_{0}^{t} \Delta_{j, h} H_{p}^{\beta-\eta}(t-s) \\
& \times\left\{\left(f^{\eta}[v](s)-f^{\eta}[u](s)\right)+\Theta^{\eta}[v ; h](s)\right\} d s
\end{align*}
$$

for $\left(t, x^{\beta}\right) \in E_{h}$ and $j=1, \ldots, n$. Observe that

$$
\begin{align*}
& \qquad \sum_{p=0}^{\infty} \sum_{\eta \in \mathbb{Z}^{n}} H_{p}^{\beta-\eta}(t)=1 \quad \text { on } \quad E_{h}^{+},  \tag{16}\\
& \sum_{p=0}^{\infty} \sum_{\eta \in \mathbb{Z}^{n}}\left|\Delta_{j, h} H_{p}^{\beta-\eta}(t)\right|  \tag{17}\\
& \leq h_{j}^{-1} \sum_{p=0}^{\infty} \exp \left(-2 t[h]_{2}\right) \frac{t^{p}}{p!} \\
& \quad \times\left\{2^{n-1}\left([h]_{2}\right)^{p}+p(p-1)\left(2[h]_{2}-h_{j}^{-2}\right)^{p-2}\left|h_{j}^{-4}-\sum_{l=1, l \neq j}^{n} h_{l}^{-4}\right|\right\} \\
& =h_{j}^{-1}\left\{2^{n-1} \exp \left(-t[h]_{2}\right)+t^{2} \exp \left(-t h_{j}^{-2}\right)\left|h_{j}^{-4}-\sum_{l=1, l \neq j}^{n} h_{l}^{-4}\right|\right\} \\
& \quad \text { on } E_{h}^{+}(j=1, \ldots, n) .
\end{align*}
$$

Define $M_{\lambda}=M(2 \lambda+1)^{n}$ and

$$
\|\gamma\|_{0}(t)=\sup _{s \leq t, x^{n} \in Z_{h}}\left\|\gamma^{\eta}(s)\right\|_{0} \quad \text { for } \gamma \in C_{B}\left(\widetilde{E}_{h}, \mathbb{R}^{k}\right)
$$

It follows from Assumption 2 that

$$
\begin{aligned}
\left\|\left(T_{h} \omega\right)_{\left(t, x^{\beta}\right)}\right\|_{0} & =\sup _{(s, y) \in B}\left|\left(T_{h} \omega\right)\left(s+t, y+x^{\beta}\right)\right| \\
& \leq \sum_{x^{\beta} \in Z_{h}}\left|\omega^{\beta}(s)\right|\left|p_{h}^{\eta}\left(s+t, y+x^{\beta}\right)\right| \\
& \leq M(2 \lambda+1)^{n} \sup _{s, x^{\eta} \in Z_{h}}\left|\omega^{\eta}(s)\right|=M_{\lambda}\|\omega\|_{0}(t)
\end{aligned}
$$

Hence

$$
\left\|\left(T_{h} \Delta_{j, h} \omega\right)_{\left(t, x^{\beta}\right)}\right\|_{0} \leq M_{\lambda}\left\|\Delta_{h} \omega\right\|_{0}(t) \quad(j=1, \ldots, n)
$$

for $\left(t, x^{\beta}\right) \in \widetilde{E}_{h}$. Taking supremum on both sides of (14), (15) and applying (16), (18), we obtain the integral estimates

$$
\begin{aligned}
&\|\omega\|_{0}(t) \leq C_{h}+\int_{0}^{t}\left\{P_{h}+M_{\lambda} L_{1}\|\omega\|_{0}(s)+M_{\lambda} L_{2}\left\|\Delta_{h} \omega\right\|_{0}(s)\right\} d s \\
&\left\|\Delta_{j, h} \omega\right\|_{0}(t) \leq \bar{C}_{h}+\int_{0}^{t} h_{j}^{-1}\left\{P_{h}+M_{\lambda} L_{1}\|\omega\|_{0}(s)+M_{\lambda} L_{2}\left\|\Delta_{h} \omega\right\|_{0}(s)\right\} \\
& \times\left\{2^{n-1} \exp \left(-(t-s)[h]_{2}\right)\right. \\
&\left.+t^{2} \exp \left(-(t-s) h_{j}^{-2}\right)\left|h_{j}^{-4}-\sum_{l=1, l \neq j}^{n} h_{l}^{-4}\right|\right\} d s \\
& \quad(j=1, \ldots, n)
\end{aligned}
$$

for $0 \leq t \leq a$. Take $W_{0}, W_{j}(j=1, \ldots, n)$ given by (11), (12) with

$$
\begin{aligned}
L & =M_{\lambda} L_{1}, \quad L^{\prime}=M_{\lambda} L_{2}, \quad Q=[h]_{2} \\
P & =P_{h}, \quad \varepsilon_{0}=C_{h}, \quad \varepsilon_{1}=\bar{C}_{h} \\
Q_{j} & =h_{j}^{-2}, \quad S_{j}=h_{j}^{-1} 2^{n-1} \\
S_{j}^{\prime} & =h_{j}^{-1}\left|h_{j}^{-4}-\sum_{l=1, l \neq j}^{n} h_{l}^{-4}\right| \quad(j=1, \ldots, n)
\end{aligned}
$$

There exists $\bar{h}^{\prime} \in I_{K}(\bar{h})$ such that

$$
\theta_{K}(h):=M_{\lambda} L_{2} \max _{j=1, \ldots, n}\left\{\frac{h_{j}^{-1} 2^{n-1}}{[h]_{2}}+2 h_{j}^{5}\left|h_{j}^{-4}-\sum_{l=1, l \neq j}^{n} h_{l}^{-4}\right|\right\}<1
$$

for each $h \in I_{K}(\bar{h}), h \leq \bar{h}^{\prime}$. In view of Lemma 1, there is a global estimate for the comparison problem, thus we have the estimates
(18) $\|\omega\|_{0}(t) \leq W_{0}(t) \leq C_{h}+\frac{\widetilde{C}_{h}}{M_{\lambda} L_{1}}\left\{\exp \left(\frac{t M_{\lambda} L_{1}}{1-M_{\lambda} L_{2} \theta_{K}(h)}\right)-1\right\}$,

$$
\begin{align*}
& \left\|\Delta_{j, h} \omega\right\|_{0}(t)  \tag{19}\\
& \leq W_{j}(t) \leq \bar{C}_{h}+\widetilde{C}_{h}\left\{h_{j}^{-1} 2^{n-1} \frac{\exp \left(\frac{t M_{\lambda} L_{1}}{1-M_{\lambda} L_{2} \theta_{0}(h)}\right)-\exp \left(-t[h]_{2}\right)}{\left(1-M_{\lambda} L_{2} \theta_{K}(h)\right)[h]_{2}+M_{\lambda} L_{1}}\right. \\
& \left.\quad+\frac{2 h_{j}^{-1} \exp \left(\frac{t \lambda_{\lambda} L_{1}}{1-M_{\lambda} L_{\theta} \theta_{K}(h)}\right)}{\left(h_{j}^{-2}+\frac{M_{\lambda} L_{1}}{1-M_{\lambda} L_{2} \theta_{K}(h)}\right)^{3}}\left|h_{j}^{-4}-\sum_{l=1, l \neq j}^{n} h_{l}^{-4}\right|\right\} \quad(j=1, \ldots, n),
\end{align*}
$$

for $h \in I_{K}\left(\overline{h^{\prime}}\right)$, where

$$
\begin{equation*}
\widetilde{C}_{h}=P_{h}+L_{1} C_{h}+L_{2} \bar{C}_{h} \tag{20}
\end{equation*}
$$

It is clear that $\left\|W_{j}\right\|_{0} \rightarrow 0$ as $\|h\|_{0} \rightarrow 0, h \in I_{K}\left(\overline{h^{\prime}}\right)(j=0, \ldots, n)$, which completes the proof.

Lemma 4 (Consistency). If Assumptions 1-3 are satisfied, then the scheme (5) is consistent with the differential-functional problem.

Proof. Take $v$ as in Assumption 3. Suppose that $\sigma_{x}$ and $\sigma_{x x}$ are the moduli of continuity for $D_{x} v$ and $D_{x_{i} x_{i}} v$ respectively. Let $\left(t, x^{\beta}\right) \in E_{h}^{+}$and $(s, y) \in B$. Then we can use the Taylor expansion at $x=x^{\beta}+y$ to derive

$$
\begin{aligned}
\left(T_{h} v\right)_{\left(t, x^{\beta}\right)}(s, y)- & v(t+s, x) \\
& =\sum_{x^{\eta} \in Z_{h}} p_{h}^{\eta}(x)\left(v^{\eta}(t+s)-v(t+s, x)\right) \\
& =\sum_{x^{\eta} \in Z_{h}} p_{h}^{\eta}(x) \int_{0}^{1} D_{x} v\left(t+s, \zeta x^{\eta}+(1-\zeta) x\right) \circ\left(x^{\eta}-x\right) d \zeta,
\end{aligned}
$$

where $z \circ \bar{z}$ denotes the scalar product in $\mathbb{R}^{n}$, and

$$
\begin{aligned}
&\left(T_{h} \Delta_{j, h} v\right)_{\left(t, x^{\beta}\right)}(s, y)-D_{x_{j}} v(t+s, x) \\
&= \sum_{x^{n} \in Z_{h}} p_{h}^{\eta}(x)\left\{\left[\left(\Delta_{j, h} v\right)^{\eta}(t+s)-D_{x_{j}} v\left(t+s, x^{\eta}\right)\right]\right. \\
&\left.+\left[D_{x_{j}} v\left(t+s, x^{\eta}\right)-D_{x_{j}} v(t+s, x)\right]\right\} \\
&= \sum_{x^{n} \in Z_{h}} p_{h}^{\eta}(x)\left\{\left[D_{x_{j}} v\left(t+s, x^{\eta}\right)-D_{x_{j}} v(t+s, x)\right]\right.
\end{aligned}
$$

$$
\begin{aligned}
& +\frac{1}{2 h_{j}} \int_{0}^{1}(1-\zeta)\left[D_{x_{j} x_{j}} v\left(t+s, x^{\eta}+\zeta h_{j} e_{j}\right) h_{j}^{2}\right. \\
& \left.\left.-D_{x_{j} x_{j}} v\left(t+s, x^{\eta}-\zeta h_{j} e_{j}\right) h_{j}^{2}\right] d \zeta\right\}
\end{aligned}
$$

for $j=1, \ldots, n$. Thus, we get

$$
\begin{aligned}
&\left\|\left(T_{h} v\right)_{\left(t, x^{\beta}\right)}-v_{\left(t, x^{\beta}\right)}\right\|_{0} \leq M_{\lambda}\left\|D_{x} v\right\|_{0} n \lambda\|h\|_{0}, \\
& \|\left(T_{h}^{\prime} \Delta_{h} v\right)_{\left(t, x^{\beta}\right)}-\left(D_{x} v\right)_{\left(t, x^{\beta}\right)} \|_{0} \\
& \leq M_{\lambda}\left\{\sigma_{x}\left(\lambda\|h\|_{0}\right)+\frac{1}{2} \int_{0}^{1}(1-\zeta) \sigma_{x x}\left(2\|h\|_{0}\right)\|h\|_{0} d \zeta\right\} .
\end{aligned}
$$

Finally, we obtain

$$
\begin{aligned}
\mid f^{\beta}[v](t)- & f[v]\left(t, x^{\beta}\right) \mid \\
& \leq M_{\lambda}\left\{L_{1}\left\|D_{x} v\right\|_{0} n \lambda\|h\|_{0}+L_{2}\left[\sigma_{x}\left(\lambda\|h\|_{0}\right)+\sigma_{x x}\left(2\|h\|_{0}\right) \frac{\|h\|_{0}}{4}\right]\right\}
\end{aligned}
$$

and

$$
\left|\Delta_{j, h}^{2} v^{\beta}(t)-D_{x_{j} x_{j}} v\left(t, x^{\beta}\right)\right| \leq \sigma_{x x}\left(h_{j}\right) \quad(j=1, \ldots, n)
$$

These estimates complete the proof.
Theorem 1 (Convergence result). Suppose that Assumptions 1-3 are satisfied, and there are $C_{h}, \bar{C}_{h} \in \mathbb{R}_{+}$such that

$$
\begin{aligned}
\left|\phi^{\beta}(t)-\bar{\phi}^{\beta}(t)\right| \leq C_{h} \rightarrow 0 & \text { on } E_{h}^{0}, \\
\left\|\Delta_{h} \phi^{\beta}(t)-\Delta_{h} \bar{\phi}^{\beta}(t)\right\|_{0} \leq \bar{C}_{h} \rightarrow 0 & \text { on } E_{h}^{0} .
\end{aligned}
$$

Let $K \geq 1, \bar{h} \in I_{K}(\bar{h})$ and $\theta_{K}(\bar{h})<1$. If $u \in C_{B}\left(\widetilde{E}_{h}, \mathbb{R}\right)$ is a solution to (5), (6), then

$$
\begin{equation*}
\sup _{\beta \in \mathbb{Z}^{n}}\left\|\left(v^{\beta}-u^{\beta}, \Delta_{h}(v-u)^{\beta}\right)\right\|_{0} \rightarrow 0 \quad \text { as }\|h\|_{0} \rightarrow 0, h \in I_{K}(\bar{h}) . \tag{21}
\end{equation*}
$$

Proof. The existence of bounded solutions to (5), (6) is a consequence of Lemma 2. It is obvious that $C_{h} \rightarrow 0$ and $\bar{C}_{h} \rightarrow 0$ as $\|h\|_{0} \rightarrow 0$. In view of Lemma 4, we can define

$$
\begin{align*}
P_{h}= & \sigma_{x x}\left(\|h\|_{0}\right)+M_{\lambda}\left\{L_{1}\left\|D_{x} v\right\|_{0} n \lambda\|h\|_{0}\right.  \tag{22}\\
& \left.+L_{2}\left[\sigma_{x}\left(\lambda\|h\|_{0}\right)+\sigma_{x x}\left(2\|h\|_{0}\right) \frac{\|h\|_{0}}{4}\right]\right\}
\end{align*}
$$

Then $P_{h}$ and $\widetilde{C}_{h}$, defined by (20), tend to 0 as $\|h\|_{0} \rightarrow 0$. Assertion (21) follows immediately from estimates (18), (19) in the proof of Lemma 3 and from the evident fact that $\left\|D_{x} v-\Delta_{h} v\right\|_{0} \rightarrow 0$ as $\|h\|_{0} \rightarrow 0$.

The right-hand sides of estimates (18), (19), show that the convergence rate depends on $C_{h}, \bar{C}_{h}, P_{h}$. We formulate a higher-order convergence statement.

Corollary 1. Suppose that the assumptions of Theorem 1 are satisfied, and

1) $C_{h} /\|h\|_{0}^{2}$ and $\bar{C}_{h} /\|h\|_{0}^{2}$ are uniformly bounded.
2) For every $x \in \mathbb{R}^{n}$ and for every $h \in \mathbb{R}_{+}^{n}$, we have

$$
\sum_{x^{\beta} \in Z_{h}} p_{h}^{\beta}(x)\left(x^{\beta}-x\right)=0
$$

3) There are bounded and continuous derivatives $D_{x x x} v$ in $E_{0} \cup E$ and $D_{x_{j} x_{j} x_{j} x_{j}} v$ in $\bar{E}(j=1, \ldots, n)$.

Then the second-order convergence of the method of lines holds true.
Proof. We verify the estimates of the two terms which appear in the proof of Lemma 4, that is,

$$
\begin{aligned}
&\left|\sum_{x^{\eta} \in Z_{h}} p_{h}^{\eta}(x)\left\{D_{x_{j}} v\left(t+s, x^{\eta}\right)-D_{x_{j}} v(t+s, x)\right\}\right| \\
&= \mid D_{x_{j} x} v(t+s, x) \circ\left(x^{\eta}-x\right) \\
& \quad+\int_{0}^{1}\left(D_{x_{j} x} v\left(t+s, x+\zeta\left(x^{\eta}-x\right)\right)-D_{x_{j} x} v(t+s, x)\right) \circ\left(x^{\eta}-x\right) d \zeta \mid \\
& \leq M_{\lambda}\left\|D_{x x x} v\right\|_{0}\left(\lambda\|h\|_{0}\right)^{2},
\end{aligned}
$$

where $z \circ x$ is the scalar product of the vectors $z$ and $x$, and

$$
\left|D_{x_{j}} v\left(t, x^{\beta}\right)-\Delta_{j, h} v^{\beta}(t)\right| \leq \frac{h_{j}^{2}}{6}\left\|D_{x_{j} x_{j} x_{j}} v\right\|_{0} \quad(j=1, \ldots, n)
$$

The second-order approximation of the Laplacian by its difference counterpart is standard. These estimates are crucial for getting the second-order consistency statement, hence the same convergence rate.

REmark 1. The stability and convergence results of the present paper extend, in a non-trivial way, to strongly coupled systems of differentialfunctional equations

$$
\begin{aligned}
D_{t} u_{k}(t, x)= & \sum_{j, l=1}^{n} a_{j l}^{(k)} D_{x_{j} x_{l}} u_{k}(t, x) \\
& +f^{(k)}\left(t, x, u(t, x), u_{(t, x)}, D_{x} u(t, x),\left(D_{x}\right)_{(t, x)}\right) \quad(k=1, \ldots, m) \\
u_{k}(t, x)= & \phi_{k}(t, x) \quad \text { on } E_{0}(k=1, \ldots, m)
\end{aligned}
$$

and their further generalization:

$$
\begin{aligned}
D_{t} u_{k}(t, x)= & \sum_{j, l=1}^{n} a_{j l}^{(k)} D_{x_{j} x_{l}} u_{k}(t, x) \\
& +f^{(k)}\left(t, x, u(t, x), V_{(t, x)} u, D_{x} u(t, x), V_{(t, x)}\left(D_{x} u\right)\right) \\
u_{k}(t, x)= & \phi_{k}(t, x) \quad \text { on } E_{0}(k=1, \ldots, m), \quad(k=1, \ldots, m),
\end{aligned}
$$

where $u=\left(u_{1}, \ldots, u_{m}\right): E_{0} \cup E \rightarrow \mathbb{R}^{m}, \phi_{k}: E_{0} \rightarrow \mathbb{R}$ and the real coefficients $a_{j l}^{(k)}$ are such that the matrices $A^{(k)}=\left[a_{j l}^{(k)}\right]_{j, l=1, \ldots, n}$ are positive and symmetric. The functionals $V_{(t, x)} u$ are some generalizations of the Hale-type functionals $u_{(t, x)}$.
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