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Distortion inequality for the Frobenius–Perron operator

and some of its consequences in ergodic theory of

Markov maps in R
d

by Piotr Bugiel (Kraków)

Abstract. Asymptotic properties of the sequences

(a) {P jϕg}
∞

j=1 and

(b) {j−1
∑j−1
i=0 P

i
ϕg}
∞

j=1,

where Pϕ : L1 → L1 is the Frobenius–Perron operator associated with a nonsingular
Markov map defined on a σ-finite measure space, are studied for g ∈ G = {f ∈ L1 : f ≥ 0
and ‖f‖ = 1}. An operator-theoretic analogue of Rényi’s Condition is introduced. It is
proved that under some additional assumptions this condition implies the L1-convergence
of the sequences (a) and (b) to a unique g0 ∈ G. The general result is applied to some
smooth Markov maps in R

d. Also the Bernoulli property is proved for a class of smooth
Markov maps in R

d.

1. Introduction. The so-called Rényi’s Condition occurred explicitly
for the first time in [Re57] (called there “Condition C”). Rényi deduced
from it existence and ergodicity of invariant measures for a broad class of
piecewise monotonic transformations of the unit interval [0, 1] into itself.

Somewhat later Rokhlin proved under that condition that some of the
number-theoretic transformations studied by Rényi have a much stronger
property than ergodicity, namely, they are exact endomorphisms, (a con-
cept introduced by himself) [Ro61]. Since then the condition has rapidly
become to play a very useful role in ergodic theory of point transforma-
tions [Sch89].

On the other hand, an important role in the study of ergodic properties of
point transformations is played by the so-called Frobenius–Perron operator
(known also as the transfer operator, or Kuzmin operator) [R56, Sch89,
U60]. This is due to the fact that there are close connections between several
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ergodic properties of transformations and the associated Frobenius–Perron
operator.

For example, a point transformation ϕ and the corresponding Frobenius–
Perron operator Pϕ satisfy the following relation: there exists a unique
g0 ∈ G = {f ∈ L1 : f ≥ 0 and ‖f‖ = 1} such that Pϕg0 = g0 and
g0 = limj→∞ P j

ϕg in L1 for all g ∈ G ⇔ ϕ is an exact endomorphism over
(I,Σ, µ0), where dµ0 = g0 dm [Li71].

It turns out that one can also formulate a property of the Frobenius–
Perron operator that is connected with Rényi’s Condition. Namely, in Sec-
tion 3 we introduce condition (3.H1) which is an operator-theoretic analogue
of Rényi’s Condition, and under this condition we study the convergence, on
G, of the following two sequences: (a) {P j

ϕ}
∞
j=1 and (b) {j−1

∑j−1
i=0 P i

ϕ}
∞
j=1,

where ϕ is a Markov map defined on a σ-finite measure space (I,Σ,m) (see
Definitions 2.1 and 2.2).

Notice that if the convergence holds on G in either case (a) or (b), then ϕ
necessarily has an absolutely continuous invariant measure. Unfortunately,
Rényi’s Condition does not generally ensure the existence of such a measure
[Bu85, Bu87]. It must be completed to ensure the recurrence property of
the Markov maps considered. Accordingly, our operator-theoretic analogue
of Rényi’s Condition must also be completed.

We give two such complementary conditions: (3.H2) and (3.H3) in The-
orems 3.1 and 3.2, respectively. The first condition controls possible ten-
dencies of the mass to escape to a fixed point or to infinity (in the case
m(I) = ∞) under the action of P j

ϕ, j = 1, 2, . . . , and the second ensures
weak compactness of the sequence of the iterates of Pϕ. As a result, (3.H1)
together with (3.H2) implies the convergence of {P j

ϕ}
∞
j=1, while together with

(3.H3) implies the convergence of {j−1
∑j−1

i=0 P i
ϕ}

∞
j=1 (see Theorems 3.1 and

3.2, respectively). Both conditions (3.H2) and (3.H3) are optimally adjusted
to (3.H1) in the sense explained in Section 3. Moreover, (3.H2) completes
Rényi’s Condition and its operator-theoretic analogue in a very effective way
(see Examples 4.3.1, 4.3.2, and Remark 4.3.1).

To illustrate the generality and usefulness of the result of Section 3, The-
orems 3.1 and 3.2 are applied in Section 4 to some smooth Markov maps
in R

d. The proofs of the theorems of Section 4 reveal that several combi-
nations of already known conditions imply (3.H1). This makes it possible
to derive, in a uniform way, many separate results from two general ones:
Theorems 3.1 and 3.2, and thereby to unify them. Assuming smoothness of
the transformations considered, one additionally gets smoothness of their
invariant densities.

In Section 5 we prove the Bernoulli property for some class of C1+α

Markov maps satisfying Rényi’s Condition (Theorem 5.1 and Corollary 5.1).
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This extends the result of [Bu93]. In Section 6 we discuss some recently
published special cases connected with the theorems of Section 4.

2. Basic definitions and notations. Let (I,Σ,m) be a σ-finite atom-
less (nonnegative) measure space. Quite often the notions or relations occur-
ring in this paper (in particular, the transformations considered) are defined
or hold only up to sets of m-measure zero. Henceforth we do not mention
this explicitly.

The restriction of a mapping τ : X → Y to a subset A ⊆ X is denoted
by τ|A and the indicator function of a set A by 1A.

Let τ : I → I be a measurable transformation, i.e. τ−1(A) ∈ Σ for
each A ∈ Σ. It is called nonsingular iff m ◦ τ−1 ∼ m, i.e. for each A ∈ Σ,
m(τ−1(A)) = 0 ⇔ m(A) = 0.

Definition 2.1. A nonsingular transformation ϕ from I into itself is
said to be piecewise invertible iff

(2.M1) one can find a finite or countable partition π = {Ik : k ∈ K} of I
into measurable subsets such that m(Ik) > 0 for each k ∈ K, and
sup{m(Ik) : k ∈ K} < ∞;

(2.M2) for each Ik ∈ π, the mapping ϕk = ϕ|Ik
is one-to-one from Ik onto

Jk = ϕk(Ik) and its inverse ϕ−1
k is measurable.

Several important classes of piecewise invertible transformations, e.g.
Anosov diffeomorphisms [Ma87], some expanding mappings [Sz84], or uni-
modal mappings [MS93] admit partitions with the so-called Markov prop-
erty. In this paper we restrict ourselves to the study of such piecewise in-
vertible transformations:

Definition 2.2. A piecewise invertible transformation ϕ is said to be
a Markov map iff the corresponding partition π satisfies the following two
conditions:

(2.M3) π is a Markov partition, i.e. for each k ∈ K, ϕ(Ik) =
⋃
{Ij :

m(ϕ(Ik) ∩ Ij) > 0};
(2.M4) ϕ is indecomposable (irreducible) with respect to π, i.e. for each

k ∈ K,
⋃∞

n=1 ϕn(Ik) = I.

In what follows we denote by ‖ · ‖ the norm in L1 = L1(I,Σ,m) and by
G = G(m) the set of all (probability) densities, i.e.

G := {g ∈ L1 : g ≥ 0 and ‖g‖ = 1}.

Let τ : I → I be a nonsingular transformation. Then the formula

(2.1) Pτf :=
d

dm
(mf ◦ τ−1) for f ∈ L1,
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where dmf = f dm, and d/dm denotes the Radon–Nikodym derivative,
defines a linear operator from L1 into itself. It is called the Frobenius–Perron

operator (F-P operator, for short) associated with τ [R56, U60].

The operator Pτ is a contraction, i.e. ‖Pτ‖ ≤ 1; moreover, PτG ⊆ G,
and Pτg = g (for some g ∈ G) if and only if the measure dµ = g dm is
τ -invariant, i.e. µ ◦ τ−1 = µ; also,

(2.2) P j
τ = Pj , where Pj is the F-P operator associated with τ j .

A measure-preserving transformation τ : I → I (i.e., there exists a τ -
invariant measure µ) is called an exact endomorphism iff

⋂∞
j=0 τ−j(Σ) =

{∅, I} (mod µ) [Ro61].

The exactness of an endomorphism τ is equivalent to the following prop-
erty of its F-P operator Pτ [Li71]: there exists a density g̃ ∈ G such that

(2.2∗) g̃ = lim
j→∞

P j
τ g for all g ∈ G.

The following criterion of exactness of τ is used in the proof of Theo-
rem 3.1 (see [LY82, Th. 2, and Rem. 1]):

Theorem 2.1. Suppose there exist h ∈ L1, h ≥ 0 with ‖h‖ > 0, and a

dense subset G0 ⊆ G such that limj→∞ ‖(P j
τ g − h)−‖ = 0 for all g ∈ G0.

Then there is a unique g̃ ∈ G such that (2.2∗) holds.

For r ≥ 1, let ϕr be the rth iterate of a Markov map ϕ. Then ϕr is a
Markov map with Markov partition

(2.3) πr :=

r−1∨

j=0

ϕ−j(π), π1 = π.

Next, for any multi-index k(r) = (k0, k1, . . . , kr−1) ∈ Kr we define

(2.4)
ϕk(r) := (ϕr)|Ik(r)

and Jk(r) := ϕk(r)(Ik(r)), where

Ik(r) := Ik0
∩ ϕ−1(Ik1

) ∩ . . . ∩ ϕ−(r−1)(Ikr−1
) ∈ πr.

Clearly, ϕk(r) is one-to-one from Ik(r) onto Jk(r) := ϕk(r)(Ik(r)) = ϕ(Ikr−1
).

It is nonsingular, and ϕ−1
k(r) is also measurable.

It follows that the formula

(2.5) mk(r)(A) := m(ϕ−1
k(r)(A)) for A ∈ Σ

defines an absolutely continuous measure which is concentrated on Jk(r)

(i.e., mk(r)(A) = mk(r)(A ∩ Jk(r))), and whose Radon–Nikodym derivative
satisfies dmk(r)/dm > 0 a.e. on Jk(r).



Distortion inequality 129

To see the latter property, note first that if dmk(r)/dm = 0 on A ⊆ Jk(r),

then ϕ−1
k(r)(A) ⊆ I \ Ik(r) a.e., because

m(ϕ−1
k(r)(A) ∩ Ik(r)) =

\
A∩Jk(r)

dmk(r)

dm
dm = 0.

Therefore, A = ∅ a.e.

We put (for r = 1, 2, . . .)

σk(r) :=

{
dmk(r)/dm on Jk(r),
0 on I \ Jk(r),

(2.6)

fk(r) :=

{
f ◦ ϕ−1

k(r) on Jk(r),

0 on I \ Jk(r).
(2.7)

Then the rth iterate P r
ϕ of the F-P operator Pϕ (we often write P instead

of Pϕ) can be written in the form

(2.8) P r
ϕf =

∑

k(r)

fk(r)σk(r).

Indeed, from (2.1), (2.2), Definition 2.2 and (2.5) it follows that for any
f ∈ L1, f ≥ 0 the following equalities hold:\

A

P r
ϕf dm = mf (ϕ−r(A)) =

∑

k(r)

\
Ak(r)

f dm =
∑

k(r)

\
A

f ◦ ϕ−1
k(r) dmk(r)

=
\
A

( ∑

k(r)

fk(r)σk(r)

)
dm,

where Ak(r) = ϕ−1
k(r)(A). Hence, (2.8) follows.

3. Convergence theorems. It is well known that the Uniformly Ex-
panding Condition and the Second Derivative Condition ((4.2.H8) and
(4.3.H9) in this paper) imply that a Markov map ϕ satisfies Rényi’s Condi-
tion [Re57], i.e. its iterates ϕr (r = 1, 2, . . .) satisfy the so-called distortion
inequality. It turns out that under the two above mentioned conditions also
the iterates P r

ϕ (r = 1, 2, . . .) of the Frobenius–Perron operator Pϕ satisfy
some kind of distortion inequality on some dense subsets of G. This fact was
exploited by the author in his studies of ergodic properties of Markov maps
(see, e.g., [Bu82a] or [Bu91a, Prop. 2.1]). In this paper we take this property
of the Frobenius–Perron operator as the starting point of our considerations.
In the next section we show that several combinations of already known
conditions imply this property of Pϕ. This makes it possible to derive many
previously known separate theorems from two general ones: Theorems 3.1
and 3.2.
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Let ϕ be a Markov map with Markov partition π = {Ik : k ∈ K} and let
Pϕ be its F-P operator. We put

Aj(g) := sup
k∈K

Ajk(g)

ajk(g)
,

where

Ajk(g) := ess sup{P j
ϕg(x) : x ∈ Ik ∩ spt(P j

ϕg)},

ajk(g) := ess inf{P j
ϕg(x) : x ∈ Ik ∩ spt(P j

ϕg)},

spt(g) := {x : g(x) > 0}.

Then for every constant C∗ > 0, we put

(3.0) G∗(C∗) := {g ∈ G : ∃r≥1 spt(g) ∈ Σr, and lim sup
j→∞

Aj(g) ≤ C∗},

where Σr = σ(πr) is the smallest σ-algebra generated by the Markov parti-
tion πr given by (2.3).

The following fact follows from the definition of G∗:

Fact 3.1. G∗ is a convex subset of G.

There are two problems connected with G∗. The first one is its size. Let
G∗(C∗) 6= ∅ for some C∗ > 0. Then the iterates P r

ϕ (r = 1, 2, . . .) satisfy
the above mentioned distortion inequality on G∗. For the L1-convergence
of {P j

ϕg}∞j=1 or {j−1
∑j−1

i=0 P i
ϕg}∞j=1 for all g ∈ G, it is not enough to assume

merely that G∗ 6= ∅. Here, one has to assume that G∗ is dense in G. The
motivation is as follows: for the former sequence, if G∗ 6= ∅, then inequality
(3.8) below holds for all g ∈ G∗ (without any additional assumptions). It
implies the decisive (for the L1-convergence) relation (3.9) provided that
G∗ is dense. For the latter sequence the denseness of G∗(C∗) is needed to
get the convergence on the whole L1 by using the Yosida–Kakutani Ergodic
Theorem. The assumption that G∗ is dense therefore plays a central role in
what follows:

(3.H1) (Distortion Inequality for Pϕ) There exists a constant C∗ > 0 such
that the set G∗(C∗) contains a subset dense in G.

The second problem is that even when G∗ is dense, this does not ensure
the convergence of the two sequences (see Remark 3.2).

We introduce two additional conditions: (3.H2) and (3.H3), and prove
that (3.H1) in conjunction with the first or second condition implies the L1-

convergence of {P j
ϕg}∞j=1 or {j−1

∑j−1
i=0 P i

ϕg}∞j=1, respectively, to a unique
Pϕ-invariant density g0, independent of g.

The first condition is much less restrictive than the second (see Examples
4.3.1, 4.3.2, and Remark 4.3.1), but the latter is readily verifiable in practice
(especially in the case m(I) < ∞, see Fact 4.1.1). Moreover, from (3.6),
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(3.8), (3.10) and (3.11) it follows that each of these two conditions completes
(3.H1) in an optimal way.

We define

(3.1) ur(x) := inf{gk(r)(x) : k(r) ∈ Kr, Ik(r) 6= ∅},

and

(3.1∗) Ur(x) := sup{gk(r)(x) : k(r) ∈ Kr, Ik(r) 6= ∅},

where

(3.2) gk(r) :=
∑

s(r)

σ̃s(r)

\
Is(r)

σ̃k(r) dm,

and

(3.3) σ̃k(r) :=
σk(r)

m(Ik(r))
,

and Ik(r) and σk(r) are defined by (2.4) and (2.6), respectively.
Now, let {Vn}

∞
n=1 be a sequence of subsets of I such that each Vn is the

union of a finite number of Ik’s, Vn ⊂ Vn+1,
⋃∞

n=1 Vn = Ĩ and m(I \ Ĩ) = 0.
Then we define

(3.4) drn := sup
k(r)

\
I\Vn

σ̃k(r) dm.

We now prove the basic results of this paper.

Theorem 3.1 (First Convergence Theorem). Let a Markov map ϕ satisfy

(3.H1) and the following condition:

(3.H2) there exists r̃ ≥ 1 such that ‖ur̃‖ > 0.

Then:

(a) There exists exactly one Pϕ-invariant density g0 such that limj→∞P j
ϕg

= g0 for all g ∈ G; in consequence, the semi-dynamical system (I,Σ, dµ0, ϕ),
where dµ0 = g0dm, is exact (ϕ is an exact endomorphism).

(b) There exists a density of the form

g̃0 :=
∑

k(r̃)

σ̃k(r̃)

\
I

k(̃r)

g0 dm,

with r̃ as in (3.H2), such that for any (fixed) C∗ > C∗,

g̃0/C∗ ≤ g0 ≤ C∗g̃0 and g̃0 > 0.

(b1) Additionally , the unique ϕ-invariant density g0 is estimated as fol-

lows:

ur̃/C
2
∗ ≤ g0 ≤ C2

∗Ur̃,

where Ur̃ is defined by (3.1∗). The upper estimate holds provided ‖Ur̃‖ < ∞.
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P r o o f. (a) By (3.H1) there exists a subset G∗ ⊆ G∗ dense in G. Fix
C∗ > C∗. Then for any g ∈ G∗ there exists j1 = j1(g) such that for any
j ≥ j1 and all Ik ∈ π one has

(3.5)
1

C∗
≤

P jg(x)

P jg(y)
≤ C∗ for m × m-a.e. (x, y) ∈ Ik × Ik.

This gives the following basic double inequality (see [Bu91a, (3.4)]):

(3.6)
Fr(P

jg)

C∗
≤ P rP jg ≤ C∗Fr(P

jg)

for g ∈ G∗, r ≥ 1, and j ≥ j1(g), where Fr is defined by

(3.7) Fr(g) :=
∑

k(r)

σ̃k(r)

\
Ik(r)

g dm for g ∈ G.

Indeed, from (3.5) we obtain

C−1
∗ (P jg)k(r)(x)σk(r)(x) ≤ (P jg)k(r)(y)σk(r)(x) ≤ C∗(P jg)k(r)(x)σk(r)(x)

for each Jk(r) = ϕk(r)(Ik(r)), all x, y ∈ Jk(r), and j ≥ j1(g), where

(P jg)k(r)(x) =

{
(P jg) ◦ ϕ−1

k(r)(x) for x ∈ Jk(r),

0 for x ∈ I \ Jk(r).

Integrating the above inequalities with respect to x on Jk(r) and multiplying
by σ̃k(r)(y), then summing the resulting inequalities with respect to all k(r)
and finally using the equality Pϕr g = P r

ϕg, one gets (3.6).
Iterating the first inequality of (3.6), using the equality

∑

k(r)

‖1Ik(r)
P jg‖ = 1,

and the definition (3.1), one gets for every r ≥ 1, and all j ≥ j1(g),

(3.8) P j+2rg ≥
ur

C2
∗

.

We now show that (3.8) together with (3.H2) implies the existence of a
nontrivial lower function for P , i.e. a function h ≥ 0 with ‖h‖ > 0 such that
‖(P jg − h)−‖ → 0 as j → ∞ for all g ∈ G.

Note first that each ur given by (3.1) is a lower function for P . Indeed,
since G∗ is dense in G and P is a contraction, (3.8) implies that, for each
r ≥ 1,

(3.9) lim
j→∞

‖(P j+2rg − ur)
−‖ = 0 for all g ∈ G.

Unfortunately, it may happen that ‖ur‖ = 0 for each r ≥ 1 (see [Bu85,
Bu87], and also Counterexample 6.1 below). Now (3.H2) guarantees that ur̃

is a nontrivial lower function. Finally, the proof of assertion (a) is completed
by an appeal to Theorem 2.1.
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(b) The double inequality follows from (3.6) and (a). Hence for each A ∈
Σ, µ0(A) = 0 ⇔ µ̃0(A) = 0 where dµ̃0 = g̃0 dm. To prove that g̃0 > 0, note
first that Jk(r̃) ⊆ spt(g̃0) for some k(r̃), because ‖1I

k(̃r)

g0‖ > 0 for some Ik(r̃),

and σ̃k(r̃) > 0 on Jk(r̃) for each Jk(r̃). Now the equalities spt(g0) = spt(g̃0)
and ϕ(spt(g0)) = spt(g0) and the indecomposability condition (2.M4) show
that spt(g̃0) = I.

(b1) The estimates follow from (3.6), (3.7) and (a).

Theorem 3.2 (Second Convergence Theorem). Let a Markov map ϕ
satisfy (3.H1) and the following condition:

(3.H3) there exists r̃ ≥ 1 such that limn→∞ dr̃n = 0.

Then:

(a) There exists exactly one Pϕ-invariant density g0 such that limj→∞Sjg

= g0 in L1 for all g ∈ G, where Sj = j−1
∑j−1

i=0 P i
ϕ.

(b) Assertions (b) and (b1) of the previous theorem hold.

P r o o f. (a) Let Vn be the union of a finite number of Ik’s. Then from
the right inequality of (3.5) one gets

(3.10) P jg ≤ C∗m̃(Vn)−1 m-a.e. on Vn,

where m̃(Vn) = min{m(Ik) : Ik ⊆ Vn}.

Next, from the right inequality of (3.6) and the definition (3.4) it follows
that

(3.11) sup
j≥j1

\
I\Vn

P jg dm ≤ C∗drn for r, n = 1, 2, . . .

The last two inequalities and (3.H3) imply weak compactness of {P jg}
for g ∈ G∗ [DS63, Th. IV.8.9]. Assertion (a) now follows from the Yosida–
Kakutani Ergodic Theorem [DS63, Th. VIII.5.1] and the denseness of G∗

in G.

(b) This follows from (a), just as assertions (b) and (b1) of the previous
theorem follow from (a) of that theorem.

Remark 3.1. The set G∗ of (3.H1) may contain several different dense
subsets of G. This is the case, for instance, under the assumptions of The-
orem 4.3.7 below. Indeed, there exists a dense subset Gc 6= ∅ of G because
(4.2.H8) and (4.3.H9) imply (4.1.H5), which in turn implies (4.1). This last
inclusion together with Fact 4.3 show that Gc 6= ∅ is dense for c = 1 because
S∞G ⊆ G, where S∞G is defined by (4.1∗).

On the other hand, the class G̃(1) given by Definition 4.3.4 is different
from Gc and dense in G, too.
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Remark 3.2. We have already mentioned that (3.H1) alone does not
ensure in general the L1-convergence of {P j

ϕg} and {Sjg} to a unique Pϕ-
invariant density. It may happen that under this condition neither (3.H2)
nor (3.H3) holds. Examples of Markov maps that satisfy (3.H1) (actually,
(4.2.H8) and (4.3.H9), which, as remarked at the beginning of this section,
imply (3.H1)) and that have no absolutely continuous invariant measure are
given in [Bu85, Bu87] (see also Counterexample 6.1). Note that the second
iterate ϕ2 of these Markov maps already satisfies ϕ2(Ik) = I for each Ik.
Therefore (6.M24) holds for the smallest possible j = 2 (for j = 1 we get
(3.M14) below).

Remark 3.3. Conditions (3.H2), (3.H3) and (4.1.H6) (which is, by Fact
4.1.1, equivalent to (3.H3)) occurred in [Bu82a]. Condition (3.H2) was al-
ready announced in [Bu82, (4.8)], while (3.H3) was used there in the case
I = R

1 (see (3.1) there). All these conditions ensure the recurrence prop-
erty of the Markov maps ϕ whose Markov partitions π are neither finite nor
satisfy the following very special case of (2.M4):

(3.M14) for each k ∈ K, ϕ(Ik) = I.

However, Examples 4.3.1 and 4.3.2 in the next section show that (3.H2) is
the most effective.

4. Some applications to smooth Markov maps in R
d. In what fol-

lows the following notation will be used: | |—the Euclidean norm in R
d; I—a

domain in R
d, i.e. an open, connected subset of R

d; Σ—the σ-algebra of all
Borel-measurable subsets of I; m—the Lebesgue measure on R

d; diam(A)—
the diameter of the set A; Df (resp. Djf)—the derivative (resp. partial
derivative) of f .

A smooth Markov map ϕ (i.e., either C1+α, 0 < α ≤ 1, or C2) is a
Markov map in the sense of Definition 2.2 such that the partition π of ϕ
consists of domains, and the restriction ϕk of ϕ to any Ik ∈ π is a C1+α (or
C2) diffeomorphism.

To illustrate the generality and usefulness of Theorems 3.1 and 3.2 we
show how they yield some ergodic properties of smooth Markov maps.

4.1. C1+α Markov maps: general case. In ergodic theory of C1+α Markov
maps the following condition plays a crucial role (see e.g. [Ma87]):

(4.1.H4) (Local case) Let ϕ ∈ C1+α(Ik) for each k ∈ K. There exists a
constant C10 > 0 such that for r = 1, 2, . . . , k(r) ∈ Kr and all
Ik ∈ π,

|σk(r)(x)−σk(r)(y)| ≤ C10σk(r)(y)|x−y|α for all x, y ∈ Jk(r)∩Ik,

where σk(r) and Jk(r) are defined by (2.6) and (2.4), respectively.
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For m(I) < ∞, its global version is

(4.1.H̃4) (Global case, m(I) < ∞) Let ϕ ∈ C1+α(Ik) for each k ∈ K.

There exists a constant C̃10 > 0 such that for r = 1, 2, . . . and
k(r) ∈ Kr,

|σk(r)(x) − σk(r)(y)| ≤ C̃10σk(r)(y)|x − y|α for all x, y ∈ Jk(r).

Note that the above two conditions imply, respectively, local and global
versions of the so-called Reńyi’s Condition ([Re57] or [Ro61]).

The local Reńyi’s Condition reads as follows:

(4.1.H5) (Local case) There exists a constant C∗∗ > 0 such that for all
k(r) ∈ Kr, r = 1, 2, . . . , and for each Ik ∈ π,

sup
x∈Jk(r)∩Ik

σk(r)(x) ≤ C∗∗ inf
x∈Jk(r)∩Ik

σk(r)(x).

Its global counterpart can be written as follows:

(4.1.H̃5) (Global case, m(I) < ∞) There exists a constant C̃∗∗ > 0 such
that

sup
x∈Jk(r)

σk(r)(x) ≤ C̃∗∗ inf
x∈Jk(r)

σk(r)(x) for all k(r) ∈ Kr, r = 1, 2, . . .

In our context the two constants are C∗∗ = C10,α := 1 + C10C̃
α
0 and

C̃∗∗ = C̃10,α := 1 + C̃10C̃
α
0 where C̃0 = sup{diam(Ik) : k ∈ K} < ∞.

Note that (4.1.H̃4) implies the following very useful fact:

Fact 4.1.1. If ϕ is defined on I with m(I) < ∞ and satisfies (4.1.H̃4)
and

(4.1.H6) C11 := inf{m(ϕ(Ik)) : k ∈ K} > 0,

then (3.H3) holds. Moreover , (3.H3) and (4.1.H6) are equivalent.

We recall that π being a generator for ϕ means the following (σ(A)
denotes the smallest σ-algebra generated by the family A):

(4.1.H7) (Generating condition on π) σ(πr : r ≥ 1) = Σ, where πr is
defined by (2.3).

Below we show that (4.1.H4) together with (4.1.H7) implies (3.H1). Then
under (3.H2) one gets the assertion of Theorem 3.1.

However, (4.1.H4) makes it possible to prove the convergence of {P jg}
and {Sjg} not only in L1 but also in the topology of uniform convergence
(on every Ik ∈ π), and the smoothness (C0+α) of the unique Pϕ-invariant
limit density.

The latter fact is proved for the following subset of densities:
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Definition 4.1.3. We denote by Gα, 0 < α ≤ 1, the class of all densities
g ∈ G satisfying the following three conditions:

(a) spt(g) is the union of a number of Ik’s;
(b) for each Ik ∈ π, g|Ik

∈ C0+α(Ik), and

|g(x) − g(y)| ≤ C(g)g(y)|x − y|α for all x, y ∈ spt(g) ∩ Ik,

where C(g) is a constant depending on g.

The following theorem is a C1+α counterpart of Theorem 3.1:

Theorem 4.1.1. Let a Markov map ϕ satisfy :

(A) Conditions (3.H2), (4.1.H4), and (4.1.H7) hold.

Then:

(D1) Assertions (a), (b) and (b1) of Theorem 3.1 hold.

(D2.c) For each k ∈ K, limj→∞ ‖g0 − P j
ϕg‖k = 0 for all g ∈ Gα where

‖g‖k = sup{|g(x)| : x ∈ Ik};

(D2.d) |g0(x) − g0(y)| ≤ (C10C10,α/m(Ik))|x − y|α for x, y ∈ Ik.

P r o o f. (D1) For a given constant c > 0, let Zc,r denote the class of all
densities g ∈ G such that for each Ik(r) ∈ πr:

(a) either g|Ik(r)
> 0 or = 0;

(b) g(x) ≤ cg(y) for m × m-a.e. (x, y) ∈ Ik(r) × Ik(r).

First we note that by (4.1.H5) (which follows from (4.1.H4)),

(4.1) Zc :=

∞⋃

r=1

conv[Zc,r] ⊆ G∗(C∗),

where G∗ is the family of densities defined by (3.0) and C∗ = C∗∗c.
Now Z1 contains

(4.1∗) S∞G :=

∞⋃

r=1

conv[Wr] ⊂ G,

where Wr is the class of all densities of the form

wk(r) = 1Ik(r)
/m(Ik(r)), k(r) ∈ Kr,

and conv[Wr] denotes the convex hull of Wr. Note that Wr ⊆ conv[Wr+1]
for r = 1, 2, . . .

Since S∞G is dense in G by (4.1.H7), we get (3.H1). Thus (D1) holds by
Theorem 3.1.

(D2) Let g ∈ Gα. Then for any Ik and j = 1, 2, . . . ,

(4.2) P jg(x) ≤
Cα(g)C10,α

m(Ik)
for x ∈ Ik,
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and

(4.3) |P jg(x) − P jg(y)|

≤ C(g)|x − y|αP jg(x) + C10|x − y|αP jg(y)

≤ (C(g)P jg(x) + C10P
jg(y))|x − y|α for x, y ∈ Ik,

where Cα(g) = 1 + C(g)C̃α
0 and C10,α = 1 + C10C̃

α
0 .

The above two inequalities imply that for each Ik, the family {P jg}j≥1,
restricted to Ik, is bounded and equicontinuous in the space C(Ik) of all
bounded and continuous real functions with the supremum norm.

Thus (D2.c) follows from the Ascoli–Arzelà Lemma and (D1.a).
(D2.d) follows from (D2.c), (4.2) and (4.3), and from the fact that wk =

1Ik
/m(Ik) ∈ Gα with C(wk) = 0.

A C1+α counterpart of Theorem 3.2 is

Theorem 4.1.2. Let a Markov map ϕ satisfy either

(B) (3.H3), (4.1.H4), and (4.1.H7); or

(C) m(I) < ∞, (4.1.H̃4), (4.1.H6), and (4.1.H7).

Then:

(D1) Assertions (a) and (b) of Theorem 3.2 hold.

(D2.c) For each k ∈ K, limj→∞ ‖g0 − Sjg‖k = 0 for all g ∈ Gα.

(D2.d) |g0(x) − g0(y)| ≤ (C10C10,α/m(Ik))|x − y|α for x, y ∈ Ik.

P r o o f. (B)⇒(D1). Similarly to the proof of (D1) of Theorem 4.1.1, the
proof is based on the inclusion (4.1).

(C)⇒(D1). By Fact 4.1.1 and the previous case.
The two remaining implications are proved analogously.

Remark 4.1.0. In fact, condition (4.1.H7) is redundant. Namely, it can
be derived from (4.1.H5) and the convergence of {Sjg} for g ∈ G (see Propo-
sition 6.1 and Lemma 6.1).

We conclude this subsection with the problem of convergence of {P jg}
under (3.H1) and (3.H3). Note that both Theorems 3.2 and 4.1.2 establish
in this case only the Cesàro mean convergence.

By Theorems 3.2 and 4.1.2 there exists a unique ϕ-invariant measure
dµ0 =g0 dm (g0 > 0). Thus if ϕ is an exact endomorphism over the probabil-
ity space (I,Σ, µ0), then, in particular, the following aperiodicity condition
is satisfied:

(4.1.H03) µ0(ϕ
j(Ik)) ր 1 as j → ∞, for all k ∈ K.

We establish convergence of {P jg} under (3.H1), (3.H3), (4.1.H7), and
an additional condition which is close to (4.1.H03) and readily checkable in
practice (see [Bu91a, (3.H14)]):
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(4.1.H13) (Aperiodicity condition on ϕ) There exist an integer ˜̃r and I
k̃
∈

π such that ϕ
˜̃r(I

k̃
) = I.

Note that this condition together with (2.M4) implies that for each Ik, there
exists j1 = j1(Ik) such that ϕj(Ik) = I for j ≥ j1(Ik).

We also need a somewhat strengthened version of (4.1.H4):

(4.1.H14) (Quasi-global case) Let ϕ ∈ C1+α(Ik) for each k ∈ K. Then
for each V which is the union of a finite number of Ik’s, there
exists a constant C10(V ) > 0 such that for r = 1, 2, . . . and
k(r) ∈ Kr,

|σk(r)(x) − σk(r)(y)| ≤ C10(V )σk(r)(y)|x − y|α

for all x, y ∈ Jk(r) ∩ V.

Moreover, C10 := supk∈K C10(Ik) < ∞, i.e., (4.1.H4) holds.

The quasi-global version of Rényi’s Condition corresponding to (4.1.H14)
reads as follows:

(4.1.H15) (Quasi-global case) For each V there exists a positive constant
C∗∗(V ) such that for all k(r) ∈ Kr, r = 1, 2, . . . and for each V ,

sup
x∈Jk(r)∩V

σk(r)(x) ≤ C∗∗(V ) inf
x∈Jk(r)∩V

σk(r)(x).

Here C∗∗(V ) = C10,α(V ) := 1 + C10(V )C̃α
0 , and C̃0 = sup{diam(Ik) :

k ∈ K} < ∞, in particular C∗∗(Ik) ≤ C∗∗ for k ∈ K (i.e., (4.1.H5) holds).
The following is a generalization of Proposition 3.1 of [Bu91a]:

Theorem 4.1.3. Let a Markov map ϕ satisfy either

(B1) (3.H3), (4.1.H13), (4.1.H14), and (4.1.H7); or

(C1) m(I) < ∞, (4.1.H13), (4.1.H̃4), (4.1.H6), and (4.1.H7).

Then the conclusion of Theorem 4.1.1 holds.

P r o o f. By Theorem 4.1.2, condition (3.H1) of Theorem 3.1 is satisfied.
Thus it remains to show that also (3.H2) holds. A proof that ‖us‖ > 0 for
some s ≥ r̃ is given in [Bu96]. Nevertheless we present it here for the sake
of completeness.

The proof proceeds in five steps.

Step 4.1.1. Let V be the union of a finite number of Ik’s. Put K(V ) :=
{k ∈ K : Ik ⊆ V }. There exists an integer s̃ = s̃(V ) such that for any (fixed)
A ⊆ V , A ∈ π, and each j ∈ K(V ) there exist k1(j,A), . . . , ks̃−1(j,A) such

that

A ⊆ ϕkj(s̃)(Ikj(s̃)), where kj(s̃) = (j, k1(j,A), . . . , ks̃−1(j,A)).

The proof can be found in [Bu91a, Prop. 3.1].
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Step 4.1.2. drn ≤ C∗∗dr̃n for r ≥ r̃, n = 1, 2, . . . , where drn is defined

by (3.4).

This follows from the inequality σ̃(n(s),k(r)) ≤ C∗∗σ̃k(r) for any s, r ≥ 1,
and n(s) ∈ Ks, k(r) ∈ Kr.

Step 4.1.3. For V as in the first step and all k(r) ∈ Kr, r = 1, 2, . . . ,

1

m(V )C∗∗(V )
1Jk(r)∩V

\
Jk(r)∩V

σ̃k(r) dm ≤ σ̃k(r)1Jk(r)∩V

≤
C∗∗(V )

m̃(V )
1Jk(r)∩V on I,

where m̃(V ) = min{m(Ik) : k ∈ K(V )}.

This follows from (4.1H15).

Step 4.1.4. Given 0 < ε < 1, there exists V which is the union of a finite

number of Ik’s and an integer s ≥ r̃ such that every A ⊆ V,A ∈ π satisfies

the following two conditions:

(a) A ⊆
⋂
{ϕkj(s)(Ikj(s)) : j ∈ K(V )};

(b) for each Jk(s) there exists j ∈ K(V ) such that m(Jk(s) ∩ Ikj(s)) > 0,

where kj(s) = (j, k1(j,A), . . . , ks−1(j,A)).

Indeed, by (3.H3) and Step 4.1.2, there exists a set V := Vñ, ñ = ñ(ε),
such that

(4.3∗)
\

Ji(r)∩V

σ̃i(r) dm ≥ 1 − ε > 0 for any r ≥ r̃ and i(r) ∈ Kr.

From this and the second inequality of Step 4.1.3 it follows that

m(Ji(r) ∩ V ) ≥
(1 − ε)m̃(V )

C∗∗(V )
> 0 for any r ≥ r̃ and i(r) ∈ Kr.

Thus for r ≥ r̃ and each Ji(r) there exists j ∈ K(V ) such that m(Ji(r) ∩ Ij)
> 0, thus also Ij ⊆ Ji(r). But I(j,j1,...,jr−1) ⊂ Ij for all j1, . . . , jr−1 ∈ K,
therefore Step 4.1.1 shows that the assertion of Step 4.1.4 holds for s =
max{s̃, r̃}.

In the last step we show that the family {gi(s)} of densities, defined by
(3.2), is uniformly bounded from below:

Step 4.1.5.

gi(s) ≥

(
1 − ε

m(V )C∗∗(V )

)2

ms1V for each i(s) ∈ Ks,

where ms = ms(V ) > 0 is a constant.
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Indeed, from the first inequality of Step 4.1.3 and (4.3∗) it follows that
for each Ji(s),

(4.3∗∗) σ̃i(s)1Ji(s)∩V ≥
1 − ε

m(V )C∗∗(V )
1Ji(s)∩V .

The inclusion A ⊆ V and Step 4.1.4(a) now show that

gi(s) ≥
∑

j∈K(V )

σ̃kj(s)1Jkj (s)∩V

\
Ikj (s)

σ̃i(s) dm

≥
1 − ε

m(V )C∗∗(V )
1A

\
A1

1Ji(s)
σ̃i(s) dm,

where A1 =
⋃

j∈K(V ) Ikj(s). Since, by Step 4.1.4(b) and (4.3∗∗), we have

inf
Ji(s)∩A1

σ̃i(s) ≥ inf
Ji(s)∩V

σ̃i(s) ≥
1 − ε

m(V )C∗∗(V )
,

invoking once more Step 4.1.4(b) yields

gi(s) ≥

(
1 − ε

m(V )C∗∗(V )

)2

ms(V,A)1A for each i(s) ∈ Ks,

where ms(V,A) := min{m(Ikj(s)) : j ∈ K(V )}. Thus the inequality of
Step 4.1.5 holds with ms(V ) := min{ms(V,A) : A ⊆ V }.

Together with Theorem 3.1, this finishes the proof of the theorem.

4.2. C1+α Markov maps: Case (I). In some situations Condition (4.1.H4)

(or its global version (4.1.H̃4)) and its consequence, Rényi’s Condition (resp.,
Global Rényi’s Condition), follow immediately from the Koebe Principle
([G69]). This is the case, e.g., if the Schwarzian derivative of the Markov
map ϕ is negative. This topic is not discussed here.

There are, however, another two important cases strictly connected with
those covered by Theorems 4.1.1–4.1.3, and we briefly discuss them next.
These are:

(I) ϕ satisfies the Expanding Condition and (4.1.H4), restricted to r = 1;
and

(II) ϕ satisfies the Expanding Condition and the Second Derivative Con-

dition.

Below we sketch how (4.1.H4) can be derived from the hypotheses of
Case (I). First however, one has to formulate the Expanding Condition:

(4.2.H8) (Uniformly Expanding (in All Directions) Condition) There ex-

ists a constant C1 > 1 such that for each x ∈ Ĩ =
⋃

k∈K Ik the
derivative matrix Dϕ(x) satisfies

|Dϕ(x)v| ≥ C1|v| for each v ∈ R
d.
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The discussion of Case (I) needs some facts which are rather well known
(see, e.g., [Ma87]). Therefore we restrict ourselves to a convenient formula-
tion:

Fact 4.2.2 (Case (I)). Let a Markov map ϕ satisfy (4.1.H4), or (4.1.H14)

restricted to r = 1 (resp., (4.1.H̃4) restricted to r = 1, if m(I) < ∞) with

constants C2,α > 0 and C2,α(V ) > 0, respectively (resp. C̃2,α > 0), and

Condition (4.2.H8). Then:

(i) For r = 1, 2, . . . , and k(r) ∈ Kr,

σk(r)(x)

σk(r)(y)
≤ exp(C5,α(A)|x − y|α) for any A and x, y ∈ Jk(r) ∩ A,

(resp.,
σk(r)(x)

σk(r)(y)
≤ exp(C̃5,α|x − y|α) for any x, y ∈ Jk(r)),

where A = Ik or V according as (4.1.H4) or (4.1.H14) restricted to r = 1 is

satisfied ; and accordingly C(A) = C5,α := C2,αCα
1 /(Cα

1 − 1) or C5,α(V ) :=

C2,α(V )Cα
1 /(Cα

1 − 1) (resp., C̃5,α := C̃2,αCα
1 (Cα

1 − 1)).

(ii) Conditions (4.1.H5), (4.1.H15), and (4.1.H̃5) hold with C∗∗ = C6,α

:= exp(C̃α
0 C5,α), C∗∗(V ) = C6,α(V ) := exp(C̃α

0 C5,α(V )) and C̃∗∗ = C9,α :=

exp(diam(I)αC̃5,α).
(iii) Conditions (4.1.H4) and (4.1.H14) hold with C10 := max{C ′

10, C
′′
10}

× C5,α, and C10(V ) := max{C ′
10(V ), C ′′

10(V )}C5,α(V ) where C ′
10, C ′′

10,
C ′

10(V ), and C ′′
10(V ) are constants such that exp x ≤ 1 + C ′

10x and 1/(1 +

C ′
10x) ≥ 1 − C ′′

10x for 0 ≤ x ≤ C̃α
0 C5,α, and exp x ≤ 1 + C ′

10(V )x and

1/(1 + C ′
10(V )x) ≥ 1 − C ′′

10(V )x for 0 ≤ x ≤ C̃α
0 C5,α(V ), respectively.

Throughout the remainder of this section it is assumed that the domains
Jk = ϕk(Ik), k ∈ K, satisfy the following condition:

(4.2.M12) There is a constant C0 > 0 such that any two points x, y in
any Jk = ϕk(Ik) can be joined by a piecewise straight arc of
length at most C0|x − y|.

The fact below states that π is a generator for ϕ under the following condi-
tions (see [Bu92, Lem. 2.1(b).]):

Fact 4.2.3. Let ϕ satisfy (4.2.H8) and (4.2.M12). Then (4.1.H7) holds;

more precisely : diam(Ik(r)) ≤ C0C̃0/C
r−1
1 for r = 1, 2, . . .

By using Facts 4.1.1, 4.2.2, and 4.2.3 one can derive from each of Theo-
rems 4.1.1–4.1.3 its counterpart in Case (I). The first of these is

Theorem 4.2.4. Let a Markov map ϕ satisfy

(A) (3.H2), (4.1.H4) restricted to r = 1, and (4.2.H8).

Then the conclusion of Theorem 4.1.1 holds.
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P r o o f. Conditions (4.2.M12) and (4.2.H8) imply (4.1.H7), by Fact 4.2.3.
Further, (4.1.H4) restricted to r = 1 and (4.2.H8) imply (4.1.H4), by Fact
4.2.2. Thus (A) of Theorem 4.1.1 is satisfied.

A counterpart of Theorem 4.1.2 is

Theorem 4.2.5. Let a Markov map ϕ satisfy either

(B) (3.H3), (4.1.H4) restricted to r = 1, and (4.2.H8); or

(C) m(I) < ∞, (4.1.H̃4), restricted to r = 1, (4.1.H6), and (4.2.H8).

Then the conclusion of Theorem 4.1.2 holds.

P r o o f. Conditions (4.2.M12) and (4.2.H8) imply (4.1.H7), by Fact 4.2.3.
Further, (4.1.H4) restricted to r = 1 and (4.2.H8) imply (4.1.H4), in view
of Fact 4.2.2. Thus (B) of Theorem 4.1.2 is satisfied.

Also, (C) of Theorem 4.1.2 is satisfied because (4.1.H̃4) restricted to

r = 1 together with (4.2.H8) implies (4.1.H̃4).

Finally, a counterpart of Theorem 4.1.3 is

Theorem 4.2.6. Let a Markov map ϕ satisfy either

(B1) (3.H3), (4.1.H13), (4.1.H14) restricted to r = 1, and (4.2.H8); or

(C1) m(I) < ∞, (4.1.H13), (4.1.H̃4) restricted to r = 1, and (4.1.H6).

Then the conclusion of Theorem 4.1.1 holds.

P r o o f. Conditions (4.2.M12) and (4.2.H8) imply (4.1.H7), by Fact 4.2.3.
Further, (4.1.H14) restricted to r = 1 and (4.2.H8) imply (4.1.H14), by
Fact 4.2.2. Thus (B1) of Theorem 4.1.3 is satisfied.

Also, (C1) of Theorem 4.1.3 is satisfied because (4.1.H̃4) restricted to

r = 1 together with (4.2.H8) implies (4.1.H̃4).

4.3. C2 Markov maps: Case (II). We now turn to Case (II). Before we
formulate the Second Derivative Condition we introduce a useful notion,
the regularity of a function. Namely, for a given function f : Y → R, its
regularity Reg(f) is defined by

(4.4) Reg(f) := sup

{
|Df(x)|

|f(x)|
: x ∈ Y, |f(x)| > 0, Df(x) exists

}
.

The Second Derivative Condition can now be formulated as follows:

(4.3.H9) (Second Derivative Condition) For each k ∈ K, ϕ ∈ C2(Ik); and
C2 := sup{Reg(σk) : k ∈ K} < ∞, where σk is defined by (2.6).

Note that instead of (4.3.H9) one uses sometimes, in the 1-dimensional
case, the following version ([Bow79]):

(4.3.H̃9) (Second Derivative Condition) For each k ∈ K, ϕ ∈ C2(Ik); and

C̃2 := sup{|D2ϕ(x)|/(Dϕ(y))2 : x, y ∈ Ik, k = 1, 2, . . .} < ∞.
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This is justifiable because these two conditions are equivalent ([A79]).
The following class of densities plays an important role in our discussion

of ergodic properties of Markov maps in Case (II) (see [Bu91a, Defs. 2.3–
2.4]):

Definition 4.3.4. We denote by G̃(1) the class of all densities g ∈ G
satisfying the following four conditions:

(a) spt(g) is the union of a number of Ik’s;
(b) for each Ik ∈ π, g|Ik

∈ C1(Ik);
(c) Reg(g) < ∞;
(d) sup{g(x) : x ∈ Ik} < ∞ for each Ik ∈ π.

Now we show that some of the results of [Bu91a] follow from Theo-
rem 4.1.1:

Theorem 4.3.7 ([Bu91a, Th. 3.1]). Let a Markov map ϕ satisfy

(A) (3.H2), (4.2.H8), and (4.3.H9).

Then the conclusion of Theorem 4.1.1 holds. In particular , assertion (D2.c)

of that theorem holds for densities in G̃(1) ⊆ G1.

P r o o f. Under (4.2.H8) and (4.3.H9) the class G̃(1) satisfies all the re-
quirements of (3.H1). Indeed, it is dense in G and, by Proposition 2.1 of

[Bu91a], G̃(1) ⊆ G∗ for C∗ = exp(C0C̃0C5) with any fixed C5 > C1C2/(C1

−1). Additionally, its pleasant feature is Pϕ-invariance. Since (3.H1) is sat-
isfied, the conclusion (D1) of Theorem 4.1.1 holds.

Assertion (D2.d) follows from the inclusion G̃(1) ⊆ G1, which we prove
next.

Let g ∈ G̃(1); let x, y ∈ Ik∩Jk(r) and take the points x0 = x, x1, . . . , xn =
y such that si([0, 1]) ⊆ Ik for i = 1, . . . , n, where si(t) = xi−1 + (xi − xi−1)t
for t ∈ [0, 1]. Then

|ln g(xi) − ln g(xi−1)| =

∣∣∣∣
1\
0

d

dt
ln(g(si(t))) dt

∣∣∣∣

≤ Reg(g)|xi − xi−1| for i = 1, . . . , n.

Summing up these inequalities and using (4.2.M12), one gets

g(x)

g(y)
≤ exp(Reg(g)C0|x − y|) for any x, y ∈ Ik,

which, in turn, implies (b) of Definition 4.1.3.

In Case (II) the following counterpart of Theorem 4.1.2 holds:

Theorem 4.3.8 ([Bu85a, Th.4.1]). Let a Markov map ϕ satisfy either

(B) (3.H3), (4.2.H8), and (4.3.H9); or
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(C) m(I) < ∞ and (4.1.H6), (4.2.H8), and (4.3.H9).

Then the conclusion of Theorem 4.1.2 holds. In particular , assertion (D2.c)

of that theorem holds for densities in G̃(1) ⊆ G1.

Finally, we also have in Case (II) the following counterpart of Theo-
rem 4.1.3 (an extension to the case m(I) = ∞ of Proposition 3.1 of [Bu91a]):

Theorem 4.3.9. Let a Markov map ϕ satisfy either

(B1) (3.H3), (4.1.H13), (4.2.H8), and (4.3.H9); or

(C1) m(I) < ∞, (4.1.H13), (4.1.H6), (4.2.H8), and (4.3.H9).

Then the conclusion of Theorem 4.1.1 holds. In particular , assertion (D2.c)

of that theorem holds for densities in G̃(1) ⊆ G1.

P r o o f. It follows from (4.4), (4.2.H8) and (4.3.H9) that for r = 1, 2, . . . ,

Reg(σk(r)) ≤ C̃5 := C2C1/(C1 − 1).

Next, by using (4.2.M12) one gets (r = 1, 2, . . .)

σk(r)(x)/σk(r)(y) ≤ exp(Reg(σk(r))C0|x − y|)

for each Jk(r) and x, y ∈ Jk(r).

The above two inequalities imply (4.1.H14) and (4.1.H15). Thus the as-
sertion holds by Theorem 4.1.3.

In Remark 3.3 it was noted that conditions (3.H2), (3.H3), and (4.1.H6)
ensure the recurrence property of the Markov maps considered. It was also
remarked that (3.H2) is the most general. To justify this we give two exam-
ples. The first illustrates the fact that (3.H2) controls in a very effective way
a possible tendency of the mass to escape to a fixed point under the action
of the transformations in the bounded domain case.

Example 4.3.1 (see [Bu91a, Remark 3.2(b)]). For k =1, 2, . . . , let Ik ⊂
I = [0, 1] be an open interval such that m(Ik) = 1/2k, and let ϕ2k−1 and
ϕ2k be linear transformations from I2k−1 onto I and from I2k onto I2k ∪
I2k+1, respectively. Clearly, the transformation defined, for x ∈

⋃∞
k=1 Ik, by

ϕ(x) = ϕk(x) iff x ∈ Ik is an expanding Markov map which does not satisfy
(4.1.H6). Moreover, it does not satisfy (3.H3): Indeed, for k = 1, 2, . . . , let
g̃k := g(1,...,1,2k) be the density defined by (3.2) which corresponds to the
multi-index (1, . . . , 1, 2k) of length s. Then g̃k ≥ (2/3)sσ̃(2k,...,2k), where
σ̃(2k,...,2k) is the density defined by (3.3) corresponding to the s-multi-index
(2k, . . . , 2k). It follows that

dsn ≥ sup
k≥1

\
I\Vn

g̃k dm ≥ (2/3)s sup
k≥1

\
I\Vn

σ̃(2k,...,2k) dm = (2/3)s
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for s≥1, where dsn is defined by (3.4). Note that here the densities σ̃(2k,...,2k)

= (2/3)22k1I2k∪I2k+1
, k = 1, 2, . . . , are unbounded and with disjoint sup-

ports. However, the Markov map under consideration satisfies (3.H2) for
r̃ = 1, because

gk ≥
\
A

σ̃k dm and
\
A

σ̃2k dm ≥
1

3
where A =

∞⋃

i=1

I2i−1,

and gk is the density defined by (3.2) corresponding to r̃ = 1.

It may also happen, in the unbounded domain case, that the mass tends
to escape to infinity under the action of the transformations. In such cases
(3.H3) may be no longer effective while (3.H2) may still hold. Such a behav-
ior of a Markov map is illustrated by the following example.

Example 4.3.2 (see [Bu91, Example 2.1]). Let ϕ0 be a twice differen-
tiable function from I0 = (−1, 1) onto R such that |Dϕ0| ≥ C1 > 1 and
|D2ϕ0|/(Dϕ0)

2 ≤ C2 < ∞. Let ϕ2k(x) = ϕ0(x− 4k) if 4k− 1 < x < 4k + 1,
and ϕ2k+1(x) = ϕ0(x − 2(2k + 1)) + 2(2k + 1) if 4k + 1 < x < 4k + 3 for

k = 0,±1,±2, . . . Then, for each x ∈ Ĩ =
⋃∞

k=−∞ Ik, put ϕ(x) = ϕk(x) iff
x ∈ Ik = (2k − 1, 2k + 1).

Since σ2k+1(x) = σ0(x−2(2k +1)), ϕ does not satisfy (3.H3). Neverthe-
less, ϕ does satisfy (3.H2) because

gs ≥
1

4
σ0

\
A

σ1 dm,

where gs is defined by (3.2) and A is the union of all I2k’s.

Remark 4.3.1. In connection with the above two examples we note that
(3.H2) ensures very effectively the required recurrence property. For ex-
ample, in [JGB94] an example is given of transformations with invariant
measure for which the conditions given in [Ry83] are not conclusive. How-
ever, none of these two results is decisive in the above first example. The
conditions given in [JGB94] are conclusive neither in the bounded interval
case (first example) nor in the unbounded interval case (second example).
Note that one of the assumptions given there is (3.H3) (see condition (9)
there).

5. Bernoulli property of some C1+α Markov maps. In [Bu93] it
is proved that some C2 Markov maps have the Bernoulli property, that is,
their natural extensions are isomorphic to Bernoulli shifts. In this section
that property is extended to the C1+α Markov maps of Theorem 4.1.3.

The following subclass of Gα (Definition 4.1.3) plays an important role
in our further considerations:
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Definition 5.5. We denote by G0,α, 0 < α ≤ 1, the family of all
densities g ∈ G satisfying the following three conditions:

(a) spt(g) is the union of a number of Ik’s;

(b) for each Ik ∈ π, g|Ik
∈ C0+α(Ik), and

|g(x) − g(y)| ≤ C10(C∗C
2
∗∗ + 1)g(y)|x − y|α for all x, y ∈ spt(g) ∩ Ik;

(c)
T
I\Vn

g dm ≤ C∗C∗∗dr̃n for some r̃ and all n = 1, 2, . . . , where dr̃n is

defined by (3.4).

The lemma below gives two properties of this family of densities needed
for the proof of the main result of this section, Theorem 5.1 and Corol-
lary 5.1:

Lemma 5.1. G0,α has the following properties:

(a) {P rg0,k(r) : k(r) ∈ Kr, r ≥ r̃} ⊆ G0,α, where

g0,k(r) = 1Ik(r)
g0/µ0(Ik(r)),

and g0 is the unique Pϕ-invariant density of Theorem 4.1.3;

(b) limj→∞ a(j) = 0, where a(j) = sup{‖P jg − g0‖ : g ∈ G0,α}.

P r o o f. (a) Since

(5.1) P rg0,k(r)(x) =

{
g0 ◦ ϕ−1

k(r)(x)σk(r)(x)/µ0(Ik(r)) for x ∈ Jk(r),

0 for x ∈ I \ Jk(r),

one gets in particular spt(P rg0,k(r)) = Jk(r).

Next, it follows from inequality (4.3) (inserting wk = 1Ik
/m(Ik) ∈ Gα)

and Theorem 4.1.3 that for each Ik,

|g0(x) − g0(y)| ≤ C10g0(y)|x − y|α for all x, y ∈ Ik.

Using (5.1), the last inequality and (4.1.H4) one gets

(5.2) |P rg0,k(r)(x)−P rg0,k(r)(y)| ≤ C10(P
rg0,k(r)(x)+P rg0,k(r)(y))|x−y|α.

Further, by Theorem 3.1(b) and (4.1.H5) one gets

(5.3) sup
Ik

g0 ≤ C∗C∗∗ inf
Ik

g0.

From this, using once more (5.1), and then (4.1.H4) one gets

sup
Jk(r)∩Ik

P rg0,k(r) ≤ C∗C
2
∗∗ inf

Jk(r)∩Ik

P rg0,k(r).

The last inequality and (5.2) imply that P rg0,k(r) satisfies condition (b) of
Definition 5.5.



Distortion inequality 147

To show that P rg0,k(r) also satisfies condition (c) of Definition 5.5 note
first that

(5.4) µ0(Ik(r)) =
\

Ik(r)

g0 dm ≥ inf
Ik(r)

g0

\
Jk(r)

σk(r) dm.

From this, (5.1) and (5.3) it follows that

P rg0,k(r)(x) ≤ C∗C∗∗σ̃k(r).

Finally, P rg0,k(r) satisfies condition (c) of Definition 5.5 by the last inequal-
ity and Step 4.1.2.

(b) Note first that G0,α is compact in the topology of uniform conver-
gence (on each Ik). Indeed, it follows from Definition 5.5(b) that

sup
spt(g)∩Ik

g ≤ C∗∗,1 inf
spt(g)∩Ik

g

where C∗∗,1 := 1+C10(C∗C
2
∗∗+1)C̃α

0 and C̃0 = sup{diam(Ik) : k ∈ K} < ∞.
In particular, supspt(g)∩Ik

g ≤ C∗∗/m(Ik).

Together with condition (b) of Definition 5.5 and the Ascoli–Arzelà
Lemma, this implies the above compactness property of G0,α. This prop-
erty, Definition 5.5(c), and the inequality (for g ∈ G0,α)

sup
spt(g)∩Vn

g ≤ C∗∗,1/m̃(Vn), where m̃(Vn) = min{m(Ik) : Ik ⊆ Vn},

imply the compactness of G0,α in L1.

Finally, set a(j, g) := ‖P jg − g0‖ for g ∈ G0,α. The sequence j → a(j, ·)
is a pointwise decreasing sequence of continuous functionals defined on the
compact set G0,α, and limj→∞ a(j, g) = 0 for each g ∈ G by Theorem 4.1.3.
Thus (b) follows from Dini’s Theorem.

Let (I,Σ(I), µ0;ϕ) be the semi-dynamical system generated by a Markov
map ϕ which satisfies the assumptions of Theorem 4.1.3. We now show that
its natural extension is isomorphic to a Bernoulli shift.

To begin with we recall that the natural extension of (I,Σ(I), µ0; ϕ) is a

quadruple (Ĩ , Σ(Ĩ), µ̃0; ϕ̃) whose elements can be defined as follows [Ro61]:

Ĩ :=
{

y = (y0, y1, . . .) ∈
∞∏

j=0

I : ϕ(yj) = yj−1 for each j ≥ 1
}

;(5.5)

Σ(Ĩ) := σ(Y −1
j Σ(I) : j ≥ 0),(5.6)

where

(5.7) Yj : Ĩ → I is the jth projection;
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the countably additive measure µ̃0 is first defined by

(5.8) µ̃0(Y
−1
j (A)) := µ0(A) for Y −1

j (A) ∈
∞⋃

i=0

Y −1
j Σ(I),

and then extended, by the Carathéodory–Hopf Theorem, to all of Σ(Ĩ).

Finally, ϕ̃ : Ĩ → Ĩ is defined by

(5.9) ϕ̃(y) := (ϕ(yj)) = (ϕ(y0), y0, y1, y2, . . .) for y = (y0, y1, y2, . . .).

From the definition of ϕ̃ it follows that it is one-to-one, and that it
preserves the measure µ̃0. The inverse of ϕ̃ is given by

(5.10) ϕ̃−1(y) = (y1, y2, . . .) for y = (y0, y1, y2, . . .).

Further, it follows from the definition that

σ
( ∞⋃

j=−∞

ϕ̃jY −1
0 Σ(I)

)
= Σ(Ĩ),

i.e. the σ-algebras ϕ̃jY −1
0 Σ(I), j = 0,±1,±2, . . . , generate Σ(Ĩ).

Actually, there exists a generator for ϕ̃:

Lemma 5.2. Under the assumptions of Theorem 4.1.3 the partition of Ĩ
given by π̃ := Y −1

0 π is a generator for ϕ̃, i.e. σ(
⋃∞

j=−∞ ϕ̃j π̃) = Σ(Ĩ).

P r o o f. It follows from (5.7), (5.9), and (5.10) that

ϕ̃−j π̃ = Y −1
n (ϕ−(j+n)π) for n ≥ 0 and j = −n,−n + 1, . . .

Put A := σ(ϕ̃j π̃ : j = 0,±1,±2, . . .). Then it follows that

Y −1
n πr+n =

n∨

j=−(r+1)

ϕ̃j π̃ ⊆ A for n ≥ 0 and r ≥ 0.

This together with (4.1.H7) implies

Y −1
n Σ(I) = σ

( n∨

j=−(r+1)

ϕ̃j π̃ : r ≥ 0
)
⊆ A for n = 0, 1, 2, . . .

From this and (5.6) it follows that A = Σ(Ĩ).

We recall that a partition ̺ is independent if the σ-algebras σ(ϕ̃j̺),
j = 0,±1,±2, . . . , are independent, i.e. for any choice of distinct j1, . . . , jr

and (not necessarily distinct) Uj1 , . . . , Ujr
∈ ̺,

µ̃0(ϕ̃
−j1Uj1 ∩ . . . ∩ ϕ̃−jrUjr

) = µ̃0(Uj1) . . . µ̃0(Ujr
).

Clearly, if π̃ were an independent generator for ϕ̃, then ϕ̃ would be iso-
morphic to a Bernoulli shift. Note that in that case the entropy would be
h(ϕ̃) = h(π̃, ϕ̃) = the entropy of the Bernoulli shift.
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There is a remarkable strengthening of that fact, in which the hypoth-
esis of the independence of a generator is replaced by a sort of asymptotic
independence ([FO70, IMT71, M71]).

Given two partitions ̺1 and ̺2 of Ĩ we define

(5.11) D(̺1, ̺2) =
∑

U∈̺1

∑

V ∈̺2

|µ̃0(U ∩ V ) − µ̃0(U)µ̃0(V )|.

A partition ̺ of Ĩ is said to be weak Bernoulli if

(5.12) lim
t→∞

D(t) = 0,

where

(5.13) D(t) = sup
r≥0

D
( 0∨

j=−r

ϕ̃j̺,

t+r∨

j=t

ϕ̃j̺
)
.

Theorem 5.1. Under the assumptions of Theorem 4.1.3 the dynamical

system (Ĩ , Σ(Ĩ), µ̃0; ϕ̃) is isomorphic to a Bernoulli shift.

P r o o f. The proof consists in checking (5.12). Let Ṽ = Ĩk0
∩ϕ̃−1Ĩk1

∩. . .∩

ϕ̃−r Ĩkr
∈

∨0
j=−r ϕ̃j π̃ and Ũ = ϕ̃tĨℓr

∩ ϕ̃t+1Ĩℓr−1
∩ . . . ∩ ϕ̃t+r Ĩℓ0 ∈

∨t+r
j=t ϕ̃j π̃

for r = 0, 1, 2 . . . , t ≥ 0, where Ĩk = Y −1
0 Ik and Ik ∈ π.

Then from the ϕ̃-invariance of µ̃0, the relations

ϕ̃−1Y −1
0 (A) = Y −1

0 (ϕ−j(A)) for j = 0, 1, 2, . . . ,

and (5.8), it follows that

(5.14) µ̃0(Ṽ ∩ Ũ) = µ̃0(ϕ̃
−(t+r)(Ṽ ∩ Ũ)) = µ0(V ∩ U),

where V = ϕ−(t+r)(Ik(r+1)) and U = Iℓ(r+1).

From (5.11) and (5.14) it follows that

(5.15) D
( 0∨

j=−r

ϕ̃j π̃,

t+r∨

j=t

ϕ̃j π̃
)

=
∑

U

∑

V

|µ0(V ∩ U) − µ0(V )µ0(U)|

=
∑

U

µ0(U)
∑

Ik(r+1)

∣∣∣
\

Ik(r+1)

{P t−1(P r+1g01U/µ0(U)) − g0} dm
∣∣∣

≤
∑

U

µ0(U)‖P t−1g̃0,ℓ(r+1) − g0‖,

where g̃0,ℓ(r+1) = P r+1(g01U/µ0(U)) and U = Iℓ(r+1) ∈ πr+1.
This and Lemma 5.1(a) imply

D
( 0∨

j=−r

ϕ̃j π̃,
t+r∨

j=t

ϕ̃j π̃
)
≤ a(t − 1) for r ≥ r̃ − 1.



150 P. Bugiel

As for the remainder numbers, i.e. the numbers (r̃ − 1) − j (j = 1, . . . ,
r̃ − 1), the density P jP r̃−1−jg0,k(r̃−1−j) is in G0,α because it is a convex
combination of densities in G0,α, and G0,α is a convex set.

This case together with the previous one yields

(5.15∗) D(t) ≤ max{a(t − r̃ + j) : j = 0, 1, . . . , r̃ − 1} for t ≥ r̃.

The last inequality and Lemma 5.1(b) show that the partition π̃ is weak
Bernoulli. The proof is completed by an appeal to Lemma 5.2 and to [FO70,
IMT71, M71].

In conclusion we show that the label-process {Xt}t≥0 associated with
the semi-dynamical system (I,Σ(I)µ0;ϕ), where dµ0 = g0dm, is absolutely
regular, that is, limt→∞ b(t) = 0, where b(t) is defined by (5.16) below [IR78].

This process is defined over the probability space (I,Σ, µ0) and takes
values in K (the index set of π) according to the following rule: Xt = k iff
ϕt(x) ∈ Ik.

For t ≥ 0, r ≥ 1 (t, r integers), and k(r + 1) = (k0, k1, . . . , kr) ∈ Kr+1,
we define a cylindric set by

Atk(r + 1) = {Xt = k0,Xt+1 = k1, . . . ,Xt+r = kr}.

Note that Atk(r + 1) = ϕ−t(Ik(r+1)). Since µ0 is ϕ-invariant it follows
that µ0(Atk(r + 1)) = µ0(A0k(r + 1)). Hence the process in question is
stationary.

For 0 ≤ t ≤ r < ∞ we define Σt+r+1
t = σ(At(r+1) : k(r+1) ∈ Kr+1) and

Σ∞
t = σ(Atk(r) : k(r) ∈ Kr, r ≥ 1). Note that Σt+r+1

t = σ(
∨r

j=t ϕ−j(π)).
Then we define

(5.16) b(t) = sup
r≥1

E( sup
V ∈Σ∞

r+t

|µ0(V |Σr+1
0 ) − µ0(V )|).

Corollary 5.1. Under the assumptions of Theorem 4.1.3 the label-

process {Xt}t≥0 associated with the semi-dynamical system (I,Σ(I)µ0;ϕ),
where dµ0 = g0dm, is absolutely regular , that is, limt→∞ b(t) = 0.

P r o o f. For any V ∈ Σ∞
r+t and U ∈ Σr+1

0 we have

(5.16∗) sup
V

|µ0(V |Σr+1
0 ) − µ0(V )|

= sup
V

∣∣∣
∑

U

µ0(U)−1
( \

U

1V dµ0

)
1U − µ0(V )

∣∣∣

=
∑

U

sup
V

∣∣∣
\
V

{(g01U/µ0(U)) − g0} dm
∣∣∣1U

=
∑

U

sup
Ṽ

∣∣∣
\
1

Ṽ
{P t−1(g̃0,ℓ(r+1)) − g0} dm

∣∣∣1U ,

where V = ϕ−(r+t)(Ṽ ) for some Ṽ ∈ Σ∞
0 .
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From this and (5.16) we get (see the derivation of (5.15∗))

b(t) ≤ max{a(t − r̃ + j) : j = 0, 1, . . . , r̃ − 1} for t ≥ r̃.

The proof is completed by an appeal to Lemma 5.1(b).

Remark 5.1. We note that D(t) ≤ 2b(t). Indeed, from (5.16∗) and the
Hahn Decomposition Theorem we get

E sup
V

|µ0(V |Σr+1
0 ) − µ0(V )| =

∑

U

µ0(U)‖(P t−1 g̃0,ℓ(r+1) − g0)
+‖.

On the other hand, by (5.15), we have

D
( 0∨

j=−r

ϕ̃j π̃,

t+r∨

j=t

ϕ̃j π̃
)
≤

∑

U

µ0(U)‖P t−1g̃0,ℓ(r+1) − g0‖,

and the assertion follows from (5.13) and (5.16).

6. Some special cases. There is a series of results in the literature
connected with the theorems of Section 4. Some of them are incorrect, and
there is a common reason of their incorrectness. We intend to elucidate
that problem separately elsewhere. Here we only illustrate it with one case
already published in [Bu85, Bu87]. This case is also connected with some
corrected cases which occurred recently in the literature. In this section we
give a few explanations and complements to them.

As already noted, (4.2.H8) and (4.3.H9) (more generally, Rényi’s Con-

ditions (4.1.H5) or (4.1.H̃5)) ensure the needed recurrence property of a
smooth (say, C2) Markov map ϕ only under the following very special con-
ditions (see Remarks 3.2 and 3.3):

(6.1) m(I) < ∞,

and the Markov partition π of ϕ satisfies

(6.2) π is finite or (3.M14) holds.

The reason why this is the case is nowadays clear. Namely, under (6.1)
and (6.2), ϕ automatically satisfies (4.1.H6) given in Fact 4.1.1. Such a spe-
cial case ((6.1) and (3.M14)) was considered, for instance, in [Re57, Ro61,
A75, Sch89], and more recently ((6.1) and #π < ∞), in [A91; Folklore Theo-
rem in Sect. 4.4.5] and [AF91; Folklore Theorem and Theorem B1(Folklore)].

During the past two decades or so, some attempts have been made to
relax (in the case m(I) < ∞) the strongly restrictive alternative (6.2).

In [Bow79; “Adler’s Theorem”, p. 1], (6.2) was replaced by the following
condition (see condition (d) of the definition of Markov map on p. 1 there):

(6.M24) there exists j ≥ 1 such that Ii ⊂
⋃j

r=1 ϕr(Ik) for every Ii, Ik ∈ π.
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In [A79] an opinion was expressed that such a fact holds. The fact itself
was called “the folklore theorem” there. (The meaning of “the folklore theo-
rem” was then changed without any explanations in [A91] and [AF91].) On
the other hand, the fact was questioned in [Se79]. Since no proof was given
in [Bow79], the question arose whether such a general case holds.

A final answer was published in [Bu85, Bu87] where also conditions
(3.H3) and (4.1.H6) were proposed as additional assumptions, while (6.M24)
was replaced by (2.M4).

For the sake of completeness we present below one counterexample from
the two papers:

Counterexample 6.1 ([Bu85,Bu87]). First, we take a stochastic matrix
M = [mij ]

∞
i,j=1 with the following elements:

If i = 1, then

mij =

{
1 − c if j = 1,
c2−(j−1) if j = 2, 3, . . . ,

and if i = 2, 3, . . . , then

mij =





c2−2(i−2)(i−1)2−4j if j = 1, . . . , i − 1,
1 − ci if j = i,
c2−(j−i) if j = i + 1, i + 2, . . .

where 0 < c ≤ 1/2 and ci = c +
∑i−1

j=1 mij .
Next, we associate with M a piecewise linear transformation τ : I → I

(I = [0,∞)) as follows. Let Iij = [aij , ai,j+1) for i = 1, 2, . . . , where

aij = (i − 1) +

j−1∑

k=1

mik if j = 2, 3, . . . , ai1 = i − 1.

Let τij be a linear mapping (increasing or decreasing) from Iij onto
Ij = [j − 1, j). We define τ : I → I by τ(x) = τij(x) iff x ∈ Iij .

Then we define an auxiliary piecewise linear transformation λ : I → Ĩ
from I = [0,∞) onto Ĩ = [0, 1] by

λ(x) = λi(x) iff x ∈ Ii = [i − 1, i), i = 1, 2, . . . ,

where λi : Ii → Ĩi is a linear mapping (e.g., increasing) from Ii onto Ĩi =
[1 − 2−(i−1), 1 − 2−i), i = 1, 2, . . .

Note that λi(Iij) = Ĩij = [ãij , ãi,j+1) where

ãij = (1 − 2−(i−1)) + 2−i

j−1∑

k=1

mik if j = 2, 3, . . . , ãi1 = 1 − 2−(i−1).

Finally, we define the desired transformation τ̃ : Ĩ → Ĩ by τ̃ = λ◦τ ◦λ−1.
It is a Markov map with respect to the Markov partition π̃ = {Ĩij : i, j =
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1, 2, . . .}. Since C−1
1 = supi,j≥1 2−imij2

j = 1 − c < 1, it satisfies (4.2.H8).

Clearly, it satisfies (4.3.H̃9) but not (4.1.H6).

It turns out that τ̃ satisfies (6.M24) for the smallest possible j = 2 (for
j = 1 we get (3.M14), and then the alternative (6.2) holds). Indeed,

τ̃2(Ĩij) = τ̃(Ĩj) = τ̃
( ∞⋃

i=1

Ĩji

)
= [0, 1) for i, j = 1, 2, . . .

Nevertheless there is no τ̃ -invariant density . This is so because

‖1[j−1,j)P
i
τg1‖ ≤ m̃

(
qi
s +

Qs

1 − qs

)
+ m̃s,j for j, s = 1, 2, . . . ,

where

g1 =
∞∑

j=1

m1j1[j−1,j), m̃ = sup
i,j≥1

mij , qs =
s∑

j=1

m1j ≤ ε < 1,

Qs =

s∑

j=1

ms+1,j ≤ (c/15)2−2s(s−1) ,
Qs

1 − qs

≤ (1/15)2(−2s+1)(s−1) ,

and if s ≥ j, then

m̃sj = sup
i≥1

ms+i,j = c2−(2(s−1)s+4j) → 0 as s → ∞.

Several authors tried to replace the condition #π < ∞ in (6.2) by the
following one (see e.g. [P80, Th.1], [BowS79], or [S79, (d′′)]):

(6.H16) #{ϕj(∂U) : j = 1, 2, . . . ; U ∈ π} < ∞, where ∂U = cl U \ int U .

In [Bu82a] conditions (4.1.H6) for m(I) < ∞ and (3.H2) were given.
Somewhat later in [Ry83] the case #π = ∞, m(I) < ∞ was treated for
not necessarily Markov maps. The conditions established there were com-
plementary to those established for Markov maps (see Example 4.3.1 and
Remark 4.3.1).

A review of some of the results connected with this topic is given in [I87]
and [IG91, Sect. 5.3].

More recently, some results appeared (with m(I) < ∞) which include the
indispensable condition (4.1.H6): [ADU93, Lem. 2.1], [MS93, Th. V.2.2], and
quite recently [Br94, (e) in Sect. 4] and [Br94a, Folklore Theorem (Introduc-
tion), and (e) in 1.3]. Note that the origin of that condition was overlooked
by all these authors.

Moreover, in [MS93, Remark 4c, p. 354] the authors gave an opinion on
the role of (4.1.H6) (it is condition (c) in Def. on p. 353 of their book) for the
existence of an invariant density, and on the possibility of its generalization.
On the other hand, it was also overlooked by them that (3.H2) (an essential
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generalization of (4.1.H6), see Ex. 4.3.1) was already exploited, for instance,
in [Bu91, Bu91a].

Condition (4.1.H6) plays a special role in [Br94,Br94a].Namely, it is used
there for determining a class of unimodal Markov maps called long-branched
maps there (the condition itself is called “long-branchedness”).

Note also that the “Folklore Theorem” used there differs from its orig-
inal version given in [A79, A91, AF91]. Namely, in [A91, AF91] under the
assumptions of the “Folklore Theorem” condition (4.1.H6) is automatically
satisfied, while in [Br94, Bru94a] it is added to the hypotheses.

Theorem V.2.2 of [MS93] consists of two parts. The first part deals with
reducible Markov maps (with (2.M4) dropped), while the second one deals
with the irreducible ones. Note that in [MS93] condition (4.1.H6) is included
in the definition of the Markov map ((c), p. 353). The reducible Markov maps
are also considered in [ADU93, K90, Bu86] (see also [Bu92]). The irreducible
case, under more general conditions (including the case m(I) = ∞), was
already considered in [Bu82a] (see Remark 3.3) and in [Bu85, Bu85a, Bu91].

The proof of the second part of Theorem V.2.2 of [MS93] has a gap.
Namely, a contradiction is derived from the following inequality ([MS93,
p. 359]):

(6.3)
m(ϕr(Ik(r+1)))

m(Ik(r+1))
≥

1

K

m(Ar)

m(A ∩ Ik(r+1))
,

where A = ϕ−r(Ar), with 0 < µ(A) < 1, and Lebesgue’s theorem on density
points. If (6.3) holds, then the contradiction follows, provided

(6.4) lim
r→∞

m(Ik(r)) = 0 for Ik(r+1) ⊂ Ik(r), r = 1, 2, . . .

There are, however, no comments on whether (6.4) holds. That question
is handled in a very special case in [H77, Th. 5.2] (C2-smoothness, among
other things, is assumed, while in [MS93] only C1+α). Note that in [Br94a,
Sect. 1.3] it is noted (without giving any details) that (2.M4), (4.1.H5), and
(4.1.H6) (resp., (d), (b), (e) in Section 1.3 there) imply (4.2.H8) (the latter
yields the sufficient inequality in Fact 4.2.3).

On the other hand, the fact that π is a generator for ϕ (4.1.H7) is included
in the definition of a (Markov) fibred system in [ADU93, Sect. 2].

Actually both (6.4) and (4.1.H7) can be proved under general, purely
measure-theoretic assumptions (no smoothness assumptions are needed).
Namely, the following two facts hold:

Proposition 6.1. Assume that :

(6.H̃1) G∗(C∗) 6= ∅ for some C∗ > 0, where G∗ is defined by (3.0); and

(a) for all g ∈ G∗, the limit lim
j→∞

Sjg, where Sj = j−1
j−1∑
i=0

P i, exists in L1.
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Then

(b) lim
r→∞

m(Ik(r)) = 0 if Ik(r+1) ⊆ Ik(r) 6= ∅ for r = 1, 2, . . .

Lemma 6.1. Let I be a metric space, Σ the σ-algebra of Borel sets in

I , and m a regular Borel measure on I. Suppose that for every sequence

{Ik(r)}
∞
r=1 of subsets of I given by (2.4), and satisfying Ik(r+1) ⊆ Ik(r)

6= ∅, there exists a constant C∗∗ = C∗∗({Ik(r)}) such that ess diam(Ik(r))
≤ C∗∗m(Ik(r)), r = 1, 2, . . . Finally , assume that assertion (b) of the above

proposition holds. Then (4.1.H7) holds, i.e., π is a generator for ϕ.

The proofs will be given elsewhere.

References

[A75] R. L. Adler, Continued fractions and Bernoulli trials, Lecture notes, Ergodic
Theory, J. Moser, E. Phillips, and S. Varadhan (eds.), Courant Inst. Math.
Sci., New York, 1975.

[A79] —, Afterword (to [Bow79]), Comm. Math. Phys. 69 (1979), 15–17.

[A91] —, Geodesic flows, interval maps, and symbolic dynamics, in: Ergodic The-
ory, Symbolic Dynamics and Hyperbolic Spaces, T. Bedford, M. Keane and
C. Series (eds.), Oxford Univ. Press, Oxford, 1991, 93–123.

[ADU93] J. Aaronson, M. Denker and M. Urbań sk i, Ergodic theory for Markov fi-
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27 (1977), 1–20.

[IMT71] S. I to, H. Murata and H. Totok i, Remarks on the isomorphism theorems
for weak Bernoulli transformations in general case, Publ. Res. Inst. Math.
Sci. 7 (1971/72), 541–580.

[IR78] I. A. Ibragimov and Ya. A. Rozanov, Gaussian Random Processes, Sprin-
ger, Berlin, 1978.

[I87] M. Ios i fescu, Mixing properties for f-expansions, in: Probab. Theory and
Math. Statist., Vol. II, Yu. V. Prohorov et al. (eds.), VNU Science Press,
1987, 1–8.

[IG91] M. Ios i fescu and S. Gr igorescu, Dependence with Complete Connections
and its Applications, Cambridge Tracts in Math. 96, Cambridge Univ. Press,
Cambridge, 1990.
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