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Abstract. We complete the characterization of singular sets of separately analytic functions. In the case of functions of two variables this was earlier done by J. Saint Raymond and J. Siciak.

1. Introduction. If $\Omega$ is an open subset of $\mathbb{R}^{n_1} \times \ldots \times \mathbb{R}^{n_s}$, then we say that a function $f : \Omega \to \mathbb{C}$ is $p$-separately analytic (1 $\leq$ $p$ $<$ $s$) if for every $x^0 = (x^0_{i_1}, \ldots, x^0_{i_p}) \in \Omega$ and for every sequence $1 \leq i_1 < \ldots < i_p \leq s$ the function

$$(x_{i_1}, \ldots, x_{i_p}) \to f(x^0_{i_1}, \ldots, x^0_{i_1}, \ldots, x^0_{i_p}, \ldots, x^0_s)$$

is analytic in a neighbourhood of $(x^0_{i_1}, \ldots, x^0_{i_p})$. For a $p$-separately analytic function $f$ in $\Omega$ let

$$A(f) := \{x \in \Omega : f \text{ is analytic in a neighbourhood of } x\}$$

denote its set of analyticity, and $S(f) := \Omega \setminus A(f)$ its singular set.

If $X$ and $Y$ are any sets, $S \subset X \times Y$ and $(x^0, y^0) \in X \times Y$, then we define $S(x^0, \cdot) := \{y \in Y : (x^0, y) \in S\}$, $S(\cdot, y^0) := \{x \in X : (x, y^0) \in S\}$.

The following theorems characterize singular sets of separately analytic functions.

Theorem A. If $f$ is $p$-separately analytic in $\Omega$, then for every sequence $1 \leq j_1 < \ldots < j_q \leq s$, where $q := s - p$, the projection of $S(f)$ on $\mathbb{R}^{n_{j_1}} \times \ldots \times \mathbb{R}^{n_{j_q}}$ is pluripolar (in $\mathbb{C}^{n_{j_1}} \times \ldots \times \mathbb{C}^{n_{j_q}}$).

Theorem B. Let $S$ be a closed subset of $\Omega$ such that for every sequence $1 \leq j_1 < \ldots < j_q \leq s$, where $q := s - p$, the projection of $S$ on $\mathbb{R}^{n_{j_1}} \times \ldots \times \mathbb{R}^{n_{j_q}}$ is pluripolar. Then there exists a $p$-separately analytic function $f$ in $\Omega$ such that $S = S(f)$.

Theorem C. Let $f$ be $p$-separately analytic in $\Omega$. If $1 \leq k < s$, then for quasi-almost all $x \in \mathbb{R}^{n_{i_1}} \times \ldots \times \mathbb{R}^{n_k}$ (that is, for $x \in \mathbb{R}^{n_{i_1}} \times \ldots \times \mathbb{R}^{n_k} \setminus P$, where $P$ is a set of measure zero), $f$ is analytic in a neighbourhood of $x$.
where \( P \) is pluripolar, \( S(f(x, \cdot)) = S(f)(x, \cdot) \).

Theorems A and B in case \( s = 2, p = n_1 = n_2 = 1 \) were proved by Saint Raymond [2]. This result was generalized by Siciak [5], who proved Theorem A for \( p \geq s/2 \) and Theorem B. The aim of this paper is to give a proof of Theorem C; then, as a trivial consequence, we get Theorem A.

2. Preliminaries. We need the following two theorems:

Siciak’s theorem ([3]; see also [4], Theorem 9.7). For \( j = 1, \ldots, s \) let \( D_j = D_j^1 \times \cdots \times D_j^{n_j} \), where the \( D_j^t \) are open sets in \( \mathbb{C} \), symmetric about the \( x_t \)-axis (\( t = 1, \ldots, n_j \)), and \( K_j = K_j^1 \times \cdots \times K_j^{n_j} \), where the \( K_j^t \) are closed intervals in \( D_j^t \cap \mathbb{R} \). Let \( f \) be a separately holomorphic function in

\[
X := \bigcup_{j=1}^s K_1 \times \cdots \times D_j \times \cdots \times K_s
\]

(that is, for every \((x_1, \ldots, x_s) \in K_1 \times \cdots \times K_s\) and for every \( j = 1, \ldots, s \) the function \( f(x_1, \ldots, x_j-1, \cdot, x_{j+1}, \ldots, x_s) \) is holomorphic in \( D_j \)). Then \( f \) can be extended to a holomorphic function in a neighbourhood of \( X \).

Bedford–Taylor theorem on negligible sets [1]. If \( \{u_j\}_{j \in J} \) is a family of plurisubharmonic functions locally bounded from above then the set

\[
\{ z \in D : u(z) := \sup_{j \in J} u_j(z) < u^*(z) \}
\]

is pluripolar (\( u^* \) denotes the upper regularization of \( u \)).

3. Proofs

Theorem C \( \Rightarrow \) Theorem A: We may assume that \((j_1, \ldots, j_q) = (1, \ldots, q)\). Then it is enough to take \( k = q \) and see that for \( x \in \mathbb{R}^{n_1} \times \cdots \times \mathbb{R}^{n_k}, S(f(x, \cdot)) = \emptyset \).

Proof of Theorem C. We can write

\[
\mathbb{R}^{n_1} \times \cdots \times \mathbb{R}^{n_s} = (\mathbb{R}^{n_1} \times \cdots \times \mathbb{R}^{n_p}) \times \cdots \times (\mathbb{R}^{n_{ap+1}} \times \cdots \times \mathbb{R}^{n_k})
\]

\[
\times (\mathbb{R}^{n_{ap+1}} \times \cdots \times \mathbb{R}^{n_{bp+1}}) \times \cdots \times (\mathbb{R}^{n_{kp+1}} \times \cdots \times \mathbb{R}^{n_s})
\]

where \( a = \lceil k/p \rceil, b = \lfloor (s - k)/p \rfloor \). Then \( f \) is separately analytic (that is, 1-separately analytic) with respect to such variables. Therefore it is enough to prove Theorem C for \( p = 1 \). Let \( \{X_v \times Y_v\}_{v \in \mathbb{N}} \) be a countable family

\( ^{(1)} \) In fact we use Siciak’s theorem under the additional assumption that \( f \) is bounded. In this case the proof is much simpler—it can be deduced from Theorem 2a in [3].
of closed intervals in \((\mathbb{R}^{n_1} \times \ldots \times \mathbb{R}^{n_k}) \times (\mathbb{R}^{n_{k+1}} \times \ldots \times \mathbb{R}^{n_s})\) such that 
\[ \bigcup_{\nu=1}^{\infty} X_\nu \times Y_\nu = \Omega. \]
It is clear that
\[ \{ x \in \mathbb{R}^{n_1} \times \ldots \times \mathbb{R}^{n_k} : S(f(x, \cdot)) \subset S(f(x, \cdot)) \} \]
\[ \subset \bigcup_{\nu=1}^{\infty} \{ x \in X_\nu : S(f(x, \cdot)) \cap Y_\nu \subset S(f(x, \cdot)) \cap Y_\nu \}. \]
Hence we may assume that \( f \) is separately analytic in a closed interval \( I_1 \times \ldots \times I_s \subset \mathbb{R}^{n_1} \times \ldots \times \mathbb{R}^{n_s} \) (that is, analytic in some open neighbourhood of this interval).

To prove Theorem C we have to show that the set
\[ Z_{f,k} := \{ x \in I_1 \times \ldots \times I_k : S(f(x, \cdot)) \subset S(f(x, \cdot)) \} \]
is pluripolar.

For \((x, y) \in (I_1 \times \ldots \times I_k) \times (I_{k+1} \times \ldots \times I_s)\) such that \( y \in \Lambda(f(x, \cdot)) \) define
\[ Q_{f,k}(x, y) := \sup_{|\alpha| \leq 1} \left| \frac{\partial |f|}{\partial y^\alpha}(x, y) \right|^{1/|\alpha|} \]
(of course \( Q_{f,k}(x, y) < \infty \) and \( f(x, \cdot) \) is holomorphic in the polydisc \( P(y, 1/Q_{f,k}(x, y)) \)).

For \( y \in I_{k+1} \times \ldots \times I_s \) let
\[ E_{f,k}(y) := \{ x \in A(f)(\cdot, y) : Q_{f,k}(\cdot, y) \text{ is not upper semicontinuous at } x \}. \]

Theorem C is proved by induction on \( k \). First assume that \( k = 1 \).

1° \textit{The projection of } \( S(f) \text{ on } I_2 \times \ldots \times I_s \text{ is nowhere dense in } \mathbb{R}^{n_2} \times \ldots \times \mathbb{R}^{n_s}, \) \textit{that is, there exists an open, dense subset } \( U \text{ of } I_2 \times \ldots \times I_s \text{ such that } I_1 \times U \subset \Lambda(f). \) \textit{In particular, } \( \Lambda(f) \text{ is dense in } I_1 \times \ldots \times I_s. \)

\textbf{Proof} (induction on \( s \)). The same proof applies to the case \( s = 2 \) and to the step \( s - 1 \Rightarrow s \). We have
\[ I_s = [a_1, b_1] \times \ldots \times [a_s, b_s]. \]

Define for \( m \in \mathbb{N} \)
\[ I_1^m := \{ z \in \mathbb{C}^{n_1} : \max_{1 \leq i \leq s} \text{dist}(z_i, [a_i, b_i]) < 1/m \}, \]
\[ E_m := \{ y_1 \in I_2 \times \ldots \times I_s : f(\cdot, y_1) \text{ is holomorphic in } I_1^m, \sup_{z \in I_1^m} |f(z, y_1)| \leq m \}. \]

We have \( E_m \subset E_{m+1} \), \( \bigcup_{m=1}^{\infty} E_m = I_2 \times \ldots \times I_s \). First we want to show that the set \( U_1 := \bigcup_{m=1}^{\infty} \text{int } E_m \) is dense in \( I_2 \times \ldots \times I_s \). Let \( Y' \) be a closed interval in \( I_2 \times \ldots \times I_s \), and \( \mathcal{H} \) a family of closed intervals which form a countable base of the topology in \( Y' \). For \( x_1 \in I_1 \) the set \( \Lambda(f(x_1, \cdot)) \) is
dense: this is trivial if \( s = 2 \) and follows from the inductive assumption if \( s \geq 3 \). Therefore, if for \( H \in \mathcal{H} \) we set

\[
A_H := \{ x_1 \in I_1 : f(x_1, \ldots) \text{ is analytic in } H \},
\]

it follows that \( \bigcup_{H \in \mathcal{H}} A_H = I_1 \). We claim that there exists \( H_0 \in \mathcal{H} \) such that the set \( A_{H_0} \) is nowhere dense in \( I_1 \) and by the Baire theorem, \( \bigcup_{H \in \mathcal{H}} A_H \neq \emptyset \). Hence \( U_1 \) is open and dense in \( I_2 \times \ldots \times I_s \). Analogously to \( I^m \) and \( U_1 \) we define \( I^m_j \) and \( U_j \) \((j = 2, \ldots, s, m \in \mathbb{N})\). Take a closed interval \( K_2 \times \ldots \times K_s \subset U_1 \). Since the \( U_j \) are dense we can find closed intervals \( \bar{K}_1 \subset I_1, \bar{K}_j \subset K_j \) \((j = 2, \ldots, s)\) and \( m \in \mathbb{N} \) such that for \( j = 1, \ldots, s \)

\[
\bar{K}_1 \times \ldots \times \bar{K}_{j-1} \times \bar{K}_{j+1} \times \ldots \times \bar{K}_s \subset U_j,
\]

and \( f \) is separately holomorphic and bounded by \( m \) in

\[
\bigcup_{j=1}^s \bar{K}_1 \times \ldots \times I^m_j \times \ldots \times \bar{K}_s.
\]

Hence, by Siciak’s theorem, \( I_1 \times \bar{K}_2 \times \ldots \times \bar{K}_s \subset A(f) \). \( \blacksquare \)

2° For \( y_1 \in U \) the set \( F_{f,1}(y_1) \) is pluripolar.

**Proof.** Since \( I_1 \times \{ y_1 \} \subset A(f) \) we see that there exist a complex neighbourhood \( D \) of \( I_1 \) and a complex neighbourhood \( B \) of \( y_1 \) such that \( f \) is holomorphic in \( D \times B \). By the Bedford–Taylor theorem

\[
N := \left\{ z \in D : \varphi(z) := \sup_{|\alpha| \geq 1} \left| z^{1/|\alpha|} \frac{1}{|\alpha|!} \frac{\partial^{0|\alpha|} f(z, y_1)}{\partial y_1} \right| < \varphi^*(z) \right\}
\]

is pluripolar, and of course \( F_{f,1}(y_1) \subset N \). \( \blacksquare \)

3° If \( V \) is a countable and dense subset of \( U \) then \( Z_{f,1} \subset \bigcup_{y_1 \in V} F_{f,1}(y_1) \).

**Proof.** Take \( x^0_1 \in Z_{f,1} \). We can find \( y^0_1 \in I_2 \times \ldots \times I_s \) such that \((x^0_1, y^0_1) \in S(f)\), but \( y^0_1 \in A(f(x^0_1, \cdot)) \). Hence \( f(x^0_1, \cdot) \) is holomorphic in the polydisc \( P(y^0_1, 1/Q_{f,1}(x^0_1, y^0_1)) \subset \mathbb{C}^N \), where \( N := n_2 + \ldots + n_s \). Let \( \lambda \) be such that \( 0 < \lambda \leq 1/4 \) and \((1 - \lambda)^{-1-N} < 2\) and let \( r := \min\{1, 1/Q_{f,1}(x^0_1, y^0_1)\} \). For \( y_1 \in \partial : = P(y^0_1, \lambda r) \subset \mathbb{C}^N \) we have

\[
 f(x^0_1, y_1) = \sum_{\alpha} \frac{1}{|\alpha|!} \frac{\partial^{0|\alpha|} f(x^0_1, y^0_1)}{\partial y_1} (y_1 - y^0_1)^\alpha.
\]
We deduce that
\[
\left| \frac{1}{\beta} \frac{\partial^{\beta} f(x_1, y_1)}{\partial y_1^\beta} \right| \leq Q_{f,1}(x_1, y_1) \sum_{\alpha} \frac{(\alpha + \beta)!}{\alpha!\beta!} \lambda^{\alpha}
\]
\[
= Q_{f,1}(x_1, y_1)(1 - \lambda)^{-|\beta| - N},
\]
hence
\[
Q_{f,1}(x_1, y_1) \leq (1 - \lambda)^{-1 - N}Q_{f,1}(x_1, y_1) < 2/r.
\]
By 1° there exists \( \tilde{y}_1 \in \vartheta \cap V \). It is enough to show that \( x_1 \in F_{f,1}(\tilde{y}_1) \).
Assume this is not so, that is, \( Q_{f,1}(\cdot, \tilde{y}) \) is upper semicontinuous at \( x_1 \).
Therefore there exists a closed interval \( K \), a neighbourhood of \( x_1 \) in \( I_1 \) such that
\[
Q_{f,1}(x_1, \tilde{y}) < 2/r.
\]
The function \( f(x_1, \cdot) \) is holomorphic in a neighbourhood of \( \tilde{y}_1 \) (because
\( \tilde{y}_1 \in U \), hence \( (x_1, \tilde{y}_1) \in A(f) \)) and so it is holomorphic in the polydisc
\( P(\tilde{y}_1, 1/Q_{f,1}(x_1, \tilde{y}_1)) \). We have
\[
P(\tilde{y}_1, 1/Q_{f,1}(x_1, \tilde{y}_1)) \supset P(\tilde{y}_1, r/2) \cap \vartheta,
\]
hence for \( x_2 \in K \), \( f(x_1, \cdot) \) is holomorphic in \( \vartheta \). Moreover, for \( y_1 \in \vartheta \) we have
\[
|f(x_1, y_1)| \leq \sum_{\alpha} Q_{f,1}(x_1, y_1)|^\alpha (\lambda r)^{|\alpha|} \leq 2^{-|\alpha|} = 2^N.
\]
Let \( U_1 \) and \( I_1^{\alpha} \) be as in the proof of 1°. Take a closed interval \( H \subset \vartheta \cap U_1 \).
We can find \( m \) such that \( f \) is separately holomorphic (as a function of two variables: \( x_1 \in I_1 \) and \( y_1 \in I_2 \times \ldots \times I_s \)) and bounded by \( m \) in \( K \times \vartheta \cup I_1^{\alpha} \times H \).
By Siciak’s theorem \( (x_1, y_1^\alpha) \in A(f) \), a contradiction. 

By 2° and 3° we deduce that \( Z_{f,1} \) is pluripolar. Thus we have proved the first inductive step: we have shown that Theorem C is true for \( k = 1 \) and any \( s \geq 2 \). Now let \( k \geq 2 \) and assume that Theorem C is true for \( k - 1 \) and any \( s \geq k \).

4° The set
\[
W := \{ y \in I_{k+1} \times \ldots \times I_s : S(f(\cdot, y)) = S(f)(\cdot, y) \}
\]
is dense in \( I_{k+1} \times \ldots \times I_s \).

Proof. As we have just shown Theorem C is true for \( k = 1 \). Using this \( k \) times for any \( k > 1 \) we see that for quasi-almost all \( x_s \in I_s \), for quasi-almost all \( x_{k+1} \in I_{k+1} \) we have
\[
S(f(\cdot, x_{k+1}, \ldots, x_s)) = S(f)(\cdot, x_{k+1}, \ldots, x_s).
\]
In particular, \( W \) is dense. 

5° For \( y \in W \) the set \( F_{f,k}(y) \) is pluripolar.
Proof. If $L \subseteq A(f)(\cdot, y)$, then in the same way as in the proof of 2° we show that $F_{f,k}(y) \cap L$ is pluripolar.

6° If $W'$ is a countable and dense subset of $W$, then the set
\[ R := Z_{f,k} \setminus \bigcup_{y \in W'} (S(f(\cdot, y)) \cup F_{f,k}(y)) \]
is pluripolar.

Proof. Take any $x^0 \in R$. By the definition of $Z_{f,k}$ we can find $y^0 \in I_{k+1} \times \ldots \times I_s$ such that $(x^0, y^0) \in S(f)$, but $y^0 \notin A(f(x^0, \cdot))$. Define $g := f(x_0^0, \ldots, x_{k-1}^0, \cdot)$. First we want to show that $(x_k^0, y_k^0) \in A(g)$. Assume $(x_k^0, y_k^0) \in S(g)$. We have $y_k^0 \in A(g(x_k^0, \cdot))$, therefore $x_k^0 \in Z_{g,1}$. By 3° we can find $y \in W'$ such that $x_k^0 \in F_{g,1}(y)$, that is, $Q_{g,1}(\cdot, y)$ is not upper semicontinuous at $x_k^0$. By the definition of $R$ and $W$ we have
\[ x^0 \in A(f(\cdot, y)) \setminus F_{f,k}(y) = A(f(\cdot, y) \setminus F_{f,k}(y), \]
whence $Q_{f,k}(\cdot, y)$ is upper semicontinuous at $x_k^0$. In particular, $Q_{f,k}(x_0^0, \ldots, x_{k-1}^0, \cdot, y) = Q_{g,1}(\cdot, y)$ is upper semicontinuous at $x_k^0$, a contradiction. Thus $(x_k^0, y_k^0) \in A(g)$, hence
\[ (x_k^0, y_k^0) \in S(f)(x_0^0, \ldots, x_{k-1}^0, \cdot) \setminus S(f(x_0^0, \ldots, x_{k-1}^0, \cdot)), \]
and so $(x_0^0, \ldots, x_{k-1}^0) \in Z_{f,k-1}$. We have shown that the projection of $R$ on $I_1 \times \ldots \times I_{k-1}$ is contained in $Z_{f,k-1}$, which is, by the inductive assumption, pluripolar. In particular, $R$ is pluripolar.

By the inductive assumption Theorem C is true for any separately analytic function of $k$ variables, hence for such functions Theorem A is true as well. In particular, for $y \in I_{k+1} \times \ldots \times I_s$ the set $S(f(\cdot, y))$ is pluripolar. Therefore, by 4°, 5° and 6°, $Z_{f,k}$ is pluripolar. The proof of Theorem C is complete.

Acknowledgements. I would like to thank Professor Siciak for calling my attention to the problem, for his help in solving it and precious discussions on this material.

References
