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1. The methods we are going to consider are that of Picard and the following one.

Suppose we have a system of ordinary differential equations

\[ x' = F(t, x) \]

where \( x = (x_1, ..., x_n) \) and \( F(t, x) = (f_1(t, x), ..., f_n(t, x)) \) is a continuous vector-function.

Let \( x_0(t) \) be the solution of (2)

\[ x' = A(t)x \]

satisfying the initial condition

\[ x_0(0) = \epsilon \] (\( \epsilon \) is a constant vector),

and let \( x_m(t) \) (\( m = 1, 2, ... \)) fulfill the conditions

\[ x_m(t) = A(t)x_{m-1}(t) + F\{t, x_{m-1}(t)\} - A(t)x_{m-2}(t), \quad x_{m}(0) = \epsilon. \]

\( A(t) \), in (2) and (4), is a square matrix and it may be arbitrary.

The sequence

\[ x_0(t), x_1(t), ... \]

defined here is the sequence of successive approximations of the solution of (1) and if it is uniformly convergent in \( \langle 0, T \rangle \) then, owing to (4), it tends to the solution of (1) satisfying the initial condition (3).

Notice that if each element of \( A(t) \) is identically equal to zero, then the method just defined becomes the well-known Picard method of successive approximations. Thus the method given above may be considered as a generalization or a modification of Picard’s method. We will use the abbreviations M.P.M. (modified Picard’s method) if we speak about the scheme defined above and P.M. (Picard’s method) if we have in mind the classical method.
The P.M. is often practically useless because in many cases the first approximations given by it are too far from the real solution and one must do a lot of computations (however simple) to obtain a sufficiently accurate result. These troubles may be avoided, under favourable circumstances, by applying the M.P.M. provided that $A(t)$ is suitably chosen. Hence in some cases the results obtained by the M.P.M. are much better than those given by the P.M.

The M.P.M. was considered, in much more general form, by T. Ważewski [3]. Ważewski in his note has formulated a general condition guaranteeing the convergence of the M.P.M. S. A. Schelkunoff [2] has discussed the M.P.M. in the case when (1) is linear and he has pointed out that this method is useful in some technical problems. Recently, M. Kwapiz has obtained some results connected with the convergence of the M.P.M. and with the estimate of the error (see [1]).

The author should like to give his thanks to Professor J. Lenkowski who called his attention to the M.P.M.

2. Theorem 1. Suppose (5) is defined by (2), (3) and (4), and suppose the matrix $U(t)$ is given by

$$ U(0) = I, \quad dU(t)/dt = A(t)U(t), $$

where $I$ is the unit matrix.

Then the one-to-one mapping

$$ x = U(t)x, \quad t = t $$

carries (5) into the sequence $x_0(t), x_1(t), \ldots$, where

$$ x_m(t) = U(t)x_m(t) \quad (m = 0, 1, 2, \ldots), $$

and $x_m(t)$ is the sequence of successive approximations given by the Picard’s method for the system resulting from (1) by (7).

Proof. From (6) and (8) we get by derivation

$$ x_m(t) = A(t)U(t)x_m(t) + U(t)x_0(t). $$

By (9), (7) and (4) we have

$$ U(t)x_m(t) + A(t)U(t)x_m(t) = A(t)U(t)x_m(t) + $$

$$ + P[t, U(t)x_{m-1}(t)] - A(t)U(t)x_{m-1}(t). $$

Hence

$$ x_m(t) = U^{-1}(t)[P[t, U(t)x_{m-1}(t)] - A(t)U(t)x_{m-1}(t)] $$

and

$$ x_0(t) = c, \quad x_m(t) = c \quad (m = 1, 2, \ldots). $$

Now let us put

$$ G(t, x) = U^{-1}(t)[P[t, U(t)x] - A(t)U(t)x]. $$

Using this notation we get, owing to (10) and (11) that

$$ x_m(t) = G(t, x_{m-1}(t)), \quad x_m(0) = c \quad (m = 1, 2, \ldots). $$

This together with (11) show that $x_m(t)$ is a sequence of successive approximations obtained by the P.M. for the equation

$$ x' = G(t, x). $$

It is easy to verify that system (13) results from (1) by (7). So we find theorem 1 completely proved.

3. It follows from theorem 1 that the M.P.M. is convergent for system (2) provided that the P.M. is convergent for (13).

Schelkunoff, describing the M.P.M., said that in this method we consider a solution of (1) as a solution of a perturbed linear system (2). Owing to our result we may state that the M.P.M. can be considered as the P.M. provided that in the space $(t, x)$ we introduce a system of curvilinear coordinates based on $n$ linearly independent solutions of (2).

4. The first term in (5) is defined as a solution of (2) with the initial condition (3). However, as may be easily seen, theorem 1 remains valid if $x_0(t)$ is an arbitrary vector-function satisfying (3). Thus we can formulate theorem 1 in a more general way.

Theorem 2. Suppose $x(t)$ and $y(t)$ satisfy the following conditions

$$ x(0) = y(0) \quad \text{and} \quad x'(t) = A(t)x(t) + F[t, y(t)] - A(t)y(t) $$

and suppose the matrix $U(t)$ is defined by (6).

Then the one-to-one mapping

$$ x = U(t)x, \quad t = t $$

carries any pair $x(t), y(t)$ fulfilling (14) into the pair $u(t), v(t)$, where

$$ x(t) = U(t)u(t) \quad \text{and} \quad y(t) = U(t)v(t), $$

satisfying the conditions

$$ u(0) = v(0) \quad \text{and} \quad u'(t) = G(t, v(t)), $$

where $G(t, x)$ is defined by (12).

5. Now we are going to discuss the general case of the M.P.M. We suppose in the following for the sake of simplicity that $x$ is a real variable, that is $n = 1$. 

Consider the sequence \( s_m(t) \) of successive approximations defined as follows: \( s_0(t) \) is an arbitrary function, \( s_m(t) \) \( (m = 1, 2, \ldots) \) is defined inductively by
\[
\begin{align*}
    s_m(t) &= H(t, s_m(t), s_{m-1}(t)), \\
    s_m(0) &= s_0(0) = c
\end{align*}
\]
where \( H(t, s, y) \) is a suitably regular function and \( c \) is constant.

Under suitable assumptions concerning function \( H(t, s, y) \) the sequence \( s_m(t) \) defined by (17) tends to the solution of
\[
    \phi' = H(t, \phi, \phi).
\]

The question arises:

**QUESTION 1.** Does there exist a one-to-one mapping
\[
    \phi = T(t, \phi) \quad \forall t \geq 0
\]
of the half-plane \( t \geq 0 \), \( -\infty < \phi < +\infty \) onto itself and the equation
\[
    \phi' = h(t, \phi)
\]
such that (20) results from (18) by (19), and that the sequence \( s_m(t) \)
\( (m = 0, 1, 2, \ldots) \) determined by
\[
    s_m(t) = T(t, s_m(t)),
\]
where \( s_m(t) \) is defined by (17), is a sequence of successive approximations for (20) given by the P.M., for each constant \( c \) and each function \( s_0(t) \)?

The above question is equivalent to the following one.

**QUESTION 2.** Does there exist a one-to-one mapping (19) and the function \( h(t, \phi) \) such that for any pair \( s(t), y(t) \) satisfying
\[
    x(0) = y(0) \quad \text{and} \quad x'(t) = h(t, x(t), y(t))
\]
the functions \( u(t) \) and \( v(t) \) determined by
\[
    x(t) = T(t, u(t)) \quad \text{and} \quad y(t) = T(t, v(t))
\]
satisfy the conditions
\[
    u(0) = v(0) \quad \text{and} \quad u'(t) = h(t, v(t))
\]

6. In this section we give a result concerning questions 1 and 2. First we prove two lemmas.

**LEMMA 1.** Suppose \( h(t, \phi) \) is continuous for \( 0 \leq t \leq T \) and \( -\infty < \phi < +\infty \). Then to any numbers \( u_0, v_0 \) and \( t_0 > 0 \) there exist two functions \( u(t) \) and \( v(t) \) determined on \( [0, t_0] \) such that
\[
    u(t_0) = u_0, \quad v(t_0) = v_0 \quad \text{and} \quad u(0) = v(0)
\]
and
\[
    u'(t) = h(t, u(t)) \quad \text{for} \quad 0 \leq t \leq t_0.
\]

**Proof.** Let \( M(c) = \max_{t \geq 0} |h(t, s)| \). \( M(c) \) is evidently continuous for
\( -\infty < c < +\infty \). Consider the one-parameter family of functions \( u(t) \)
\( (-\infty < c < +\infty) \) defined as follows
\[
    u(t) = \phi + (t - t_0)h(t, \phi) \quad \text{for} \quad 0 \leq t \leq t_0
\]
and
\[
    u(t) = \phi \quad \text{for} \quad t > t_0
\]
where \( P(c) = 1/(M(c) + 1) \leq 1 \). Put
\[
    I(u) = \int_0^t h(t, u(t)) \, dt.
\]

\( I(u) \) is continuous and we prove that it is bounded also. Indeed, if \( \phi_1 > \phi \) then \( u(t) < \phi \) and
\[
    I(u) \leq \int_0^t \left| h(t, u(t)) \right| \, dt + \int_0^t \left| h(t, \phi_1) \right| \, dt \leq P(c) \phi_1 M(c) + \int_0^t \left| h(t, \phi) \right| \, dt
\]
\[
    \leq t_0 + \int_0^t \left| h(t, \phi) \right| \, dt.
\]

If \( \phi \leq \phi_1 \), then \( u(t) \leq \phi \) and \( I(u) \) is bounded by \( t_0 M(c) \). Hence \( I(u) \) is bounded for all \( c \). Now consider the continuous function
\[
    J(c) = c + I(u) \quad (-\infty < c < +\infty).
\]
Since \( I(u) \) is bounded, \( \lim_{c \to -\infty} J(c) = -\infty \) and \( \lim_{c \to +\infty} J(c) = +\infty \). Therefore the equation
\[
    J(u) = u_0
\]
has at least one solution. Let \( u_0 \) be a solution of (20). Put
\[
    u(t) = u_0(t) \quad \text{and} \quad u(t) = u_0 + \int_0^t h(t, u(t)) \, dt.
\]

It is easy to verify that function \( u(t) \) and \( v(t) \) so defined satisfy (25) and (26). Thus lemma 1 is proved.

**LEMMA 2.** Let the function \( H(t, s, y) \) be continuous for \( t \geq 0 \), \( -\infty < \phi < +\infty \). Suppose there exist functions \( x(t), y(t) \) of \( c \) \( h(t, \phi) \) continuous for \( t \geq 0 \) and \( -\infty < s < +\infty \) such that
\[
    x = T(t, s), \quad s = t
\]
is a one-to-one mapping of half-plane \( t \geq 0 \), \( -\infty < s < +\infty \) onto itself and that for arbitrary functions \( x(t), y(t) \) satisfying (22) the functions \( u(t), v(t) \) obtained by (25) satisfy (24).
Then \( T(t, z) \) fulfills the following equation

\[
H(t, T(t, u), T(t, v)) = T_d(t, u) + T_d(t, u)h(t, v)
\]

for arbitrary \( u, v \) and \( t > 0 \).

Proof. Let \( s, \varphi, \psi \) and \( h (h > 0) \) be arbitrary constants. By lemma 1 there exist functions \( u(t), v(t) \) satisfying (24). Let us put

\[
s(t) = T(t, u(t)) \quad \text{and} \quad y(t) = T(t, v(t)).
\]

Then \( s(t), y(t) \) satisfy (22). Indeed, let \( s(t) \) be a solution of

\[
F(t, s(t), v(t)) = s(t) = y(t).
\]

Evidently \( s(t) \) exists in some interval \( [0, t^*] \). Let \( u(t) \) be defined by

\[
u(t) = T(t, u(t)).
\]

Functions \( s(t), y(t) \) satisfy (22), therefore by the assumption concerning \( T(t, z) \) functions \( u(t), v(t) \) satisfy (24). Hence

\[
u(t) = h(t, v(t)) \quad \text{and} \quad u(0) = v(0).
\]

The last formulas and the definition of \( u(t) \) and \( v(t) \) prove that \( u(t) = u(t) \) and, moreover, that \( u(t) \) as well as \( s(t) \) may be continued over the interval \( (0, t_0) \) and in consequence

\[
s(t) = s(t).
\]

Thus \( s(t), y(t) \) satisfy (22).

Taking now the derivatives of both sides of the first equation of (29) we have

\[
s'(t) = T_d(t, u(t)) + T_d(t, u(t))u'(t).
\]

By (30), (22) and (24) we get

\[
H(t, T(t, u(t)), T(t, v(t))) = T_d(t, u(t)) + T_d(t, u(t))h(t, v(t)) \quad \text{for} \quad t > 0
\]

and therefore

\[
H(t, T(t, u), T(t, v)) = T_d(t, u) + T_d(t, u)h(t, v) \quad \text{for} \quad t = t_0, \quad u = u_0, \quad v = v_0.
\]

Since \( t_0, u_0, v_0 \) are arbitrary constants, the last formula proves lemma 2 completely.

Now we prove the following theorem.
and in consequence

\begin{equation}
T'(t, x) = a(t)\dot{x} + \varphi(t, \dot{x}) \quad .
\end{equation}

By (37) and by the second condition of (36) we get that \( \varphi(t, x) \) is linear with respect to \( x \). So theorem 3 is completely proved.

7. Remark 1. Notice that if \( H(t, x, y) = a(t)x + \varphi(t, y) \), then the function

\[ T(t, x) = x \exp \left( \int_0^t a(t) \, dt \right) \]

fulfills (28) for any \( \epsilon \), if we put \( h(t, x) = -\int_0^t a(t) \, dt \varphi(t, x) \exp \left( \int_0^t a(t) \, dt \right) \).

Hence it follows from theorem 3, if we restrict ourselves to the case when \( H(t, x, y) = \varphi(t, x) + \psi(t, y) \), where \( \psi(t, y) \) depends essentially on \( y \) that the answer to question 2 is positive if and only if \( \varphi(t, x) = a(t)x \). Therefore we may suspect that there does not exist any theorem analogous to theorem 2 concerning the general case of the M.P.M.

8. The example we are going to present in this section shows that the case \( H(t, x, y) = a(t)x + \varphi(t, y) \) is not the only one when the answer to question 2 is positive; in other words, we give a function \( H(t, x, y) \) different from that of the form \( a(t)x + \varphi(t, y) \) for which equation (28) admits a solution.

Suppose

\[ H(t, x, y) = \varphi(x)\varphi(t, y) \]

where \( \varphi(x) \) is continuous and positive for \(-\infty < x < +\infty\), and

\[ \int_0^\infty \frac{dx}{\varphi(x)} = \int_0^\infty \frac{dx}{\varphi(x)} = +\infty \]

\( \psi(t, y) \) is continuous for \( t \geq 0 \) and \( -\infty < y < +\infty \).

Define \( T(x) \) as a solution of the equation

\[ T'(x) = \varphi(T(x)) \quad , \quad T(0) = 0 \]

and put

\[ h(t, x) = \varphi(t, T(x)) \quad . \]

Then one can easily verify that \( T(x) \) and \( h(t, x) \) satisfy the following equation, the special case of (28),

\[ \varphi(T(u))\varphi(t, T(u)) = T'(u)h(t, u) \quad . \]

Therefore, the sequence of successive approximations \( a_m(t) \) obtained by the M.P.M. for the differential equation

\[ x' = \varphi(x)\varphi(t, x) \]

such that

\[ a_m(t) = \varphi(x_m(t))\varphi(t, x_{m-1}(t)) \quad , \quad a_0(t) = a_0(0) \quad (m = 0, 1, \ldots) \]

\( a_0(t) \)-arbitrary function, may be carried by the one-to-one mapping

\[ \sigma = T(x) \quad , \quad t = t \]

into the sequence of successive approximations given by the P.M. for the equation

\[ x' = h(t, x) = \varphi(t, T(x)) \quad . \]

Some of these results have been presented in a talk given by the author at the Polish Mathematical Society, Kraków Branch, on January 26, 1959.

The author wishes to thank Professor T. Ważewski for his interesting discussion and for many valuable suggestions.
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